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This report presents the results of a study on the impact of a priori estimates of range and/or target speed on the bearings-only TMA problem. The method selected for this evaluation was a computer simulation of Maximum A posteriori Probability (MAP) estimate which incorporates the a priori statistical information in an asymptotically optimum manner. The a priori range information represents environmental predictions of likely range bands.
based on alternate propagation paths (direct, 1st CZ, 2nd CZ, etc.). An additional phase of the study evaluated the use of Depression/Elevation (D/E) estimates from environmental predictions for resolving horizontal bearing from conical angle measurements.

The results of the study indicate that the benefits achieved from the use of a'priori range information are algorithm dependent and primarily aid numerical convergence rather than solution accuracy. The use of a'priori range together with estimated D/E does provide solution improvement for conical angle measurements from line arrays. The use of speed estimates improves both numerical convergence and solution quality during the initial TMA legs.
EXECUTIVE SUMMARY

The value of incorporating a'priori range and/or target speed information into the bearings-only Target Motion Analysis (TMA) problem was studied through a series of computer simulations of an asymptotically optimum estimation algorithm. It was anticipated that use of a'priori estimates along with their estimated accuracy should provide a TMA solution which converges faster and is more accurate than a conventional bearings-only TMA algorithm. Two algorithms were selected for this evaluation and simultaneously compared. The algorithm which incorporates the full a'priori statistical information is a Maximum A'posteriori Probability (MAP) estimator. The other algorithm which incorporates a'priori information only for initialization is a Maximum Likelihood Estimator (MLE). Both algorithms are asymptotically optimum in the sense of minimizing solution error given sufficiently long observation sequences. These algorithms were chosen because of this property. Alternative TMA algorithms such as the Extended Kalman Filter (EKF) suffer from linearization errors and therefore may not accurately depict the value of the a'priori information.

The a'priori range information represents environmental predictions of likely range bands based on alternative propagation paths (direct, 1st CZ, 2nd CZ, etc). The a'priori estimates of target speed represents estimates obtained by turn count, classification information, or tactical considerations. The study also evaluated the use of Depression/Elevation (D/E) angle estimates for resolving horizontal bearing from conical angle measurements.

Comparison of the MAP solution to the MLE solution indicates that the MAP algorithm does not provide the expected solution improvement using a'priori range information. Although both MAP and MLE solution errors agree well (and with the theoretical lower bounds (Cramer-Rao)) at the end of the problem (i.e. for a fully converged solution), expected differences early in the problem were not observed.

The MAP algorithm using a'priori speed estimates provides substantially more improvement over the MLE algorithm than the case of the a'priori range estimates. In particular for closing target geometries (i.e. small target aspect), the MAP range, course, speed solutions converged during the early TMA legs. For targets with large aspect, the a'priori speed estimate does not
provide as much improvement because the bearing measurements resolve the solution due to the larger bearing change.

In the case of conical angle measurements from a line array, the major impact on the TMA solution is the bias error in the effective horizontal bearing due to D/E angle. If environmental predictions of propagation path are used to provide D/E angle estimates in addition to range estimates, then a substantial improvement in both MAP and MLE solution accuracy is achieved.

The major benefits derived from the a'priori information were associated with the numerical convergence properties of the algorithm tested. The algorithms, although asymptotically optimum, have two drawbacks. The solution procedure is iterative in nature and is computationally expensive if the number of iterations is large. In addition, the optimization problem posed is ill conditioned during the early stages. In the case of the MAP algorithm, incorporation of a'priori range information improves numerical convergence over the MLE algorithm because the iteration equations are further removed from singularity. The use of a'priori speed estimates in the MAP algorithm exhibited a remarkable improvement in the numerical convergence during the initial TMA legs (especially in the closing geometries).

The use of a'priori range information in the MAP algorithm is based on an assumed propagation path. The MAP solutions are biased under incorrect path hypotheses. Consequently, separate solutions should be pursued until the true path is resolved. All solutions converge to the true solution given sufficient measurements, however, to minimize the computational burden it is desirable to discard incorrect hypotheses quickly. The study indicates that it appears necessary to process nearly one half of the data (to solution convergence) to ensure retaining the correct path assumption.

In summary the results of the study indicate that the benefits achieved from the use of a'priori range information are algorithm dependent and primarily aid numerical convergence rather than solution accuracy. The use of a'priori range together with estimated D/E does provide solution improvement for conical angle measurements from line arrays. The use of speed estimates improves both numerical convergence and solution quality during the initial TMA legs.
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1.0 Introduction and Objectives

The classical bearings-only Target Motion Analysis (TMA) problem generally consists of fitting a solution to a time series of bearing measurements without (or with little) incorporation of external information, such as environmental predictions. The types of external information of concern here are acoustic propagation properties and foreknowledge of target ship parameters such as speed. Specifically, under the proper environmental conditions the acoustic signal can be received in various propagation modes: direct path, bottom bounce, and/or convergence zone paths. These propagation paths will limit the acoustic source to defined range bands which are predictable from ray trace propagation calculations. Incorporation of this information into the TMA solution process would reduce the initial range uncertainty. In a similar manner, if an estimate of target speed or a discrete number of possible speeds is available, perhaps from a target classification process, then a reduction in TMA solution time could result.

There are many approaches to solving the bearings-only TMA problem, some of which are adaptable to incorporation of external information. However, all techniques currently in use have some deficiencies resulting in solutions which are not optimal. This study is based on a TMA algorithm which is theoretically optimum in an asymptotic sense. The Maximum Likelihood Estimator (MLE) is generally considered when estimating parameters from nonlinear (or non-Gaussian) observations. The MLE solution is not optimum in a minimum estimation error sense, but is asymptotically optimum as the data base increases without bound. Although the MLE has been considered for the TMA application for many years, its computational burden has precluded its use in ship board computer systems. However, since this study is concerned with the potential advantage of incorporating external information it was decided to use a theoretically optimum algorithm which would best demonstrate this concept rather than choose one of the operational algorithms.

The external information can be considered in the context of a priori statistical information on the TMA solution. The asymptotically optimum estimate when a priori probability density functions are available is the
Maximum A'posteriori Probability (MAP) estimate. The approach taken in this study is a direct simulation of both the MAP algorithm and the MLE algorithm to determine the specific impact of the a'priori information on an "optimal" bearings-only TMA algorithm. The MLE algorithm uses the a'priori information for initialization (of range) to assist convergence of the iterative solution procedure. However, the MAP solution is always influenced by the a'priori information, whereas the MLE solution can "forget" its initial conditions almost immediately.

The a'priori information is represented by disjoint "bands" of likely target range. This information is therefore representative of a multimodal probability distribution. To obviate the numerical difficulties associated with multimodal optimization, the problem is treated by processing a separate solution for each potential range band, using the a'priori information for the appropriate band. The objectives for the study then become:

(1) Determination of the improvement obtained when correct a'priori information is used, and

(2) Determination of criteria to reject the incorrect a'priori hypotheses.

In addition, the study has two distinct phases corresponding to two different types of sensor measurements. The conventional problem is cast in the horizontal plane in a two dimensional geometry. Most sonar systems can resolve bearings in the horizontal plane. An important class of sonar arrays, which cannot directly resolve bearing, consists of a line of equally spaced hydrophones. This one dimensional array cannot separate the horizontal component of the vector representing the incident acoustic wave from the vertical component. This class of arrays therefore presents a different problem because another parameter, Depression/Elevation (D/E) angle, must be known to determine bearing. Furthermore, a line array cannot distinguish port from starboard. However, environmental predictions used to obtain a'priori range information can also be used to estimate a D/E angle appropriate for each range band. This type of estimate is included in the phase of the study
involving line array angles. For every range band two solutions must therefore be executed (port and starboard assumptions).

In most cases, the computer simulations were based on 30 Monte Carlo repetitions and the geometries simulated are typical submarine TMA maneuvering sequences. The magnitude of the bearing errors used are representative of many passive sonar systems.
2.0 Simulated Scenarios

Realistic operational scenarios were modeled by establishing own ship to target ship ranges from 10 kyds to 109 kyds for the horizontal bearing cases (Phase I) and covering direct, first and second convergence zone (CZ) acoustic propagation paths. For the line array angle cases (Phase II), ranges from 5 kyds to 54 kyds were established, covering direct, bottom bounce and first CZ paths. Two target ship courses were chosen for Phase I which substantially cover the gamut of expected course-related variations in results. Specifically, a course of 146° which presents an initial broadside aspect, and a course of 256° which closes the initial own-ship location with an angle on the bow of 20 degrees. In all cases the own-ship maneuver consisted of standard 60° lead/60° lag, maneuvering sequence with leg times of 5 minutes duration. In addition, both own ship and target were assumed to have a constant speed of 10 knots. Own ship turned at a constant rate of 2°/second during maneuvers.

The acoustic propagation properties assumed are realistic, yet general enough to represent many different geographic ocean area/season combinations. In order to establish the convergence zone locations and widths, nominal rules that have been established over the years were followed. Namely,

- Range to first CZ is between 20 kyds and 80 kyds.
- Width of a given CZ is 5% to 20% of its range.
- Higher order CZ's occur at ranges that are whole number multiples of the range to the first CZ.

In consideration of these rules, the first CZ was set at 45 to 55 kyds and the second CZ at 90 to 110 kyds. This combination can correspond to many mid-latitude ocean areas with a water depth of at least 1000 fathoms and a surface temperature around 52°F, for a shallow source and receiver.* As a specific example, the Levantine Basin area in the Mediterranean (32°30'N, 27°30'E)

in summer exhibits first and second CZ's around 50 kyds, 100 kyds respectively, even though the surface temperature is considerably greater than 52°F (water depth = 1500 fathoms).*

2.1 Horizontal Bearing Measurements (Phase I)

For Phase I the direct path was assumed to extend out to 30 kyds and the locations of the CZ's were assumed to have an error of estimation of ±10 percent. Table 2-1 tabulates the propagation path data as well as the initial range estimates and standard deviations as used in the TMA computer simulation.

Table 2-1 Horizontal Bearing Acoustic Propagation Path and Range Data

<table>
<thead>
<tr>
<th>TARGET COURSE (DEG)</th>
<th>PROPAGATION PATH</th>
<th>TRUE PATH RANGE (KYD)</th>
<th>TRUE TARGET RANGE (KYD)</th>
<th>CZ PATH WITH ±10% ERROR</th>
<th>EST. RANGE</th>
<th>RANGE STANDARD DEVIATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>256 (closing)</td>
<td>DIRECT</td>
<td>0-30</td>
<td>10, 20</td>
<td>---</td>
<td>15</td>
<td>7.5</td>
</tr>
<tr>
<td>256 (closing)</td>
<td>1st CZ</td>
<td>45-55</td>
<td>54</td>
<td>40.5-49.5</td>
<td>45</td>
<td>4.5</td>
</tr>
<tr>
<td>256 (closing)</td>
<td>2nd CZ</td>
<td>90-110</td>
<td>109</td>
<td>81-99</td>
<td>90</td>
<td>9</td>
</tr>
<tr>
<td>146 (crossing)</td>
<td>DIRECT</td>
<td>0-30</td>
<td>10, 20</td>
<td>---</td>
<td>15</td>
<td>7.5</td>
</tr>
<tr>
<td>146 (crossing)</td>
<td>1st CZ</td>
<td>45-55</td>
<td>46</td>
<td>49.5-60.5</td>
<td>55</td>
<td>5.5</td>
</tr>
<tr>
<td>146 (crossing)</td>
<td>2nd CZ</td>
<td>90-110</td>
<td>91</td>
<td>91-121</td>
<td>110</td>
<td>11</td>
</tr>
</tbody>
</table>

In each case the estimated range is placed in the center of the assumed path, with a standard deviation of half the range estimate for direct path, and half the CZ width for CZ paths. The reason for placing the target in different locations within a CZ and making the CZ error minus or plus, for different target courses, is to ensure that the range remains within a given CZ, over a minimum 20-minute TMA track time. In most cases the target ship remains within a given CZ up to the maximum TMA track time allowed - 40 minutes.
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This approach was taken because the computer simulation does not account for loss of track which occurs when target leaves a CZ. Note a sudden loss of signal could provide confirmation of a suspected CZ target, but the study was directed to the effect of external information on the TMA solution.

Table 2-2 gives the cases that were run for Phase I. Each case was run with 30 Monte Carlo repetitions. This is adequate since the study concentrated on average properties of the solutions rather than anomalies. All cases in this study were run with an initial true bearing of 56° and a bearing measurement error standard deviation $\sigma_B=0.2^\circ$, although a few cases were also run with $\sigma_B=0.5^\circ$, $\sigma_B=1.5^\circ$. A complete set of runs were made with an initial target speed estimate of 0 knots and standard deviation of 15 knots. A partial set of runs were made with an initial target speed estimate of 10 knots and associated standard deviation of 2 knots and 4 knots, as noted in Table 2-2. This reflects an external speed measurement based on classification information or turn count estimates. The actual initial speed used to initialize the iterations was zero since target course is not known a priori. The 2 knot standard deviation represents external information while the 4 knot standard deviation encompasses typical transit speeds.

Table 2-2 Horizontal Bearing Cases Run

<table>
<thead>
<tr>
<th>TRUE PATH</th>
<th>ASSUMED PATH</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIRECT (10 kyd)*</td>
<td>DIRECT</td>
</tr>
<tr>
<td>DIRECT (20)*</td>
<td>DIRECT</td>
</tr>
<tr>
<td>DIRECT (20)</td>
<td>1st CZ</td>
</tr>
<tr>
<td>DIRECT (20)</td>
<td>2nd CZ</td>
</tr>
<tr>
<td>1st CZ*</td>
<td>1st CZ</td>
</tr>
<tr>
<td>1st CZ</td>
<td>DIRECT</td>
</tr>
<tr>
<td>1st CZ+</td>
<td>2nd CZ</td>
</tr>
<tr>
<td>2nd CZ*</td>
<td>2nd CZ</td>
</tr>
<tr>
<td>2nd CZ</td>
<td>DIRECT</td>
</tr>
<tr>
<td>2nd CZ+</td>
<td>1st CZ</td>
</tr>
</tbody>
</table>

NOTES:
All cases were run with target courses of 146° and 256°. (90° and 20° AOB.)
*Speed $\sigma_s=2$, 4 knots in addition to $\sigma_s=15$ knots.
*Cases run at $\sigma_B=0.5^\circ$ and/or $\sigma_B=1.5^\circ$ in addition to $\sigma_B=0.2^\circ$.
2.2 Line Array Angle (Phase II)

For the Phase II line array angle simulation, the D/E angle of arrival and a bottom bounce propagation path possibility become important considerations. As discussed in the introduction and shown mathematically in Appendix A, a line array cannot measure horizontal bearing directly. The angular measurement represents a conical surface which reduces to two horizontal bearing possibilities once D/E is specified.

Operationally, the D/E arrival angle of the major ray paths depends on depth, range, location, time of day, season, bottom characteristics, etc. The paths can be predicted from environmental models but the specific values are not important to this study. Therefore, simplifying assumptions about the D/E angle and bottom reflectance, are made for the calculations used in the simulation. The results are typical in spite of the simplistic models.

With the preceding in mind, a scenario was established with a direct path extending out to a range of 6 kyds, a bottom bounce range from 6 kyds to 25 kyds, and a first CZ at 45 to 55 kyds. For cases where the true or assumed propagation path is via bottom bounce, the incident and reflected rays are assumed to be straight and the bottom assumed to be a smooth, nonscattering horizontal plane. Own ship and target are assumed to be at shallow depths, relative to the bottom depth which is taken as 1500 fathoms. Under these conditions a simple triangle relates D/E to range. The true D/E is calculated from actual range while the estimated D/E is calculated from the a'priori range estimate. When the true acoustic propagation path is not via bottom bounce then the true D/E is set equal to -5°, which is a representative value for non-bottom bounce angle of arrival. When the assumed propagation path is not via bottom bounce, then the estimated D/E is set equal to 0 degree. In an operational situation, sophisticated environmental prediction algorithms, which are becoming an integral part of modern naval combat systems, could be used to supply the D/E estimates.

The propagation paths and range data for Phase II are given in Table 2-3, wherein all cases were run with $\phi_3 = 0.2^\circ$ and a "crossing" target course of 146 degrees. Table 2-4 gives the actual cases run in Phase II.
### Table 2-3 Line Array Angle Acoustic Propagation Path and Range Data

<table>
<thead>
<tr>
<th>PATH</th>
<th>PATH RANGE (KYD)</th>
<th>TRUE TARGET RANGE (KYD)</th>
<th>EST. RANGE (KYD)</th>
<th>RANGE STANDARD DEVIATION (KYD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIRECT</td>
<td>0-6</td>
<td>5</td>
<td>3</td>
<td>1.5</td>
</tr>
<tr>
<td>BOTTOM BOUNCE</td>
<td>6-25</td>
<td>10</td>
<td>15.5</td>
<td>7.75</td>
</tr>
<tr>
<td>BOTTOM BOUNCE</td>
<td>6-25</td>
<td>20</td>
<td>15.5</td>
<td>7.75</td>
</tr>
<tr>
<td>1st CZ</td>
<td>45-55</td>
<td>46</td>
<td>55</td>
<td>5.5</td>
</tr>
</tbody>
</table>

### Table 2-4 Line Array Angle Cases Run

<table>
<thead>
<tr>
<th>TRUE PATH</th>
<th>ASSUMED PATH</th>
<th>TRUE D/E</th>
<th>EST. D/E</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIRECT</td>
<td>DIRECT</td>
<td>- 5°</td>
<td>0°</td>
</tr>
<tr>
<td>DIRECT</td>
<td>BOTTOM BOUNCE</td>
<td>- 5°</td>
<td>-21.05°</td>
</tr>
<tr>
<td>DIRECT</td>
<td>1st CZ</td>
<td>- 5°</td>
<td>0°</td>
</tr>
<tr>
<td>BOTTOM BOUNCE 10 KYD</td>
<td>BOTTOM BOUNCE</td>
<td>-30.82°</td>
<td>-21.05°</td>
</tr>
<tr>
<td>BOTTOM BOUNCE 10 KYD</td>
<td>DIRECT</td>
<td>-30.82°</td>
<td>0°</td>
</tr>
<tr>
<td>BOTTOM BOUNCE 10 KYD</td>
<td>1st CZ</td>
<td>-30.82°</td>
<td>0°</td>
</tr>
<tr>
<td>BOTTOM BOUNCE 20 KYD</td>
<td>BOTTOM BOUNCE</td>
<td>-16.61°</td>
<td>-21.05°</td>
</tr>
<tr>
<td>BOTTOM BOUNCE 20 KYD</td>
<td>DIRECT</td>
<td>-16.61°</td>
<td>0°</td>
</tr>
<tr>
<td>BOTTOM BOUNCE 20 KYD</td>
<td>1st CZ</td>
<td>-16.61°</td>
<td>0°</td>
</tr>
<tr>
<td>1st CZ</td>
<td>1st CZ</td>
<td>- 5°</td>
<td>0°</td>
</tr>
<tr>
<td>1st CZ</td>
<td>DIRECT</td>
<td>- 5°</td>
<td>0°</td>
</tr>
<tr>
<td>1st CZ</td>
<td>BOTTOM BOUNCE</td>
<td>- 5°</td>
<td>-21.05°</td>
</tr>
</tbody>
</table>

\[ \sigma = 0.2° \]

**Target Course = 146°**
3.0 Discussion of Simulation Results

The external information considered in this study is characterized by a discrete number of hypotheses representing different propagation paths. Each hypothesis can be separately incorporated into the a posteriori density function resulting in the unimodal optimization problem described in Appendix A as the MAP estimate. The MAP estimate is an asymptotically optimum estimate as long as the correct path hypothesis is chosen. This study bypasses the difficult multimodal solution encountered with a true Bayesian estimator by simply calculating a separate solution for each propagation path assumption. For this approach to operate efficiently in an operational system it is essential to minimize the impact of redundant solution computation by discarding incorrect hypotheses in a timely manner. The evaluation of the importance of external information to the bearings-only TMA solution is measured by the improved accuracy or reduced convergence time achieved using the statistical information based on the correct path assumption. As mentioned above, the MAP estimate provides the logical means for incorporating the correct path a priori statistics. The improvement is measured by comparing the solution results to an MLE solution which uses the a priori range estimate for initialization of the iterative numerical solution. From a practical viewpoint there are several other measures of improvement relative to use of MLE solutions to the TMA problem. For example, the use of external information can reduce the numerical problems associated with MLE iteration convergence. This results in potential reduction of computational burden represented by the number of iterations required for each solution. In addition, reduction of the numerical problem can also provide more "converged" solutions during the early TMA legs. Numerical convergence means satisfying the iteration stopping criteria within 21 iterations. Solution convergence on the other hand requires reducing the error bounds to meet an accuracy criteria. (Note that a solution that is not numerically converged is not counted in the solution accuracy statistics.) An integral part of the computational requirement for the approach under study is the amount of data required to dismiss incorrect propagation path assumptions.

An important factor for any operational TMA algorithm is its ability to determine the convergence status or quality of the solution. The MAP and MLE
solutions provide suitable measures based on the eigenvalues of the inverse of Fisher's information matrix. As discussed in Appendix A the MAP and MLE algorithms provide an estimate of this matrix which represents a lower bound on solution accuracy when evaluated at the exact solution.

The measures of solution accuracy are obtained by calculating mean errors and standard deviation of errors over the Monte Carlo repetitions. Computational requirements are calculated by counting the total number of solution iterations (Gauss Elimination iterations) over all solution times and Monte Carlo repetitions. Numerical convergence probability is determined by counting the number of Monte Carlo repetitions which satisfy the Gauss Elimination stopping criteria. The solution convergence criteria is evaluated by comparing the standard deviation of errors over the Monte Carlo repetitions at times "called" by the convergence criteria. A number of measures are considered for discarding incorrect path assumptions.

The results presented in this section are separated into two phases based on the bearing measurement model. The Phase I model assumes that the sensor can measure a horizontal plane bearing. For this phase the external information is based on three propagation paths; direct path at 20 kyds, 1st CZ at 50 kyds, and a 2nd CZ at 100 kyds. In addition, a limited number of simulations were made using a'priori target speed estimates with either a 2 kt or 4 kt uncertainty (standard deviation). For all Phase I simulations 30 Monte Carlo repetitions were executed.

The Phase II results presented in Section 3.2 represent bearings measured from a line array. For such an array the angular measurement cannot distinguish horizontal bearing unless the vertical arrival angle (D/E) is known. Each propagation path assumption therefore includes an estimated D/E angle to resolve horizontal bearing. The basic difference between Phase I and Phase II results is the solution bias error caused by use of an incorrect value of D/E in the latter case. Due to limited computer budget the Phase II results used only 5 Monte Carlo repetitions. Because of the domination of the bias error, the results are useful although statistical significance is limited. An additional feature of this phase is the necessity to decide whether the target lies on the port or starboard side of the array.
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Figure 3-1a  Range Error for Direct Path (True [20 kyds] and Assumed), Horizontal Bearing, Closing Target Course.
Figure 3-1b  Course Error for Direct Path (True [20 kyds] and Assumed), Horizontal Bearing, Closing Target Course.
Figure 3-1c  Speed Error for Direct Path (True [20 kyd] and Assumed), Horizontal Bearing, Closing Target Course.
Figure 3-2a  Range Error for 1st CZ Path (True and Assumed), Horizontal Bearing, Closing Target Course.
Figure 3-2b  Course Error for 1st CZ Path (True and Assumed), Horizontal Bearing, Closing Target Course.
Figure 3-2c  Speed Error for 1st CZ Path (True and Assumed), Horizontal Bearing, Closing Target Course.
Figure 3-3a  Range Error for 2nd CZ Path (True and Assumed), Horizontal Bearing, Closing Target Course.
Figure 3-3b  Course Error for 2nd CZ Path (True and Assumed), Horizontal Bearing, Closing Target Course.
Figure 3-3c  Speed Error for 2nd CZ Path (True and Assumed), Horizontal Bearing, Closing Target Course.
3.1 Phase I (Horizontal Bearing) Results

The majority of the simulations were based on unbiased random bearing errors with a standard deviation of 0.2° for a 20 second average bearing. This bearing error model represents typical passive broadband ATE tracking for current submarine sonar systems. Larger errors are evaluated for comparison, but in general, convergence zone solutions require bearing errors of this magnitude or smaller. The problem time simulated was limited to 40 minutes although the larger ranges (2nd CZ) require additional data for full convergence. For the direct path assumptions the problem was terminated after 15 minutes which is normally sufficient time with bearing errors of 0.2° magnitude. Two target aspects are analyzed (closing and crossing) with own ship executing 5 minute 60° lead/60° lag tactics.

3.1.1 Examples of Solution Behavior for Correct Hypotheses

Figures 3-1, 3-2 and 3-3 show the solution errors as a function of problem time for the correct path assumptions. Figures 3-1a, 3-1b and 3-1c show the range, course and speed errors for the direct path case (20 kyds) with a closing target for both MAP and MLE solutions. The connected points represent the mean value of the Monte Carlo repetitions. All three solutions converge in mean at the end of two own ship legs (11 minutes). The range standard deviation is small (less than 1 kyd) after 10 minutes, while the course and speed error standard deviations are not particularly small at the end of 15 minutes. This reflects the difficulty encountered in course and speed determinations for a small target aspect. For this case there is little advantage gained by the use of a'priori range statistics. However, the direct path is an extremely wide range zone (0-30 kyds) and the a'priori information adds little information to the bearing measurements.

Figures 3-2a, 3-2b and 3-2c show the range, course and speed errors respectively for the 1st CZ (54 kyds) with a closing target aspect and a measurement error standard deviation of 0.2 degrees. The convergence of the mean solution errors is somewhat better for the MLE solution while
The standard deviations are similar. Solution convergence for both MLE and MAP is essentially completed after 36 minutes. The bias error introduced by the a'priori range estimate in the MAP solution has more effect (for this geometry) on the course and speed mean errors than it does on the range error. Note that the MLE solution means are based on only one converged Monte Carlo repetition for the first 17 minutes. This is indicated by the omission of the standard deviation. With the MAP solution the standard deviation is initially too small because of a limited number of converged Monte Carlo repetitions.

Figures 3-3a, 3-3b and 3-3c show the results for a closing target at the 2nd CZ (109 kyds). The MLE solution converges in mean by the end of the problem while the MAP course and speed solutions are poor due to the closing target aspect. Notice however, that no MLE solutions converge numerically prior to 20 minutes into the problem. The principal advantage of the a'priori range information apparently is related to the numerical convergence of the solution procedure rather than an improvement in the ultimate solution. Basically, the a'priori range estimate does not improve until sufficient bearings and TMA legs are obtained to provide a range solution. The resolution of course and speed during the early legs are strongly geometry dependent. For the closing target of Figure 3-3 the solution takes on the flipped course (opening versus closing) for most of the run and never fully recovers. The standard deviation values shown on all three sets of curves must be viewed with caution since during the early legs the number of converged Monte Carlo repetitions may be small causing a poor estimate of the solution variation.

It is apparent from these sample plots that the value of the correct a'priori information to solution accuracy and convergence time is disappointingly small. However, the comparison is made to an MLE algorithm which benefits from good initialization using the a'priori range.

3.1.2 Comparison of MAP and MLE Solutions for Alternate Hypotheses

Using the criteria discussed in Section 3.1.5 a solution convergence time was established for each geometry/path hypothesis based on the major axis
of the velocity-ellipse-error bound, reaching a value of 1 knot. Table 3-1 shows the time, the corresponding rms range, course and speed errors and the average number of converged solutions for MAP and MLE solutions for all path assumptions. The rms errors are computed over the Monte Carlo repetitions as the root mean square combination of the mean and standard deviation. The number of converged Monte Carlo solutions are obtained by counting the total number of converged repetitions and dividing by the number of solutions attempted (problem time in minutes). If all attempted solutions converged, this number would be 30. As evident in the table, the solution convergence criteria was met within the problem time only for the direct path and 1st CZ cases with a crossing target aspect for the latter. The data presented in all other cases was taken at the end of the simulated problem (15 minutes for direct path and 40 minutes for 1st and 2nd CZ runs).

From Table 3-1 it can be seen that all path hypotheses eventually converge towards the correct solution with the smallest errors occurring with the correct assumption as expected. However, as suggested by the preceding solution error plots, the difference between the MAP and MLE solutions is small with a slight advantage in solution accuracy observable for the MLE solution. This conclusion is valid for all combinations of true and assumed hypotheses. Convergence time is also relatively independent of solution type (MAP and MLE) and path hypothesis. The convergence time is geometry dependent and the closing target requires larger convergence times at a given range and yields poorer course and speed solutions than those achieved with the crossing target. The best results would appear to occur with a MLE solution initialized at the correct a'priori path assumption. This is misleading because the rms errors are calculated based on the converged Monte Carlo repetitions. For many combinations of correct and assumed propagation path assumptions, the MLE algorithm experiences more difficulty in the numerical convergence of the iterations (Gauss Elimination). For example, for the 2nd CZ MLE solutions, the number of numerically converged Monte Carlo repetitions are much smaller than for the MAP solution. This reflects the fact that no MLE repetitions converged until the last TMA leg. In effect, the MLE algorithm generated no solutions for the majority of the problem time for this case. The MAP solution converges numerically more often in all cases. The MAP solutions for the incorrect hypotheses are biased so it is important to select the correct
<table>
<thead>
<tr>
<th>TRUE PATH/ASSUMED PATH</th>
</tr>
</thead>
<tbody>
<tr>
<td>0/0</td>
</tr>
<tr>
<td>0/1</td>
</tr>
<tr>
<td>0/2</td>
</tr>
<tr>
<td>1/1</td>
</tr>
<tr>
<td>1/0</td>
</tr>
<tr>
<td>1/2</td>
</tr>
<tr>
<td>2/2</td>
</tr>
<tr>
<td>2/0</td>
</tr>
<tr>
<td>2/1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PROBLEM TIME (MIN)</th>
<th>15</th>
<th>15</th>
<th>15</th>
<th>40</th>
<th>40</th>
<th>40</th>
<th>40</th>
<th>40</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONVERGED MONTE CARLO*</td>
<td>19.6</td>
<td>19.3</td>
<td>17.1</td>
<td>22.1</td>
<td>22.1</td>
<td>23.9</td>
<td>12.8</td>
<td>12.0</td>
<td>21.0</td>
</tr>
<tr>
<td>RANGE (YDS)</td>
<td>826</td>
<td>906</td>
<td>869</td>
<td>1055</td>
<td>1208</td>
<td>1419</td>
<td>5641</td>
<td>13216</td>
<td>14159</td>
</tr>
<tr>
<td>SPEED (KTS)</td>
<td>3.42</td>
<td>4.37</td>
<td>3.85</td>
<td>3.87</td>
<td>1.45</td>
<td>1.32</td>
<td>4.52</td>
<td>2.5</td>
<td>2.64</td>
</tr>
<tr>
<td>COURSE (DEG)</td>
<td>11.9</td>
<td>5.8</td>
<td>9.0</td>
<td>2.2</td>
<td>3.8</td>
<td>2.6</td>
<td>42.6</td>
<td>142.7</td>
<td>142.7</td>
</tr>
<tr>
<td>RMS ERROR</td>
<td>17.9</td>
<td>16.7</td>
<td>16.1</td>
<td>15.8</td>
<td>16.1</td>
<td>9.9</td>
<td>2.8</td>
<td>1.2</td>
<td>1.6</td>
</tr>
<tr>
<td>781</td>
<td>807</td>
<td>910</td>
<td>933</td>
<td>1222</td>
<td>1272</td>
<td>6016</td>
<td>8233</td>
<td>5216</td>
<td></td>
</tr>
<tr>
<td>2.60</td>
<td>3.18</td>
<td>3.63</td>
<td>2.7</td>
<td>2.3</td>
<td>2.4</td>
<td>3.83</td>
<td>3.42</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>11.9</td>
<td>10.8</td>
<td>16.3</td>
<td>2.7</td>
<td>2.3</td>
<td>2.4</td>
<td>43.9</td>
<td>33.8</td>
<td>57.3</td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**

- **Converged Monte Carlo** is the average number of converged Monte Carlo iterations per solution time increment (maximum number = 30).
- **Convergence Time** is the time at which velocity error bound (major axis) drops to 1.0 knot.
- **DB = Bottom Bounce, D = Direct Path, I = First Convergence Zone, Z = Second Convergence Zone.**
solution. This can be done at the end of the problem when all solutions converge toward the same solution, but it is important to discard incorrect solutions early to minimize computer burden in an operational system. Observing the 2nd CZ results it is obvious that a dismissal criteria should have a high confidence to minimize solution errors.

In summary, the incorporation of a'priori range uncertainty has little effect on solution accuracy and can in fact bias the solution. However, this information (incorporated in a MAP algorithm) improves numerical convergence during the early TMA legs. This improvement is expected since the coefficient matrix ($A$) used in the Gauss-Newton iteration procedure is normally ill conditioned during the early legs. The a'priori statistics ensure that this matrix is positive-definite and thus, improve the convergence of the iterations.

This incorporation of a'priori range estimates based on environmental predictions yields disappointing solution improvement. A limited study, involving a'priori speed estimates, yields results that are quite promising. This a'priori estimate may be based on turn count or classification information or simply a tactical guess. Figures 3-4a, 3-4b, 3-4c and 3-4d show the rms errors using the correct MAP hypotheses for the 1st CZ case with a crossing target. The rms solution errors are shown in these cases both without an a'priori speed estimate ($\nu = 15$ kts) and with a speed estimate with an uncertainty ($\nu^2$) of 2 knots. The actual error in the estimate was 1 knot. Note that the solutions with the a'priori speed estimate converge immediately whereas the normal MAP solutions iterations do not converge until the beginning of the second leg. The range solutions for that case are substantially improved over the first 22 minutes while the final solutions are identical. The course and speed solutions are much more accurate over the first 18 minutes. As shown in Figure 3-4d, the solution bearing error is independent of the a'priori speed information. Speed estimates are not always available, but these limited results show that it should be incorporated when available. As discussed in Section 3.1.3, the a'priori speed information can dramatically improve numerical convergence properties as well as improve solution convergence. Note, there is no equivalent MLE solution since the solutions are actually initialized at zero speed due to the absence of a'priori course estimates.
Figure 3-4a  MAP rms Range Error for Two A'priori Speed Error Estimates ($v_y$). [Horizontal bearing, crossing target course, 1st CZ (true and assumed path).]
Figure 3-4b  MAP rms Course Error for Two A'priori Speed Error Estimates ($\omega_v$). [Horizontal bearing, crossing target course, 1st CZ (true and assumed path).]
Figure 3-4c  MAP rms Speed Error for Two A'priori Speed Error Estimates ($\gamma$). [Horizontal bearing, crossing target course, 1st CZ (true and assumed).]
Figure 3-4d  MAP rms Bearing Error for Two A'priori Speed Error Estimates ($\sigma_V$). [Horizontal bearing, crossing target course, 1st CZ (true and assumed).]
The only way of incorporating this information into a MLE solution would be to constrain speed which would bias the final solution by the a'priori speed error.

3.1.3 Numerical Convergence Properties for Horizontal Bearing Inputs

The number of Monte Carlo repetitions which meet the numerical convergence criteria at a particular problem time are shown in Figures 3-5 through 3-10 for all horizontal bearing geometries using a measurement bearing error standard deviation of 0.2 degrees. In all cases the MAP and MLE (correct path assumption) solution results are presented without a'priori speed estimates. For the 1st CZ and 2nd CZ cases the results are also presented for a MAP solution with a'priori speed estimates (2 kts standard deviation). For the direct path solutions at 20 kyds (Figure 3-5 and 3-6) the MAP solution generates more converged solutions on the second leg (6-11 minutes), but thereafter all Monte Carlo repetitions converge for both solutions. The 1st CZ results (Figure 3-7 and 3-8) show that the MAP solutions without a'priori speed estimates converge about 60 percent of the time after 9 minutes, while the MLE solutions do not meet the stopping criteria until 18 minutes into the solution for the closing target. With an a'priori speed estimate nearly all attempted solutions converged for the closing geometry. For the crossing geometry the comparison is much closer. This is expected because the higher bearing rates generated by that geometry simplify the numerical problems associated with the MLE techniques. The 2nd CZ results (Figures 3-9 and 3-10) exhibited the same properties. The closing geometry is very difficult for the MLE solution. A 50 percent probability of convergence is reached only at the end of the problem. The MAP solution without a'priori speed estimates converges 50 percent of the time after 10 minutes while the MAP solution with a'priori speed converges nearly all the time. With the crossing target the comparison is much closer.

These results demonstrate that the difficult geometries benefit from incorporation of a'priori range/speed inputs (and uncertainty) in the sense of increasing the probability of numerical convergence during the early parts of the problem. This is important because a closing CZ target geometry, which is the case that benefits the most, will result in loss of contact as the
Figure 3-5  Converged Monte Carlo Repetitions, MAP Versus MLE, Horizontal Bearing, Direct Path (True [20 kyds] and Assumed), Closing Target Course.
Figure 3-6  Converged Monte Carlo Repetitions, MAP Versus MLE, Horizontal Bearing, Direct Path (True [20 kyds] and Assumed), Crossing Target Course.
Figure 3-7  Converged Monte Carlo Repetitions, MAP Versus MLE, Horizontal Bearing, 1st CZ Path (True and Assumed), Closing Target Course.
Figure 3-8 Converged Monte Carlo Repetitions, MAP Versus MLE, Horizontal Bearing, 1st CZ Path (True and Assumed), Crossing Target Course.
Figure 3-9 Converged Monte Carlo Repetitions, MAP Versus MLE, Horizontal Bearing, 2nd CZ Path (True and Assumed), Closing Target Course.
Figure 3-10  Converged Monte Carlo Repetitions, MAP Versus MLE, Horizontal Bearing, 2nd CZ Path (True and Assumed), Crossing Target Course.
target closes inside the convergence zone. The MLE technique will most likely generate no solutions before contact is lost.

The computational requirement for the three solution types is illustrated graphically in Figures 3-11 and 3-12. For MAP (no a priori speed) and MLE solutions the center point for each range band shown is the total number of Gauss Elimination iterations for the correct hypotheses. The connected points represent the short (left) and longer (right) incorrect path assumptions. The MAP solutions with a priori speed inputs were only generated using the correct path assumption. The results are shown for uncertainties of 2 and 4 knots. For the closing target the MAP solutions at 1st CZ require fewer computations than the MLE because many more solutions converge in fewer than the maximum number of iterations. For the same reason the use of a priori speed inputs dramatically reduces computer burden. For the crossing target the difference is much smaller as expected. Comparison of the number of converged Monte Carlo repetitions with the calculated computer burden would lead one to conclude that the major computer burden is associated with the unsuccessful search for the minimum. In effect, once the solution iterations converge, successive iterations converge more quickly because of the sequential bootstrap procedure used to initialize the iterations.

3.1.4 Dependence on Bearing Measurement Error

The simulation studies presented in this report are based on bearing measurement errors with a 0.2° standard deviation for the twenty second averages. A limited number of runs were executed using standard deviations of 0.5° and 1.5 degrees. For the convergence zone cases the 0.2° bearing errors are barely sufficient to obtain accurate solutions in a forty minute problem time. Therefore, results are not presented for those cases with larger bearing errors. In this section results are presented for direct path geometries to demonstrate the effect of increased bearing error. The 0.2° standard deviation is representative of broadband contact at relatively low signal-to-noise ratios for submarine sonar systems. At higher signal-to-noise ratios more accurate bearings can be obtained but smaller standard deviations were not simulated because the TMA problem would be simplified and the effect of external information obscured.
Figure 3-11  Total Gauss Iterations for MAP and MLE with Alternate Path Assumptions, Over 40 Minute Problem Time [Center point - correct path, horizontal bearing, closing target course].
Figure 3-12 Total Gauss Iterations for MAP and MLE with Alternate Path Assumptions, Over 40 Minute Problem Time [Center point - correct path, horizontal bearing, crossing target course].
Figure 3-13 shows the mean and standard deviation of MAP solution range error versus time for bearing error standard deviations of $0.2^\circ$ and $1.5^\circ$ degrees. The geometry is a direct path at 20 kyds with a crossing target aspect. The principal effects of the increased measurement error is a delay in convergence of the mean error by about 6 minutes and an increase in standard deviation at the end of the problem. After 30 minutes the range error standard deviation is still larger than 1000 yards for the $1.5^\circ$ bearing error standard deviation even though the crossing target aspect is a relatively easy TMA problem.

In Figure 3-14 the increase in convergence time with measurement error is shown for a 10 kyds and 20 kyds initial range. Two convergence times are indicated based on the range error standard deviation and speed error standard deviation over the Monte Carlo repetitions. At 20 kyds the two criteria yield equivalent convergence times while at 10 kyds it takes longer to converge speed than range. This discrepancy occurs because the speed convergence criteria is readily related to a given percent range error rather than an absolute range error (1000 yards in this case). The $0.5^\circ$ bearing error standard deviation increases convergence time by 4 minutes (one leg) relative to the $0.2^\circ$ bearing error. The $1.5^\circ$ error causes a prohibitive increase in convergence time.

The effect on numerical convergence is shown in Figure 3-15. For the 10 kyds initial range numerical convergence is delayed by two minutes. For the 20 kyds initial range, consistent numerical convergence is delayed by eight minutes when the bearing error increases from $0.2^\circ$ to $1.5^\circ$ degrees.

3.1.5 Indicator of Solution Convergence Time

In an operational environment it is important to estimate the convergence status of the TMA solution in situ in order to determine when the solution can be applied to the tactical objective with reasonable confidence. The MAP and MLE solutions both calculate an estimate of Fisher's information matrix ($\psi$ in Appendix A). If the true solution were used instead of the estimated solution, then $\psi^{-1}$ would represent a lower bound on the solution error covariance matrix. In practice the actual solution error covariance matrix will exceed the bound because of unmodeled bearing bias errors. However, this lower bound
Figure 3-13 MAP Range Error for Two Bearing Measurement
Errors. [Horizontal bearing, direct path (true and assumed), crossing target course.]
Figure 3-14  True Range and Speed MAP Convergence Time as a Function of Bearing Measurement Error ($\sigma_B = .2^\circ, .5^\circ, 1.5^\circ$). [Horizontal bearing, direct path (true and assumed), crossing target course.]
Figure 3-15 Converged Monte Carlo Repetitions (MAP) for Two Bearing Measurement Errors. [Horizontal bearing, direct path (true and assumed), crossing target course.]
does indicate the sensitivity of the solution to additional measurements and therefore can be used to ascertain if sufficient data has been processed. The validity of the converged solution can often be verified by examination of the "fit" to the measurements. To convert the lower bound matrix to simple scalar parameters, the inverse matrix (\(g^{-1}\)) is first partitioned into 2x2 position and velocity terms and the eigenvalues of the two submatrices computed. The square root of the larger eigenvalue for each case represents the major axis of the position error ellipse which represents a lower bound on range error, and the major axis of the total velocity error ellipse bounds the total velocity vector error. The major axis values computed from the solution are in error when the solution is in error, but they represent monotonic functions which converge to the lower bounds when the solution converges to the true solution.

In Figures 3-16, 3-17 and 3-18 the major axis for range and velocity are plotted for the direct path 1st C2 and 2nd C2 geometries respectively. (The target is closing for all three cases.) The MAP solution bounds and MLE bounds are presented for all cases along with Monte Carlo standard deviations of MAP solution range and speed errors. The error bounds for the MAP solutions are lower than those for the MLE solutions because of the a priori information added to the former. The range error bounds indicate that the a priori information represents a significant improvement in potential solution performance which was not actually realized by the algorithms studied. The discrepancy could be explained by the fact that the MAP estimate is only asymptotically optimum and does not necessarily provide an optimum solution for short or noisy measurement sequences.

The standard deviations of the Monte Carlo range error repetitions for the MAP solutions are in general smaller than the error bounds for the early parts of each problem, but tend to agree with the error bounds at the end of the problem. This is theoretically consistent with the asymptotically optimum nature of the solution and the initialization procedure. To compare true convergence with the lower bound during the early times it would be necessary to perform a Monte Carlo repetition sequence over the initial range estimate and include the mean error for each initial estimate into the standard deviation calculation. The speed error standard deviation is smaller than the error bound for the same reason. In addition, the speed error represents
Figure 3-16 Theoretical Lower Bounds (Major and Minor Ellipse Axes) on Velocity and Range Errors [Direct path (true and assumed), horizontal bearing, closing target course].
Figure 3-17 Theoretical Lower Bounds (Major and Minor Ellipse Axes) on Velocity and Range Errors [1st CZ (true and assumed), horizontal bearing, closing target course].
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Figure 3-18  Theoretical Lower Bounds (Major and Minor Ellipse Axes) on Velocity and Range Errors [2nd CZ (true and assumed), horizontal bearing, closing target course].
only one component of total velocity error and therefore may have a smaller error standard deviation than the lower bound.

The effect on the range error bound of the incorrect path assumptions can be seen from Figure 3-19. This figure shows the range error bound for a 1st CZ crossing target geometry using all three path assumptions. The final convergence status is independent of path assumption. It does appear from these results that the major axes of the error bound ellipses can be used to predict solution convergence. Selection of a convergence time criteria is a somewhat arbitrary decision. Figures 3-20 and 3-21 show the major axis error bounds for range and velocity respectively for the MAP solution for the three path assumptions with a crossing target aspect. Examination of these figures in conjunction with the closing target cases in Figures 3-16 thru 3-18 leads to the obvious conclusion that convergence is a relative concept rather than an absolute one. The direct path cases show rapid initial convergence followed by a slow decline in the error bounds. Due to the incorporation of a'priori range statistics the convergence zone range error bounds decay extremely slowly from the a'priori standard deviation. The velocity error bounds in the convergence zone cases decrease rapidly at first before settling into a slower rate of convergence. Clearly a convergence criteria based on the range error bounds may lead to erratic convergence indications since the slope of the error bound curves is so small. Since the solution obtained is a complete TMA solution it makes sense to establish convergence based on convergence of the last component. In general, experience with bearings-only TMA indicates that course and speed solutions converge after the range solution. From these arguments it makes sense to use a convergence criteria based on the velocity error bounds while using the range error bound as a confirmation of convergence. A criteria, based on the velocity ellipse major axis reaching 1 knot, was selected for this report to establish a time for comparison of solution techniques.

3.2 Line Array Angle Simulation Results

The major impact on the TMA solution due to line array angle measurements is the bias error in the effective horizontal bearing due to errors in the D/E estimates. Since the effect on the solution of bearing bias error is to
Figure 3-19  Theoretical Lower Bounds on MAP Range Error for Alternate Path Assumptions [Horizontal bearing, crossing target course].
Figure 3-20 Theoretical Lower Bounds on MAP Range Error for 3 Correct Path Assumptions [Horizontal bearing, crossing target course].
Figure 3-21 Theoretical Lower Bounds on MAP Velocity Error for 3 Correct Path Assumptions [Horizontal bearing, crossing target course].
bias the solution errors, it was decided to use only 5 Monte Carlo repetitions instead of 30, thereby significantly reducing computer costs. This is adequate for the description of the solution mean error, but does not provide accurate estimates of solution error standard deviation. Another important limitation of this study is the use of standard TMA maneuvering sequences without including uncertainty in array position and heading. A major class of line arrays is the towed array used on both submarine and surface ship combat systems. One of the major problems in towed array ranging is array position and heading uncertainty in response to own-ship course maneuvers. This aspect of the problem was ignored in order to concentrate on the second major towed array problem namely D/E bearing ambiguity. A more logical maneuvering sequence for towed arrays may be speed maneuvers rather than course maneuvers. It was decided to use course maneuvers in order to compare horizontal and line array bearing measurements.

All solutions were executed with a bearing error standard deviation of 0.2 degrees. Since the bias error due to D/E uncertainty is usually much larger than the random error, the solution mean error dominates the random error component. The geometries considered for this study include a direct path zone, a bottom bounce zone and the 1st CZ used for the horizontal bearing case. Two bottom bounce geometries were executed (10 kyds and 20 kyds). The direct path and 1st CZ propagation path use a 5° D/E angle in the measurements and an estimate of 0° D/E for the solutions. The bottom bounce solutions use the correct D/E for the actual range and an estimated D/E based on the a’priori range assumption (15 kyds). In all cases there is a D/E error between the measurements and the correctly assumed path, but a much larger error between bottom bounce assumptions and direct or CZ true paths.

Figures 3-22a, 3-22b, 3-22c and 3-22d show the mean and standard deviation of solution bearing, range, course and speed errors respectively for MAP and MLE solution for a 20 kyds bottom bounce correct path assumption. The standard deviations are not very meaningful since only 5 Monte Carlo repetitions are included. The solution bearing error exhibits a classical “delta bias” pattern due to the error in assumed D/E. This delta bias is reflected in the range, course and speed solutions as expected. The crossing target geometry
Figure 3-22a  Bearing Error for Bottom Bounce Path (True [20 kyds] and Assumed), Line Array, Crossing Target Course.
Figure 3-22b Range Error for Bottom Bounce Path (True [20 kyds] and Assumed), Line Array, Crossing Target Course.
Figure 3-22c Course Error for Bottom Bounce Path (True [20 kyds] and Assumed), Line Array, Crossing Target Course.
Figure 3-22d  Speed Error for Bottom Bounce Path (True [20 kyds] and Assumed), Line Array, Crossing Target Course.
would normally be fully converged within 15 minutes, but the bearing bias requires more TMA legs to "average" the bias out of the solution. This result is well known in bearings-only TMA. Standard doctrine now requires more than the minimum two legs in order to counter the effect of a bearing bias error which varies from leg to leg. Figures 3-23a, 3-23b, 3-23c and 3-23d show the results for a 1st CZ target. The delta bias is much less evident even though a 5° error in D/E is present. The bias in horizontal bearing is magnified when the nominal D/E angle is large as is typical in bottom bounce propagation. The effect of the bias error on the mean course solution is magnified by the long range geometry. In effect, the magnitude of the bearing bias is not the important quantity but rather the ratio of that quantity to the bearing change over the TMA problem time. The delta bias error at long ranges makes it very difficult to distinguish between opening and closing targets. There's little difference between the MLE solutions and MAP solutions since both use the same D/E estimate. Table 3-2 summarizes the rms errors for all geometries at the convergence time predicted by the velocity error bound. It can be readily observed that the correct path assumption (and therefore best D/E) yields substantially smaller errors (particularly course and speed), with the exception of the 20 kyds bottom bounce case. For that case the 1st CZ path assumption yields smaller errors in range, course and speed for both MAP and MLE solutions although at a later time. The direct path and 1st CZ results are better than either bottom bounce case which suggests that further refinement of the D/E estimate is necessary for bottom bounce propagation. This could be done by adjusting the D/E estimate to minimize the bearing residuals once a converged solution is obtained. In practice the D/E is range dependent and will change over the TMA problem.

Another aspect of the line array angle measurements, is the ambiguity between port and starboard. If no a'priori information is available then two solutions must be executed for each path corresponding to each bearing quadrant. The bearing quadrant must be determined in addition to the correct path. Figure 3-24 shows the averaged residuals of the measurements (cos (line angle)), for both quadrant assumptions, for a bottom bounce geometry with a direct path assumption. Note that both quadrant assumptions converge on the 1st leg, but the incorrect quadrant does not converge on the second leg. In effect,
the maneuver resolves the ambiguity. On the third leg no solutions converge and after 17 minutes both solutions converge with the same residuals. The incorrect bearing quadrant assumption will not support solutions on adjacent TMA legs unless the solution corrects the bearing to the proper side of the array. The quadrant rejection may require additional legs if the correct quadrant does not converge on the second leg.

The relative computational burden between MAP and MLE was essentially equivalent for the cases run, but the numerical convergence comparison was not significant due to the limited number of Monte Carlo repetitions.

Figures 3-25a, 3-25b, 3-25c and 3-25d show a direct comparison of the rms range, course, speed and bearing errors respectively between the line array angle measurements and the horizontal bearing measurement for the 20 kyds crossing geometry. The effect of the error in the D/E estimate is quite obvious for the line array, bottom bounce case. The solution converges but at the expense of an additional TMA leg (5 minutes).

The results for the 1st CZ, crossing target geometry (Figure 3-26), show less differences in rms solution error between line array and horizontal bearing measurements. This is attributable again to the small D/E angle ($5^\circ$) which causes the conversion between line array angle and horizontal bearing to be less sensitive to D/E error.

In conclusion, the use of line array angle measurements requires an estimate of D/E to resolve horizontal bearing. In non-bottom bounce modes the solutions are not very different from their horizontal bearing counterparts. In bottom bounce paths the error in D/E based on an a priori range estimate at the center of the bottom bounce path may require multiple bands or an iterative search on the D/E estimate. The difference between MAP and MLE solutions for this phase was negligible.
Figure 3-23a  Bearing Error for 1st CZ Path (True and Assumed), Line Array, Crossing Target Course.
Figure 3-23b  Range Error for 1st CZ Path (True and Assumed), Line Array, Crossing Target Course.
Figure 3-23c Course Error for 1st CZ Path (True and Assumed), Line Array, Crossing Target Course.
Figure 3-23d  Speed Error for 1st CZ Path (True and Assumed), Line Array, Crossing Target Course.
Table 3-2  Summary of (Line Array Angle Input) TNA Solution Statistics at Solution Convergence Times.

<table>
<thead>
<tr>
<th>TRUE PATH/ ASSUMED PATH ***</th>
<th>PROBLEM TIME (MIN)</th>
<th>MAP</th>
<th>RMS ERROR</th>
<th>TRUE PATH/ ASSUMED PATH ***</th>
<th>PROBLEM TIME (MIN)</th>
<th>MAP</th>
<th>RMS ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>D/D</td>
<td>40</td>
<td>4.9</td>
<td>7</td>
<td>D/D</td>
<td>40</td>
<td>7</td>
<td>246</td>
</tr>
<tr>
<td>D/BB</td>
<td>40</td>
<td>3.3</td>
<td>12</td>
<td>D/BB</td>
<td>40</td>
<td>12</td>
<td>795</td>
</tr>
<tr>
<td>D/1</td>
<td>40</td>
<td>7.6</td>
<td>8</td>
<td>D/1</td>
<td>40</td>
<td>8</td>
<td>206</td>
</tr>
<tr>
<td>(10  YDS)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BB/BB</td>
<td>40</td>
<td>4.3</td>
<td>14</td>
<td>BB/BB</td>
<td>40</td>
<td>14</td>
<td>1740</td>
</tr>
<tr>
<td>BB/O</td>
<td>40</td>
<td>3.9</td>
<td>14</td>
<td>BB/O</td>
<td>40</td>
<td>14</td>
<td>1645</td>
</tr>
<tr>
<td>BB/I</td>
<td>40</td>
<td>3.2</td>
<td>17</td>
<td>BB/I</td>
<td>40</td>
<td>17</td>
<td>3500</td>
</tr>
<tr>
<td>(20  YDS)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BB/BB</td>
<td>40</td>
<td>4.4</td>
<td>16</td>
<td>BB/BB</td>
<td>40</td>
<td>16</td>
<td>2504</td>
</tr>
<tr>
<td>BB/O</td>
<td>40</td>
<td>4.4</td>
<td>15</td>
<td>BB/O</td>
<td>40</td>
<td>15</td>
<td>4337</td>
</tr>
<tr>
<td>BB/I</td>
<td>40</td>
<td>4.4</td>
<td>18</td>
<td>BB/I</td>
<td>40</td>
<td>18</td>
<td>2018</td>
</tr>
<tr>
<td>1/1</td>
<td>40</td>
<td>3.7</td>
<td>34</td>
<td>1/1</td>
<td>40</td>
<td>34</td>
<td>2609</td>
</tr>
<tr>
<td>1/0</td>
<td>40</td>
<td>2.5</td>
<td>26</td>
<td>1/0</td>
<td>40</td>
<td>26</td>
<td>147</td>
</tr>
<tr>
<td>1/1B</td>
<td>40</td>
<td>1.9</td>
<td>33</td>
<td>1/1B</td>
<td>40</td>
<td>33</td>
<td>6357</td>
</tr>
</tbody>
</table>

**"Converged Monte Carlo" is the average number of converged Monte Carlo iterations per solution time increment (maximum number = 5).**

**Convergence Time is the time at which velocity error bound (major axis) drops to 1.0 knot.**

***BB = Bottom Bounce, D = Direct Path, 1 = First Convergence Zone.***
Figure 3-24 Average (Cosine Bearing) Residuals for Alternate Bearing Quadrant Assumptions.

Line Array
True Path: Bottom Bounce (20 kyds)
Assumed Path: Direct

Correct Quadrant
Incorrect Quadrant
Figure 3-25a  Horizontal Bearing and Line Array Comparison in Terms of MAP rms Range Error, for Crossing Target Course.
Figure 3-25b Horizontal Bearing and Line Array Comparison in Terms of iAP rms Course Error, for Crossing Target Course.
Figure 3-25c  Horizontal Bearing and Line Array Comparison in Terms of MAP rms Speed Error, for Crossing Target Course.
Figure 3-25d Horizontal Bearing and Line Array Comparison in Terms of MAP rms Bearing Error, for Crossing Target Course.
Figure 3-26a Horizontal Bearing and Line Array Comparison in Terms of MAP rms Range Error, for Crossing Target Course.
Figure 3-26b Horizontal Bearing and Line Array Comparison in Terms of MAP rms Course Error, for Crossing Target Course.
Figure 3-26c Horizontal Bearing and Line Array Comparison in Terms of MAP rms Speed Error, for Crossing Target Course.
Figure 3-26d Horizontal Bearing and Line Array Comparison in Terms of MAP rms Bearing Error, for Crossing Target Course.
3.3 Rejection of Incorrect Path Hypotheses

3.3.1 Horizontal Bearing Measurements

The results presented in previous sections indicate that, while the use of a\textsuperscript{priori} range information based on assumed propagation paths improve the numerical solution convergence, the solutions are biased under incorrect path hypotheses. One should therefore evaluate each potential propagation path by a separate solution until the true path is resolved. Eventually all hypothesized solutions converge to the true solution given sufficient measurements. To minimize the computational burden on an operational computer system it is desirable to discard incorrect hypotheses quickly. The logical criteria for selecting the correct path assumption would be to choose the solution with the smallest sum squared error in the residuals between measurement and solution bearings. Unfortunately this criteria must be tempered by additional constraints. The measurement sequence consists of actual bearing plus a random error sequence. For a particular set of measurements the "best" solution will fit the actual bearing plus that particular noise sequence. Thus, the solution from an incorrect path may fit the random error sequence better than the correct path solution during the initial TMA legs. In effect, the solution with least error is not necessarily the solution with smallest sum squared residuals. Eventually the change in actual bearing as a function of time will be large compared to the measurement error sequence and the MAP solution with the smallest error will also yield the smallest residuals. Thus, some time must elapse before the bearing residuals can be used to dismiss incorrect propagation paths. After this time the bias in the incorrect path solutions will be resolved by the bearing residuals.

To illustrate the problem, Figures 3-27, 3-28 and 3-29 show the sum squared bearing residuals averaged over the Monte Carlo repetitions and normalized by the measurement error variance and number of points in the sum. The figures show the residuals for each path assumption and all geometries executed with horizontal bearing measurements. Since the results shown represent average values, one cannot assume that each Monte Carlo repetition exhibits the same relationship between alternate path hypotheses as shown in the figures. The
Figure 3-27  Average Horizontal Bearing Residuals for Alternate Path Assumptions (MAP).
Figure 3-23 Average Horizontal Bearing Residuals for Alternate Path Assumptions (Crossing Target Course, MAP).

(A) True Path: 1st CZ (46 kyds)

(B) True Path: 2nd CZ (91 kyds)
(A) True Path: 1st CZ (54 kyds)

(B) True Path: 2nd CZ (109 kyds)

Figure 3-29 Average Horizontal Bearing Residuals for Alternate Path Assumptions (Closing Target Course, MAP).
theoretical average for a perfect solution is unity with an expected standard deviation of \( \sqrt{\frac{2}{N}} \). \( N \) represents the number of residuals included in the average. On all plots the averaged residuals are presented only after numerical convergence has occurred. Figure 3-27 shows the results for a direct path geometry (20 kyds) for both crossing and closing target courses. Figure 3-28 shows the 1st CZ and 2nd CZ results with a crossing target while Figure 3-29 shows the 1st CZ residuals for the closing target. Although the averaged results are smallest over almost all the solution times for the correct path hypothesis, it is not clear that one can pick the correct path from a single repetition. In effect, the solutions are all converging towards the true solution and the differences in residuals reflects the solution bias resulting from incorrect path hypothesis. For the 2nd CZ crossing geometry, the true path does not converge numerically until 14 minutes into the problem. After it converges the averaged residuals are substantially smaller than for the incorrect paths again reflecting the solution bias incurred by the use of incorrect a'priori information. Clearly one could easily reject the 2nd CZ hypotheses when it is in fact the correct one. Examination of the individual Monte Carlo repetitions at 15 minutes into the problem indicates that the residuals yield the correct hypothesis 80% of the time over all geometries simulated. This solution is not satisfactory because the best time of comparison is strongly geometry dependent. The best criteria for discarding incorrect paths for horizontal bearing measurements is a combination of bearing residuals, solution values and solution convergence criteria.

In effect, one must determine the sensitivity of the bearing residuals to solution errors before dismissing path hypotheses based on bearing residuals. The range and speed error bounds can be used for this purpose but one must not include the a'priori information. The error bounds can be calculated from the component of the \( \psi \) matrix calculated from the bearing residuals. When the range error bound reduces to a small fraction of the difference between alternate a'priori range estimates then two comparisons can be made. The solution ranges can be compared to each a'priori range. Presumably, the true hypothesis will be closer to all solutions than any incorrect hypothesis. The magnitude of the sum squared residuals should also be minimum for the solution based on the correct hypothesis. If both conditions are met, then one hypothesis can be
retained while the other solutions are discarded. If there is not sufficient separation to resolve two paths (normally 1st CZ versus 2nd CZ) then more than one solution should be retained. As the selected solution converges the comparison between solution range and the a'priori ranges should be continued in order to correct any decision error. The solution can always be reprocessed based on the correct a'priori hypothesis to improve the solution accuracy if necessary.

Based on the error bounds presented in Figures 3-16, 3-17 and 3-18 for the MLE solution, it appears that the dismissal of incorrect paths can be made at approximately 50% of final convergence time. For the direct path at 20 kyd with a closing target, the path decision can be made after 7 minutes. For the 1st CZ closing target 18 minutes is required to decide between 1st CZ and 2nd CZ hypothesis based on a range error bound of 20% of the difference between a'priori ranges. These specific results are geometry and measurement error dependent but the criteria can be evaluated in situ. The exact value of range error bound used to select the correct solution is arbitrary. A value of 20% of the difference between alternate hypotheses is conservative, but a conservative criteria may be necessary when the bearing measurements have substantial bias error.

3.3.2 Line Array Measurements

For the line array measurements the selection of correct bearing quadrant can be made on the second leg if the solution using the correct quadrant (port versus starboard) converges on both 1st and 2nd legs. As long as the 1st CZ and direct path results are separated by bottom bounce propagation, the path hypotheses can be separated much more readily than for the horizontal bearing cases because of the bias due to D/E mismatch.

Figures 3-30 and 3-31 show the average of the sum squared residuals in cosine bearing for direct path, two bottom bounce cases and the 1st CZ. In all cases the bottom bounce paths separate on the second leg whether they are correct or incorrect. The D/E error encountered by an incorrect path assumption results in a much larger residual which is in fact presented on a logarithmic scale to allow comparison. The comparison between direct path and 1st CZ residuals show that the residuals do not by themselves distinguish
Figure 3-30  Average (Cosine Bearing) Residuals for Alternate Path Assumptions [Line array inputs, crossing target course, MAP].
Figure 3-31   Average (Cosine Bearing) Residuals for Alternate Path Assumptions [Line array inputs, crossing target course, MAP].
the paths because the D/E errors are the same. However, the procedure outlined for horizontal bearings can be applied to resolving these two paths with similar confidence.
4.0 Conclusions

The value of incorporating a priori range and speed information into the bearings-only TMA problem was studied through a series of computer simulations of an asymptotically optimum estimation algorithm. It was anticipated that use of a priori range estimates along with estimated accuracy should provide a TMA solution which converges faster and is more accurate than a conventional bearings-only TMA algorithm. Two algorithms were selected for this evaluation and simultaneously compared. The algorithm which incorporates the full a priori statistical information is a Maximum A posteriori Probability (MAP) estimator. The other algorithm which incorporates a priori information only for initialization is a Maximum Likelihood Estimator (MLE). Both algorithms are asymptotically optimum in the sense of minimizing solution error given sufficiently long observation sequences. These algorithms were chosen because of this property. Alternative TMA algorithms such as the Extended Kalman Filter (EKF) suffer from linearization errors and therefore may not accurately depict the value of the environmental predictions.

4.1 Results for Horizontal Bearing Measurements

The results of this study shows that the MAP algorithm does not provide the solution improvement expected using a priori information. This conclusion is based on comparing the MAP solution to the MLE solutions. The MLE solutions uses the a priori information during initialization but the impact of the information is lost once the solution converges numerically to its best estimate for a given data set. Good initialization reduces numerical iteration problems but not ultimate solution accuracy. The MAP solutions in general did not exhibit smaller errors during the initial TMA legs and were often biased by the a priori range error.

Theoretical lower bounds (Cramer-Rao) are presented which predict a substantial improvement during the initial TMA legs attributable to use of a priori range information. The improvement disappears by the end of the problem (i.e., for a fully converged solution). Although both MAP and MLE solution errors agree well with the lower bounds at the end of the problem, the
expected difference during early problem times did not materialize. There are several explanations for this discrepancy. There is no guarantee that the Cramer-Rao bounds can be achieved since they are lower bounds not predictions of attainable accuracy. In any event, the MAP algorithm is optimum only for long measurement sequences and may not provide the best solution with limited duration or poor measurements. The globally optimum solution is not known for this problem and the least mean squared error solution is not computationally feasible.

The use of a priori target speed estimates with a standard deviation of 2 knots or less provides substantially more improvement (in certain geometries) than the a priori range estimates. In particular the closing target geometries (at any range) with a small target aspect exhibit substantially improved range, course and speed convergence during the early TMA legs. For these geometries, bearing rates are small and the TMA problem is difficult. The a priori speed estimate resolves target course and speed quickly which then converges range. Of course, if the speed is incorrect then the solution will be biased. For targets with a large aspect the a priori speed does not provide as much improvement because the measurements resolve the solution quickly due to the larger bearing changes. A priori estimates of target speed may be obtained by turn count measurement, classification information, or tactical estimates. This information is not always available, but clearly provision should be made for its inclusion when available.

4.2 Line Array Measurements

The above conclusions are based on horizontal bearing measurements. For measurements made from a one dimensional (line) array it is necessary to provide an estimate of D/E angle to resolve horizontal bearing. If environmental predictions of propagation path are used to provide D/E estimates in addition to range estimates, then a substantial improvement in solution accuracy can be achieved. If the D/E is large (e.g., bottom bounce propagation), then large bias errors in horizontal bearing are incurred if a poor estimate of D/E is included. In standard TMA geometries this bias varies from leg to
leg causing a classical delta bias, which may severly bias the TMA solution. Since the effect of D/E error is readily observable in the solution bearing residuals, it would appear to be possible to estimate D/E during the TMA solution estimation. Evaluation of this concept was beyond the scope of the study.

An important consideration using line array measurements is the potential ambiguity between port and starboard if the array is not baffled. The approach taken to this problem was to run simultaneous solutions for each case until the ambiguity is resolved. Resolution is not difficult since the incorrect bearing cannot be supported on two adjacent TMA legs.

The major limitation of this study is that the most important line array sonar systems are towed arrays for which problems in estimating array position and heading are compounded by course maneuvers.

4.3 Numerical Considerations

The major benefits derived from the a'priori information were associated with the numerical convergence properties of the algorithms tested. Unfortunately this improvement is related to the specific numerical approaches used and therefore does not provide the type of general results desired from this study. Although the MLE algorithm is asymptotically optimum it has two drawbacks. The solution procedure is iterative in nature and is computationally expensive if the number of iterations is large. In addition, the optimization problem posed is ill conditioned during early stages of convergence. The technique used in this study is a Gauss-Newton iteration procedure with a "stopping" criteria based on proximity of adjacent iterations. For long range (2nd CZ in particular) geometries the iterations for a normal MLE algorithm do not stabilize until well into the problem. Thus, for the majority of solution times the solution cannot be used. As an example of the importance of the specific numerical approach, it was found necessary to incorporate a step size limiting modification to improve numerical convergence. Prior to this modification it was found that the MAP algorithm using a'priori range
statistics exhibited far superior numerical convergence property when the initial estimate was poor. The difference between MAP and MLE was considerably reduced by incorporating the step size limiting feature. However, for longer range closing targets the MAP solution converges with fewer iterations than the MLE solution. For this ill conditioned problem the incorporation of a'priori information improves convergence because the iteration equations are further removed from singularity than for the MLE case. Thus, the probability of numerical convergence is improved by a'priori information at the expense of running simultaneous solutions for each propagation path. It appears necessary to process nearly one half of the data (to solution convergence) to ensure retaining the correct path assumption. This is similar to an initial grid search on the MLE algorithm except the number of trial solutions is reduced, but they are retained longer. The advantage of this approach is assurance of generating early solutions which may require tactical decisions.

The use of a'priori speed estimates exhibits a remarkable increase in probability of convergence during initial legs (especially in the closing geometries). This improvement was not expected since the speed estimate is not used in initializing the solution.

4.4 Recommendations for Future Studies

Since the principal benefits derived from the use of a'priori range estimates were found to be related to numerical convergence properties of the algorithm it would be appropriate to study this aspect in more detail. In particular, the use of step size limiting reduced the advantage attributable to the a'priori information. It would be desirable to test an optimum step size calculation to determine if the convergence probability and/or execution time can be improved without use of a'priori information. The improvement was observable only during initial TMA legs where numerical convergence was difficult. To obtain useful information during initial legs it could be beneficial to constrain range or speed and solve the observable three state problem until the full solution can converge.
The effect on EKF algorithms of a priori range should be investigated. Normally EKF solutions are not highly sensitive to initial range but for the extreme differences considered in this study, improvement in convergence properties would be expected. Since the computational burden is small it would not be prohibitive to run parallel solutions.

The use of environmental predictions in a multisensor algorithm should be investigated (bearing/frequency, multiple array bearings, etc.). It is likely that a priori information can significantly improve solution convergence for multisensor TMA particularly when own ship maneuvers are not included.

The use of D/E predictions for line array angles appears promising, but additional studies are required. Estimation of D/E may be possible since its effect on bearing residuals is quite observable. One might optimize D/E for the initial solution followed by regeneration of the solution based on the improved D/E estimate. Since towed arrays are an important class of line arrays it would be appropriate to investigate TMA maneuver tactics which reduce the uncertainty in towed array position and heading. For example sprint and drift tactics may be better than 60° lead/lag tactics.

The incorporation of bearing bias error into the measurement model should be considered and a tactically useful solution convergence criteria developed. In effect, for typical random error/bias error combinations, one should determine the values of range and velocity error bounds which provide timely solutions with an accuracy that matches tactical requirements.
APPENDIX A

Formulation of the MAP and MLE TMA Algorithms

This appendix develops the mathematical algorithms for the application
of Maximum A'Posteriori (MAP) and Maximum Likelihood (MLE) statistical estima-
tion principles in solving the bearings-only Target Motion Analysis (TMA)
problem. There are two distinct MAP and MLE algorithms developed in this
appendix, corresponding to two typical bearing sources.

One normally considers the target localization problem in the horizontal
plane and ignores differences between target and own-ship depth. This is a
reasonable approximation when depth differences are small compared to range
and the acoustic wave arrives at the receiver with a small Depression/Eleva-
tion (D/E) angle. In any event if the sonar receiver has vertical extent and
is baffled from behind, the receiver can measure a bearing in the horizontal
plane. This type of receiver corresponds to most ship mounted passive sonar
arrays and represents the first type of bearing source. If the receiver can
track in the vertical plane, the D/E measurements obtained could be used to
estimate target depth but this is beyond the scope of the study.

In addition to the sonar arrays discussed above, both submarine and
surface ship combat systems include towed arrays which consist of a line of
equally spaced transducers. A linear array can measure the angle of arrival
of an acoustic wave relative to the array axis. The locus of wave directions
corresponding to a given line array angle is a conical surface whose axis is
the array. Thus, determination of horizontal bearing from a line array angle
requires knowledge of D/E and specification of which side of the array the
target is actually located on. A line array angle represents the second type
of bearing source considered in this study.
A.1 Description of the Geometry

The bearings-only TiMA problem requires maneuvers by own ship to resolve range. In addition, it assumes that the target maintains constant course and speed over the duration of the problem. Figure A-1 shows the conventional cartesian coordinate system formulated on a North-East frame of reference. As discussed previously the problem is treated as a two dimensional problem in the horizontal plane even though the true geometry is three dimensional. The TMA solution is defined as the range (R), target course (CT), target speed (VT) and target bearing (B) at some instant in time. These four parameters define the target location at all times because of the assumption that the target does not maneuver. The TMA solution is most easily solved in the cartesian coordinate frame because the position keeping (PK) equations are linear in that coordinate frame. Let \( \mathbf{x} \) denote the solution vector in cartesian coordinates. \( \mathbf{x}(t_k) \) is a four dimensional vector with components \( (x_1(t_k), x_2(t_k), x_3(t_k), x_4(t_k)) \) which describes the TMA solution at time \( t_k \). From Figure A-1 the relationships between TMA parameters can be readily obtained.

\[
x_1(t_k), x_2(t_k) - \text{Target distance East and North respectively from the origin at time } t_k \tag{1}
\]

\[
x_{OS_1}(t_k), x_{OS_2}(t_k) - \text{Own ship distance East and North respectively from the origin at time } t_k \tag{2}
\]

\[
x_3 = V_T \sin C_T - \text{East component of target velocity} \tag{3}
\]

\[
x_4 = V_T \cos C_T - \text{North component of target velocity} \tag{4}
\]

\[
V_T = \sqrt{x_3^2 + x_4^2} - \text{Target Speed} \tag{5}
\]
Figure A-1 Own ship and Target Ship Geometry for TMA (Cartesian Coordinates).
\[
C_T = \tan^{-1} \left( \frac{x_3}{x_4} \right) - \text{Target Course} \tag{6}
\]

\[
B(t_k) = \tan^{-1} \left[ \frac{x_1(t_k) - x_{OS1}(t_k)}{x_2(t_k) - x_{OS2}(t_k)} \right] - \text{true bearing to target} \tag{7}
\]

\[
\cos B(t_k) = \frac{x_2(t_k) - x_{OS2}(t_k)}{R(t_k)} \tag{8}
\]

\[
\sin B(t_k) = \frac{x_1(t_k) - x_{OS1}(t_k)}{R(t_k)} \tag{9}
\]

\[
R(t_k) = \sqrt{(x_1(t_k) - x_{OS1}(t_k))^2 + (x_2(t_k) - x_{OS2}(t_k))^2} \tag{10}
\]

(Range to Target)

Since target course and speed are assumed to be constant, the position at time \( t_j \) can be determined from the position and velocity at time \( t_k \).

\[
x_1(t_j) = x_1(t_k) + (t_j - t_k)x_3(t_k) \tag{11}
\]

\[
x_2(t_j) = x_2(t_k) + (t_j - t_k)x_4(t_k) \tag{12}
\]

From these position keeping (PK) equations the solution can be PK'd to match each time a bearing measurement is obtained. In particular, the solution can be referred to the initial time \( t_0 \).
\[ x_1(t_k) = x_1(t_0) + (t_k - t_0)x_3(t_0) \quad (13) \]

\[ x_2(t_k) = x_2(t_0) + (t_k - t_0)x_4(t_0) \quad (14) \]

Since \( x_3(t_k) = x_3(t_0) \) and \( x_4(t_k) = x_4(t_0) \),

\[ \chi(t_k) = z_k \chi(t_0); \quad z_k = \begin{bmatrix} 1 & 0 & t_k - t_0 & 0 \\ 0 & 1 & 0 & t_k - t_0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \quad (15) \]

Note the \( R(t_k) \) and \( B(t_k) \) are explicit functions of \( \chi(t_k) \) and therefore (through Equation 15) explicit functions of \( \chi(t_0) \).

In the remaining discussions in this appendix \( \tilde{\chi}(t_k) \) is used to denote the true solution while \( \hat{\chi}(t_k) \) denotes the solution estimate at time \( t_k \). The notation \( \tilde{B} \) and \( \hat{R} \) denote the bearing and range estimates respectively, based on \( \tilde{\chi} \) and the bearing measurements are denoted \( B_m(t_k) \).

A.2 MAP and MLE Estimates for Horizontal Bearing Measurements

The assumption is made that the bearing measurements contain a zero mean Gaussian random error which is independent from sample to sample. This error can then be represented by the joint probability density function (pdf) of the measurement sequence, when the actual bearing sequence or TMA vector \( \chi \) is known. Hence,

\[ p_{B_{m/\chi}}(B_{m/\chi}) = (2\pi)^{-\frac{N+1}{2}} \prod_{k=0}^{N-1} \sigma_{B_k}^{-2} e^{-\frac{1}{2} \sum_{k=0}^{N-1} \frac{(B_{m,t_k} - B(t_k))^2}{\sigma_{B_k}^2}} \quad (16) \]
where:

\[ \mathbf{B}_{m}^{T} = \begin{bmatrix} B_{m}(t_{0}), B_{m}(t_{1}), \ldots, B_{m}(t_{N}) \end{bmatrix} \]

- \( B_{m}(t_{k}) \) - measured bearing at \( t_{k} \)
- \( B(t_{k}) \) - actual bearing at \( t_{k} \)
- \( x \) - actual TMA vector at \( t_{0} \)
- \( \sigma_{Bk}^2 \) - bearing error variance at time \( t_{k} \)

This model is somewhat simplistic since the bearing errors are all assumed to be independent from one sample to the next and unbiased. The assumption of independence is easily rationalized if the bearings are sampled at intervals larger than the tracker correlation times. The lack of bias does represent a departure from typical bearings obtained from existing sonar systems. The bias, if modeled, tends to bias the solutions and increase the total error. However, this study is sufficiently general in nature to preclude inclusion of specific sensor bias error models.

The external information on range and speed is not physically describable by Gaussian distributions but for lack of better information and to provide highly tractable solutions it is convenient to assign Gaussian distributions. Thus, the mean and variance are sufficient specifications for this assumption.

Define:

\[ R^{0} \equiv E \{ R(t_{0}) \} \quad - \text{a priori range mean} \]
\[ \sigma_{R0}^2 \equiv E \{ (R(t_{0}) - R^{0})^2 \} \quad - \text{a priori range variance} \]
\[ V_{T}^{0} \equiv E \{ V_{T} \} \quad - \text{a priori speed mean} \]
\[ \sigma_{V}^2 \equiv E \{ (V_{T} - V_{T}^{0})^2 \} \quad - \text{a priori speed variance} \]

Equation (17)
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where $E\{\cdot\}$ denotes expectation over the ensemble of parameter values. The a'priori pdf for range is therefore:

$$p_R(x) = \frac{1}{\sqrt{2\pi\sigma_R}} e^{-\frac{1}{2\sigma_R^2} (R(t_0) - R_0)^2}$$

(18)

The a'priori pdf for speed is:

$$p_V(x) = \frac{1}{\sqrt{2\pi\sigma_V}} e^{-\frac{1}{2\sigma_V^2} (V(t) - V_0)^2}$$

(19)

The a'posterior pdf for $x$ is therefore:

$$p_{x/B_m}(x/B_m) = \frac{p_{B_m} (B_m/\chi) p_{\chi}(x)}{p_{B_m} (B_m)}$$

(20)

$$p_{\chi}(x) = p_R(x) p_V(x) \quad \text{(a'priori pdf of } \chi)$$

NOTE

$p_{B_m} (B_m)$ is not known but is independent of $\chi$ and hence is a constant w.r.t. $x$.

The MAP estimate of statistical information theory is the value of $\chi$ which maximizes $p_{\chi/B_m}$. The MLE estimate maximizes $p_{B_m}$ and therefore excludes a'priori information. Since all pdf's are exponential, it is advantageous to work with the logarithm of the a'posterior pdf.
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Let:

\[
J^N = -\ln \left[ \frac{\rho_{x/B_m}(x/B_m)}{\rho_{x/B_m}(x/B_m)} \right] \quad \text{(excluding constant terms)}
\]

\[
J^N = \frac{1}{2} \sum_{k=0}^{N} \left( \frac{1}{\sigma_{B_k}^2} \right) \left[ \frac{B_m(t_k) - B(t_k)}{\sigma_{B_k}^2} \right]^2
\]

\[
+ \frac{1}{2\sigma_R^2} (R(t_0) - R_0)^2 + \frac{1}{2\sigma_V^2} (V_T - V_0)^2
\]

(21)

For an MLE algorithm the second and third terms in Equation 21 are dropped. Maximization of the a posteriori pdf is equivalent to minimizing J. B(t_k), R(t_0) and V_T are nonlinear functions of x(t_0), so the solution is a nonlinear stochastic optimization problem for which a number of numerical approaches have been investigated by numerous researchers. The problems associated with the solution to this problem are well known. Until sufficient bearing change is induced by the own-ship motion, the function involved has a very shallow minima, and in fact prior to own-ship maneuvers it has no unique minima whatsoever. The measurement error sequence can induce multiple minima and in any event tends to obscure the true minimum. It was decided to use the Gauss-Newton method for this study. In essence this method involves a numerical iteration sequence which forces the gradient of the cost function to zero, thereby achieving a local minima of the function J^N. That is, \( \dot{x} \) is defined as the vector for which:

\[
\dot{x} J^N = 0.
\]

(22)
\( \nabla_x J \) is a column vector with components

\[
(\frac{\partial J}{\partial x_1}, \frac{\partial J}{\partial x_2}, \frac{\partial J}{\partial x_3}, \frac{\partial J}{\partial x_4})
\]

Taking the gradient of Equation 21 w.r.t. \( \hat{x}(t_0) \) for the MAP solution, results in:

\[
\nabla_x J^N \! = \! - \sum_{k=0}^{N} \frac{[B_m(t_k) - \hat{B}(t_k)]}{\sigma^2_{B_k}} \nabla_x \hat{B}(t_k)
\]

\[
+ \frac{1}{\sigma^2_R} [\hat{R}(t_0) - R^0] \nabla_x R(t_0)
\]

\[
+ \frac{1}{\sigma^2_{\hat{V}}} [\hat{V}_T - \hat{V}_T^0] \nabla_x V_T
\]

(23)

and for the MLE solution:

\[
\nabla_x J^N \! = \! - \sum_{k=0}^{N} \frac{[B_m(t_k) - \hat{B}(t_k)]}{\sigma^2_{B_k}} \nabla_x \hat{B}(t_k)
\]

(24)
where,

\[
\begin{align*}
\tau_{x} B(t_k) &= \frac{1}{R^2(t_k)} \begin{bmatrix}
 x_2(t_k) - x_{os_2}(t_k) \\
 - (\dot{x}_1(t_k) - x_{os_1}(t_k)) \\
 (t_k - t_0)[\dot{x}_2(t_k) - x_{os_2}(t_k)] \\
 - (t_k - t_0)[\dot{x}_1(t_k) - x_{os_1}(t_k)]
\end{bmatrix} \\
\tau_{x} R(t_0) &= \frac{1}{R(t_0)} \begin{bmatrix}
 \dot{x}_1(t_0) - x_{os_1}(t_0) \\
 \dot{x}_2(t_0) - x_{os_2}(t_0) \\
 0 \\
 0 \\
 0
\end{bmatrix} \\
\tau_{x} V_T &= \begin{bmatrix}
 0 \\
 0 \\
 \sin \hat{C}_T \\
 \cos \hat{C}_T
\end{bmatrix}
\end{align*}
\]
For the simulations of this study $\sigma_{B_{K}}^2$ is constant over the duration of the problem and can be factored out of the summations. In practice, one cannot set the gradients in Equations 23 and 24 to zero since the solution vector can not be explicitly obtained, because the resulting equations are highly nonlinear. The Gauss-Newton technique is an iteration procedure to converge to the solution vector for which the gradient is zero. The iteration algorithm can be derived heuristically by expanding the gradient in a multidimensional Taylor series about the previous iteration $(x^1(t_0))$. That is:

$$\nabla_x J^N \approx \nabla_x J^N + \nabla_x x^T \nabla_x J^N (x^1 + x - x^1)$$

where $\nabla_x J^N$ was defined in 23, 24, $\nabla^T$ denotes a gradient vector transpose and,

$$\nabla_x \nabla_x^T J^N = -\sigma_{B_m}^{-2} \sum_{k=0}^{N} [B_m(t_k) - \hat{B}(t_k)] \nabla_x \nabla_x^T \hat{B}(t_k) + \sigma_{B_m}^{-2} \sum_{k} \nabla_x \nabla_x^T \hat{B}(t_k)$$

$$+ \sigma_{B_m}^{-2} \nabla_x \nabla_x^T \hat{B}(t_k) + \sigma_{R}^{-2} \nabla_x \nabla_x^T \hat{R}(t_0) \nabla_x \nabla_x^T \hat{R}(t_0)$$

$$+ \sigma_{V}^{-2} \nabla_x \nabla_x^T \hat{V} \nabla_x \nabla_x^T \hat{V}$$

(29)

The first term in Equation 29 contains the random measurement error sequence which prevents the matrix $\nabla_x \nabla_x^T J$ from being non-negative definite. Since this can preclude convergence it is useful to replace Equation 29 by its expectation (over the bearing error sequence). Assuming $B(t_k)$ to be an unbiased estimate, the first term drops out.
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Then:

\[ \nabla_x J^N \approx \nabla_x J^N + \mathbb{E}[\nabla_x J^N](x^{i+1} - x^i) \]  

(30)

With \( \mathbb{E}[\nabla_x J^N] \) given by the last three terms of Equation 29. Although Equation 30 is an approximation at the initial TMA time, the importance of the linearization error becomes negligible as the solution converges, i.e., as \( N \) becomes sufficiently large.

The two terms in Equation 30 can be derived in explicit form by making use of the trigonometric relations given in Equations 5 through 10, the PK Equations 13 and 14, and properties of partial differentiation, resulting in (dropping the superscript 1 on \( x \)):

\[
\nabla_x J^N = \begin{bmatrix} 
\gamma_1 \\
\gamma_2 \\
\gamma_3 \\
\gamma_4 
\end{bmatrix}
\]

(31)

where,

\[
\gamma_1 = -c_{B_m}^{-2} \sum_{k=0}^{N} \frac{[B_m(t_k) - B(t_k)][\dot{x}_2(t_k) - x_{0s2}(t_k)]}{\dot{R}^2(t_k)}
\]

\[
+ \frac{[\dot{R}(t_0) - R^0][\dot{x}_1(t_0) - x_{0s1}(t_0)]}{c_{R}^2 R(t_0)}
\]
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\[
\begin{align*}
\gamma_2 &= \sigma_B^{-2} \sum_{k=0}^{N} \frac{[B_m(t_k) - \hat{B}(t_k)][\dot{x}_1(t_k) - x_{os_1}(t_k)]}{R^2(t_k)} \\
&\quad + \frac{[\hat{R}(t_0) - R^0][\dot{x}_2(t_0) - x_{os_2}(t_0)]}{\sigma_R^2 R(t_0)} \\
\gamma_3 &= \sigma_B^{-2} \sum_{k=0}^{N} \frac{(t_k - t_0)[B_m(t_k) - \hat{B}(t_k)][\dot{x}_2(t_k) - x_{os_2}(t_k)]}{R^2(t_k)} \\
&\quad + \frac{[\hat{V}_T - V_T^0][\dot{x}_1(t_0) - x_{os_1}(t_0)]}{\sigma_V^2 R(t_0)} \\
\gamma_4 &= \sigma_B^{-2} \sum_{k=0}^{N} \frac{(t_k - t_0)[B_m(t_k) - \hat{B}(t_k)][\dot{x}_1(t_k) - x_{os_1}(t_k)]}{R^2(t_k)} \\
&\quad + \frac{[\hat{V}_T - V_T^0][\dot{x}_2(t_0) - x_{os_2}(t_0)]}{\sigma_V^2 R(t_0)}
\end{align*}
\]

let:

\[
E[\psi X] \psi^T J^N \psi = \psi_b + \psi_R + \psi_V
\]

(32a)

where the three terms representing bearing, a'priori range, a'priori speed respectively, are each a 4 x 4 matrix; then it is more convenient to define the components as,

\[
\psi_{B_{i,j}} = \sigma_B^{-2} \sum_{k=0}^{N} \frac{a_{ik} a_{jk}}{R^3(t_k)}
\]

(32b)
i = row
j = column

\[ a_{1_k} = \dot{x}_2(t_k) - \dot{x}_{os_2}(t_k) \]

\[ a_{2_k} = -[\dot{x}_1(t_k) - \dot{x}_{os_1}(t_k)] \]

\[ a_{3_k} = (t_k - t_0)[\dot{x}_2(t_k) - \dot{x}_{os_2}(t_k)] \]

\[ a_{4_k} = -(t_k - t_0)[\dot{x}_1(t_k) - \dot{x}_{os_1}(t_k)] \]

\[ \psi_{R,i,j} = \frac{b_i b_j}{2} \]  \hspace{1cm} (32c)

\[ b_1 = \dot{x}_1(t_0) - \dot{x}_{os_1}(t_0) \]

\[ b_2 = \dot{x}_2(t_0) - \dot{x}_{os_2}(t_0) \]

\[ b_3 = b_4 = 0 \]

\[ \psi_{V,i,j} = \frac{C_i C_j}{2} \]  \hspace{1cm} (32d)

\[ C_1 = C_2 = 0 \]

\[ C_3 = \sin \dot{\gamma} \]

\[ C_4 = \cos \dot{\gamma} \]

A.3 Solution Computation Methodology

To initiate computation of Equations 31 and 32 at the first TMA track time increment \( t_0 \), the initial estimate is defined as,
\[
\begin{align*}
\dot{x}_1(t_0) &= x_{0s_1}(t_0) + R^0 \sin B_m(t_0) \\
\dot{x}_2(t_0) &= x_{0s_2}(t_0) + R^0 \cos B_m(t_0) \\
\dot{x}_3(t_0) &= \dot{x}_4(t_0) = 0
\end{align*}
\] (33)

where the initial range estimate \(R^0\) is utilized (in both MLE and MAP) in conjunction with the first measured bearing value, but the initial target speed estimate is not utilized, due to the fact that the target course is unknown, resulting in the 3rd and 4th components being 0.

With these initial conditions at \(t_0\), computation of Equations 31 and 32 can progress up to \(t_k\), the present TMA track time increments. Equation 30 is then formed into a nonhomogeneous linear equation set for simultaneous solution of the \(x_{11+1}\) components by Gauss Elimination as follows:

from 30, 31 and 32

\[
\begin{bmatrix}
\gamma_1 \\
\gamma_2 \\
\gamma_3 \\
\gamma_4
\end{bmatrix}
+ \begin{bmatrix}
\dot{x}_1(t_k) - x_{11}(t_k) \\
\dot{x}_2(t_k) - x_{21}(t_k) \\
\dot{x}_3(t_k) - x_{31}(t_k) \\
\dot{x}_4(t_k) - x_{41}(t_k)
\end{bmatrix}
= \begin{bmatrix} 0 \\
0 \\
0 \\
0 \end{bmatrix}
\]

(34)

Now by multiplying Equation 33 out and rearranging terms gives,
\[ \begin{align*}
\psi_{11}\dot{x}_1(t_k) + \cdots + \psi_{14}\dot{x}_4(t_k) &= [\psi_{11}\dot{x}_1(t_k) + \cdots + \psi_{14}\dot{x}_4(t_k)] - \gamma_1 \\
&= \cdots = \cdots \\
\psi_{41}\dot{x}_1(t_k) + \psi_{44}\dot{x}_4(t_k) &= [\psi_{41}\dot{x}_1(t_k) + \cdots + \psi_{44}\dot{x}_4(t_k)] - \gamma_4
\end{align*} \] (35)

The Gauss Elimination method solves for the unknown \( \dot{x}_1(t_k) \) by forcing the 4 equation set of Equation 35 into a triangular form. This is accomplished primarily by repeated coefficient normalizations wherein rows are interchanged if the pivot coefficient is less than \( 1 \times 10^{-6} \), to help prevent computer underflow/overflow (16 digit - double precision). Once the triangular form is achieved, i.e., left-hand side of 4th equation in Equation 35 has 1 term, 3rd equation - 2 terms, 2nd equation - 3 terms, 1st equation - 4 terms, then back substitution (from equation 4-3-2-1) is done to solve for all 4 components of \( \dot{x}_1(t_k) \).

A.3.1 Stopping Criteria

Because of the linearization approximation inherent in Equation 30, it is necessary to iterate the Gauss Elimination solution until the difference between the present iteration \( \dot{x}_1(t_k) \) and previous iteration \( \dot{x}_1(t_k) \) is "small" in some meaningful sense. The difference between successive iterations is measured by a weighted sum of the squares of the \( \dot{x} \) component differences. The two position components \( (\dot{x}_1, \dot{x}_2) \) are weighted equally, as are the two velocity components \( (\dot{x}_3, \dot{x}_4) \).
The test parameter takes the form,

\[
\epsilon = \frac{[x_1^{1+1}(t_k) - x_1^1(t_k)]^2 + [x_2^{1+1}(t_k) - x_2^1(t_k)]^2}{\sigma_1^2}
\]

\[
+ \frac{[x_3^{1+1}(t_k) - x_3^1(t_k)]^2 + [x_4^{1+1}(t_k) - x_4^1(t_k)]^2}{\sigma_2^2}
\]

(36)

The values of \( \sigma_1 \) and \( \sigma_2 \) are chosen to balance the differences between position errors and speed errors. One way to accomplish this is to choose a speed error which results in a PK position error of the order of the desired position error over an interval of time. For example a speed error of 0.5626 yd/sec (0.1 kts) yields a position error of 33.75 yds over a ten minute time interval. Based on this logic the following values were selected:

\[
\begin{align*}
\sigma_1^2 &= 3600 \text{ yds}^2 \\
\sigma_2^2 &= .01266 \text{ (yds/sec)}^2
\end{align*}
\]

(37)

The test criteria for \( \epsilon \) is a value of one. Figure A.2 shows a typical interaction of term 1 versus term 2 of Equation 36, drawn from one of the cases run. It is seen that term 1 has the same overall relative importance as term 2, in determining \( \epsilon \).

A number of sample cases were run to establish the proper maximum allowable number of iterations for Gauss Elimination. If too few iterations are allowed, then convergence may never occur over the entire TMA track time. If too many iterations are allowed then the computer time burden can become unacceptable. It was determined that allowing 20 iterations is a good compromise. In some
Figure A-2 Stopping Criteria on Gaussian Iterations for Solution.
cases, a maximum of 10 iterations did not allow convergence, whereas, cases allowing 50 iterations usually would rapidly decrease (with time into TMA track) to a range around 20, without significant improvement in solution convergence time or accuracy. A maximum of 20 Gauss Elimination iterations were therefore allowed for each bearing update.

A.3.2 Step Size Limiting

When the difference between successive iterations is very large, the iterations oscillate wildly without converging. It is important therefore to limit the maximum step size to reduce the tendency to overshoot the minima. This is accomplished by weighting the iteration update by a factor which is unity or smaller. This has the effect of steering the solution to convergence more rapidly. The weighting factor used is

\[
\sqrt{W} = \sqrt{\frac{\sigma_2^2}{\sigma_1^2} + \frac{\sigma_V^2}{\sigma_2^2}}, \text{ for MAP}
\]

\[
W = \frac{\sigma_R^2}{\sigma_1^2}, \quad \text{for MLE}
\]

(\(\sigma_1^2, \sigma_2^2\) defined in Equation 37, \(\sigma_R^2, \sigma_V^2\) defined in Equation 17), then for \(\varepsilon > W >> 1.0\),

\[
\dot{x}_{\text{new}}(t_k) = \dot{x}^1(t_k) + \sqrt{\frac{W}{\varepsilon}} [\dot{x}^{1+1}(t_k) - \dot{x}^1(t_k)]
\]  

(39a)
for $1.0 < \varepsilon < W$,

$$\Sigma_{\text{new}}(t_k) = x^{l+1}(t_k)$$

(39b)

for $\varepsilon \leq 1.0$,

$$x^{l+1}(t_k)$$ is the optimum solution

(39c)

A series of 28 test cases were run which demonstrated that, on the average, there is a 23 percent reduction in the number of Gauss Elimination iterations needed for convergence when the weighting factor $\frac{W}{\varepsilon}$ is used, as opposed to no weighting factor.

It is recognized that this step size limiting criteria is not optimum, but it was simple and did not impact run time nor impact software development. The best procedure would involve solving for the optimum step size at each iteration. In effect performing a one dimensional optimization for the step size limiting coefficient. It was decided not to pursue that approach in the interest of expediency.

For some time increments near the beginning of own-ship maneuver (first few legs), it often happens that no convergence results, even with 20 iterations and convergence steering weighting. In such a case the solution error at the 20th iteration can be quite large. To ensure that a "poor" early solution does not preclude eventual convergence, all unconverged iterations are discarded and the a'priori information given in Equation 33 is used to initialize computations for the next time increment $t_{k+1}$. This method was used in all runs although test cases demonstrated that the improvement is significant only where unconverged solutions are very poor.
The solution is solved sequentially in time, wherein the first solution is based on the first three bearings. Since each bearing measurement used, represents an average value of 20 one-second samples, the first three bearings cover the first minute of the TMA track. Each new solution is computed based on adding three bearing measurements to the previous data base. If the previous solution iterations converged in 20 or fewer iterations, then the solution from this previous data base is taken as the first iteration for the present data base. Thus, a new solution is generated at one-minute intervals to show solution convergence as a function of time.

A.4 Error Bounds on TMA Solutions

In an operational scenario the true target position is of course unknown, and it is necessary for the TMA algorithm to indicate when convergence has been reached. The method used in the algorithm for each converged time increment is based on the Cramer-Rao bound for unbiased estimates.

The matrix;

$$E[\gamma_X^T \gamma_X^N]$$

(40)

is Fisher's Information Matrix. The inverse matrix is a lower bound on the covariance matrix of the solution when evaluated at the true solution. Now from Equations 32 and 35 it is seen that $E[\gamma_X^T \gamma_X^N]^{-1} = \psi^{-1}$ is just the inverse of the coefficient matrix for the simultaneous equation set Equation 35. The $\psi^{-1}$ matrix can be calculated from the relation,
\[ \phi^{-1} = \frac{\text{adjoint } \phi}{|\phi|} \]  

(41)

where the adjoint \( \phi \) matrix is found from the transpose of the cofactors of \( \phi \) and \( |\phi| \) is calculated by pivotal condensation. Submatrices of \( \phi^{-1} \) are next used to generate the orientation angles and eigenvalues defining the major and minor axes of an error bound ellipse for position and velocity errors.

Let:

\[
\begin{bmatrix}
    a_{11} & a_{12} & a_{13} & a_{14} \\
    a_{21} & a_{22} & a_{23} & a_{24} \\
    a_{31} & a_{32} & a_{33} & a_{34} \\
    a_{41} & a_{42} & a_{43} & a_{44}
\end{bmatrix}
\]

(42)

then major, minor axes for velocity errors are the eigenvalues of the matrix:

\[
\begin{bmatrix}
    -a_{33} & -a_{34} \\
    -a_{43} & -a_{44}
\end{bmatrix}
\]

(43)

\[
\text{ellipse orientation angle} = \frac{1}{2} \tan^{-1} \left( \frac{2a_{34}}{a_{44} - a_{33}} \right)
\]

(44)

and the major, minor axes, orientation angle for the position errors are given by Equations 42, 43 and 44 after substituting row, column \((1, 2)\) for row, column \((3, 4)\).
Thus, for each time increment for which the $\chi(t_k)$ solution converges, a lower bound on the range error variance and velocity error variance is obtained. Once these generally monotonically decreasing functions of time reach a predefined level, convergence can be said to be achieved. Note that in practice it is more convenient to work with the square root of the error variances, i.e., the standard deviations.

A.5 MAP and MLE Formulation for Line Array Sonars

The mathematical derivation is analogous to the horizontal bearing sonar case given in Section A.2, Equations 16 through 35, with the auxiliary derivations for weighting function, eigenvalues, etc., of Equations 36 through 44 being identical. The basic difference for the line array case is that a line array cannot discriminate between different depression/elevation (D/E) angles of arrival. It is therefore necessary to first estimate the D/E angle of arrival in order to obtain the horizontal plane bearing. In addition, the more useful measurement variable for the line array case is the cosine of the relative measured bearing rather than the measured true bearing, since the errors in the measurement are independent of relative bearing when the cosine is used.

The cosine of the measured relative bearing $B_r(t_k)$ is given by,

$$\cos B_r(t_k) = \cos [B_h(t_k) - C(t_k)] \cos D + G_k \sigma_B$$  \hspace{1cm} (45)

where

- $B_h(t_k) = \text{horizontal true bearing}$
- $C(t_k) = \text{own ship true course}$
- $D = \text{Depression/elevation angle of arrival}$
- $G_k = \text{Gaussian distributed random number (unit variance, 0 mean)}$
\( \sigma_B \) = standard deviation for cosine bearing error

Equation 45 gives the method for generating \( \cos B_r(t_k) \) in the algorithm and this is equivalent to a noisy horizontal bearing \( B_H(t_k) \) combined with an initial estimate of the depression/elevation angle \( D^\circ \).

That is,

\[
\cos B_r(t_k) = \cos [B_H(t_k) - C(t_k)] \cos D^\circ
\]  

(46)

thus,

\[
B_H(t_k) = \cos^{-1} \left[ \frac{\cos B_r(t_0)}{\cos D^\circ} \right] + C(t_0)
\]

(47)

Where Equation 47 is used to define the initial \( \tilde{\phi}(t_0) \) condition given in Equation 33. But, the true quadrant range in which \( B_H(t_k) \) lies is ambiguous* - it can either be in the \( 0 \rightarrow \pi \) range or \( -\pi \rightarrow 2\pi \) range. Therefore, two separate, simultaneous solutions should be run - one solution using \( B_H(t_0) \) and one solution using \( B_H(t_0) + \pi \) as an initial condition.

With the changes noted in the discussion connected with Equations 45, 46 and 47 the total conditional pdf analogous to Equation 20 is,

*The \( \cos^{-1} \) range for the computer used is \( 0 \rightarrow \pi \) regardless of the true range of \( \cos B_r(t_k)/\cos D^\circ \).
\[ p(B_{m} | x) = e^{-\frac{1}{2\sigma_{B}^{2}} \sum_{k=0}^{N} \left[ \cos B_{r}(t_k) - \cos \hat{B}_{r}(t_k) \right]^{2}} \]

\[ \cdot e^{-\frac{1}{2\sigma_{R}^{2}} [R(t_0) - R^{0}]^{2}} e^{-\frac{1}{2\sigma_{V}^{2}} [V_T - V_T^{0}]^{2}} \]

\[ (48) \]

again setting \( \nabla_{x} [-\ln p(B_{m} | x) p_R(x) p_V(x)] = 0 = \nabla_{x} J^{N} \) for the MAP solution and carrying through the differentation results in,

\[ \nabla_{x} J^{N} = \frac{\cos D^{o}}{\sigma_{B}^{2}} \sum_{k=0}^{N} \left[ \cos B_{r}(t_k) - \cos \hat{B}_{m}(t_k) - C(t_k) \right] \cos D^{o} \]

\[ \cdot \sin \left[ \hat{B}_{m}(t_k) - C(t_k) \right] \nabla_{x} \hat{B}_{m}(t_k) \]

\[ + \frac{(\dot{R}(t_0) - R^{0})}{\sigma_{R}^{2}} \nabla_{x} \dot{R}(t_0) + \frac{\dot{V}_T - V_T^{0}}{\sigma_{V}^{2}} \nabla_{x} \dot{V}_T \]

\[ (49) \]

where,

\[ \nabla_{x} \cos \hat{B}_{r}(t_k) = \nabla_{x} \left[ \cos \left[ \hat{B}_{m}(t_k) - C(t_k) \right] \cos D^{o} \right] \]

\[ = - \sin \left[ \hat{B}_{m}(t_k) - C(t_k) \right] \cos D^{o} \nabla_{x} \hat{B}_{m}(t_k) \]

\[ (50) \]

The same values for \( \nabla_{x} \hat{B}_{m}(t_k), \nabla_{x} \dot{R}(t_0), \nabla_{x} \dot{V}_T \) as given in Equations 25, 26 and 27 again apply and letting
\[ \tau_k = [\cos B_r(t_k) - \cos B_H(t_k)] \sin [\dot{B}_H(t_k) - \dot{C}(t_k)] \]

\[ = [\cos B_r(t_k) - \cos [\dot{B}_H(t_k) - \dot{C}(t_k)] \cos \phi \sin \dot{B}_H(t_k) - \dot{C}(t_k)] \]

then

\[ \nabla_x J^N = \begin{bmatrix} \gamma_1 \\ \gamma_2 \\ \gamma_3 \\ \gamma_4 \end{bmatrix} \]

where

\[ \gamma_1 = \frac{\cos D^\phi}{\sigma_B^2} \sum_{k=0}^{N} \frac{\tau_k(x_2(t_k) - \hat{x}_{os_2}(t_k))}{R^2(t_k)} + \frac{(\hat{R}(t_0) - R^0)[\ddot{x}_1(t_0) - \hat{x}_{os_1}(t_0)]}{\sigma_R^2 R(t_0)} \]

\[ \gamma_2 = -\frac{\cos D^\phi}{\sigma_B^2} \sum_{k=0}^{N} \frac{\tau_k[x_1(t_k) - \hat{x}_{os_1}(t_k)]}{R^2(t_k)} + \frac{[\ddot{R}(t_0) - R^0][\ddot{x}_2(t_k) - \hat{x}_{os_2}(t_k)]}{\sigma_R^2 R(t_0)} \]

\[ \gamma_3 = \frac{\cos D^\phi}{\sigma_B^2} \sum_{k=0}^{N} \frac{\tau_k(t_k - t_0)[\ddot{x}_2(t_k) - \hat{x}_{os_2}(t_k)]}{R^2(t_k)} + \frac{(\ddot{V}_T - \ddot{V}) \cos \hat{c}_T}{\sigma_V^2} \]

\[ \gamma_4 = -\frac{\cos D^\phi}{\sigma_B^2} \sum_{k=0}^{N} \frac{\tau_k(t_k - t_0)[\ddot{x}_1(t_k) - \hat{x}_{os_1}(t_k)]}{R^2(t_k)} + \frac{(\ddot{V}_T - \ddot{V}) \cos \hat{c}_T}{\sigma_V^2} \]

(52)
Following the procedure discussed surrounding Equations 29 and 30, i.e.,
assuming \( \cos \beta_r(t_k) \) to be an unbiased estimate and taking the expected
value of \( \nabla_x^T r_N(t_k) \), results in \( \mathbb{E}[\nabla_x^T J_N] = \psi_B + \psi_R + \psi_V \) for the line array
case, which differs from that for the horizontal bearing case only by the factor
\( [\sin^2(B_{H_m}(t_k) - C(t_k)) \cos D^o]^2 \) in \( \psi_B \).

Hence,

\[
\psi_B = \frac{\sum_{k=0}^{N} \sin[B_{H_m}(t_k) - C(t_k)] \cos D^o]^2 \cdot a_i \cdot a_j}{R^2(t_k) \cdot \sigma_B^2}
\]

where \( a_i \), \( a_j \) are defined in Equation 32b and \( \psi_R, \psi_V \) remain identical to
Equations 32c and 32d.
APPENDIX B

Description of the MAP/MLE TMA Computer Simulation Program

The TMA simulation program was written in FORTRAN V and executed on a Data General Eclipse M600 minicomputer. This 16 bit computer uses double words for floating point arithmetic (24 bit mantissa) which provides sufficient dynamic range for the required computations. This appendix provides the basic description of the computer program. The detailed equations and theoretical background is provided in Appendix A.

The program flow chart in Figure B-1 illustrates the sequence of calculations. The program has three basic sections which calculate simulated inputs, update the solution, and assemble solution statistics. The program loops through the calculations for a specified number of Monte Carlo repetitions to allow calculation of the statistical properties of the TMA solution errors.

Blocks one through six in Figure B-1 provide the simulated inputs to the TMA calculations. The inputs are the own-ship maneuver plan, target course, speed, initial true bearing (horizontal plane) and range. The maneuver plan consists of a set of TMA leg times with a relative bearing at the start of each leg. For this study five-minute legs were used with a conventional 60° lead/lag tactic. Maneuvers were accomplished at a constant turning rate of two degrees per second. The motion simulator calculates own-ship course and position on a North/East coordinate frame based on this maneuver plan at one second intervals. Target position is also calculated and combined with own-ship position to generate a sequence of (horizontal) true bearings and ranges every second of problem time. The bearings, own-ship course and position values are averaged over 20-second intervals. The averaged bearings are corrupted by Gaussian noise to simulate measured bearings. For simulating line array bearings the cosine of the conical angle is computed before the measurement noise is added. The cosine of the conical angle is obtained by multiplying the cosine of the horizontal plane relative bearing by the cosine of the (actual) D/E angle. The cosine of the line array angle is used because
The measurement error for that quantity is independent of the angle. The Gaussian random numbers are generated by combining twelve uniformly distributed random numbers and normalizing the result to provide zero mean, unit variance Gaussian numbers. These are scaled by an input bearing error standard deviation to generate the measurement error. For each Monte Carlo iteration the sequence of measurement errors are independent of the sequence for every other Monte Carlo iteration. The measured bearings (or cosine line array measurements) are passed along with own-ship position coordinates to the TMA solution calculations. Target course, speed, range and bearing are passed to the statistical error routines for evaluation of solution errors.

The solution computation involves blocks 7 through 19 in Figure B-1. The program allows use of a'priori information in a MAP estimate or allows computation of a conventional MLE estimate which uses a'priori information only in initialization. The solutions are updated at every third bearing measurement (one minute of problem time) and calculations are made for a maximum of 40 minutes of problem time. The first measurement is used to initialize the first solution by establishing an initial line of sight. The target is placed on the line-of-sight at the a'priori range value with a speed of zero. An initial speed estimate of zero is required because no a'priori course estimate is available. For line array angle measurements an a'priori decision must be made whether the target lies on the port or starboard side of the array. Thus, two solutions must be executed if that information is not available a'priori. In addition, an a'priori estimate of the D/E angle for the assumed path is used to relate line array angle to horizontal plane bearings regardless of the input source. Blocks 7 through 10 indicate the initialization procedure and the calculations of bearing and range at every time a measurement is available. The bearings and range at any time are obtained by position keeping (PK) the solution at \( t_0 \) to the problem times, and combining the target positions with stored own-ship positions at these times. The procedure for obtaining a solution is an iterative one. For a given set of measurements the solution at \( t_0 \) is given by initial conditions if no previous solution is available. Otherwise, the solution obtained from the previous measurements is PK'd to time zero and used to replace normal initialization. In any event, the initial solution is used to calculate the
gradient matrix \( (\tau^T J) \) and the average Hessian matrix \( (\psi) \). From these matrices the next iteration of the solution is computed by using Gauss Elimination methods to solve the approximation for the true gradient matrix. If the calculated iteration satisfies a stopping criteria relative to the last iteration, then this solution is taken as the optimal solution for that set of measurements. Normally, a number of iterations are required. If the stopping criteria is not met, the calculated solution is corrected by a variable step size algorithm to improve convergence properties and passed back to block 10 for calculation of a new iteration. If the stopping criteria is not met within 21 iterations the procedure is stopped, the solution is not used in the statistical averages, and the next solution (based on three more measurements) will use the initial estimate to start its iterative cycle. The computation of \( (\tau^T J) \) and \( (\psi) \) vary according to a flag to provide either a MAP or MLE solution as selected by the user.

Solutions at each time at which the Gauss Elimination iterations converge are stored for calculation of error statistics. The statistical error calculation involves averages taken over the independent Monte Carlo repetitions at one-minute problem time intervals. In addition to calculating solution errors the program calculates a set of error bounds obtained from the inverse of the \( (\psi) \) matrix. The inverse of the \( (\psi) \) matrix is an approximation to Fisher's Information Matrix from the Cramer-Rao bound. The matrix \( (\psi^{-1}) \) is partitioned into two by two submatrices and the eigenvalues of the diagonal submatrices computed along with the angle of the eigenvectors. These eigenvalues can be used to define the error bound ellipses from the Cramer-Rao bound. The statistical algorithms compute mean, standard deviation and min max values over the Monte Carlo iterations for the following quantities.

- Range, course, speed and bearing errors, sum squared bearing residuals, eigenvalues and eigenvector angles.

In addition, the following information is printed:

- Input data, solution history for first Monte Carlo iteration, number of converged Monte Carlo iterations at each solution time, own-ship position track and true range time history.

B-4
Figure B-2 shows an example printout of a typical horizontal bearing run with the MAP estimator. In this case the true initial range via direct path is 20,000 yds and the range estimate (direct path) is 15,000 yds with a range $\sigma = 7500$ yds. The problem converges to a range solution at 8 minutes. ("RANGE SIG" drops below 1000 yds.)
<table>
<thead>
<tr>
<th>TIME (MIN)</th>
<th>TRUE RANGE</th>
<th>RANGE EWN</th>
<th>TRUE HEW</th>
<th>DRAW HEW</th>
<th>DEAN HEW</th>
<th>SPEED EWN</th>
<th>COURSE EWN</th>
<th>ITEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>137456</td>
<td>05</td>
<td>322125</td>
<td>04</td>
<td>5902F</td>
<td>02</td>
<td>72127E-01</td>
<td>01</td>
</tr>
<tr>
<td>0.00</td>
<td>137456</td>
<td>05</td>
<td>322125</td>
<td>04</td>
<td>5902F</td>
<td>02</td>
<td>72127E-01</td>
<td>01</td>
</tr>
<tr>
<td>0.00</td>
<td>137456</td>
<td>05</td>
<td>322125</td>
<td>04</td>
<td>5902F</td>
<td>02</td>
<td>72127E-01</td>
<td>01</td>
</tr>
<tr>
<td>0.00</td>
<td>137456</td>
<td>05</td>
<td>322125</td>
<td>04</td>
<td>5902F</td>
<td>02</td>
<td>72127E-01</td>
<td>01</td>
</tr>
</tbody>
</table>

**CONVERSION**

<table>
<thead>
<tr>
<th>TIME (MIN)</th>
<th>TRUE HEW</th>
<th>ITEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>12</td>
<td>1.00</td>
</tr>
<tr>
<td>2.00</td>
<td>2</td>
<td>2.00</td>
</tr>
<tr>
<td>3.00</td>
<td>3</td>
<td>3.00</td>
</tr>
<tr>
<td>4.00</td>
<td>4</td>
<td>4.00</td>
</tr>
<tr>
<td>5.00</td>
<td>5</td>
<td>5.00</td>
</tr>
<tr>
<td>6.00</td>
<td>6</td>
<td>6.00</td>
</tr>
<tr>
<td>7.00</td>
<td>7</td>
<td>7.00</td>
</tr>
<tr>
<td>8.00</td>
<td>8</td>
<td>8.00</td>
</tr>
<tr>
<td>9.00</td>
<td>9</td>
<td>9.00</td>
</tr>
<tr>
<td>10.00</td>
<td>10</td>
<td>10.00</td>
</tr>
<tr>
<td>11.00</td>
<td>11</td>
<td>11.00</td>
</tr>
<tr>
<td>12.00</td>
<td>12</td>
<td>12.00</td>
</tr>
</tbody>
</table>

**INITIAL RANGE, SPEED** (USTA PHONI, I1695): 0 2 L36, 10.00 MINUTE TOTAL TRACK TIME 00:00 MIN; INIT X, 1 INIT XI 1

**Figure B-2 Typical Computer Run, MAP/TMA, Horizontal Bearing.**
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Figure B-2  Typical Computer Run, MAP/TMA, Horizontal Bearing.
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Figure B-2  Typical Computer Run, MAP/TMA, Horizontal Bearing.  
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Figure B-2  Typical Computer Run, MAP/TMA, Horizontal Bearing.  
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<td>Code 63R-16</td>
<td>1</td>
</tr>
<tr>
<td>Administrative Contracting Officer</td>
<td></td>
</tr>
<tr>
<td>Defense Contract Administration Services</td>
<td></td>
</tr>
<tr>
<td>Management Area - Hartford</td>
<td></td>
</tr>
<tr>
<td>96 Murphy Road</td>
<td></td>
</tr>
<tr>
<td>Hartford, CT 06114</td>
<td>1</td>
</tr>
</tbody>
</table>