EFFECT OF
POINT-IN-TIME IN INSTRUCTION ON
THE MEASUREMENT OF ACHIEVEMENT

G. Gage Kingsbury
and
David J. Weiss

Research Report 79-4
August 1979

Psychometric Methods Program
Department of Psychology
University of Minnesota
Minneapolis, MN 55455

This research was supported by funds from the Navy Personnel Research and Development Center, Army Research Institute, Air Force Human Resources Laboratory, Defense Advanced Research Projects Agency, and the Office of Naval Research, and monitored by the Office of Naval Research.

Approved for public release; distribution unlimited. Reproduction in whole or in part is permitted for any purpose of the United States Government.
**REPORT DOCUMENTATION PAGE**

1. **REPORT NUMBER**  
   Research Report 79-4

2. **GOVT ACCESSION NO**

3. **RECIPIENT'S CATALOG NUMBER**

4. **TITLE (and Subtitle)**  
   Effect of Point-in-Time in Instruction on the Measurement of Achievement

5. **TYPE OF REPORT & PERIOD COVERED**  
   Technical Report

6. **PERFORMING ORG. REPORT NUMBER**

7. **AUTHOR(s)**  
   G. Gage Kingsbury and David J. Weiss

8. **CONTRACT OR GRANT NUMBER(s)**  
   N00014-76-C-0627

9. **PERFORMING ORGANIZATION NAME AND ADDRESS**  
   Department of Psychology  
   University of Minnesota  
   Minneapolis, MN 55455

10. **PROGRAM ELEMENT PROJECT, TASK, OR WORK UNIT NUMBERS**  
    P.E.: 01153N  
    PROJ.: RR04-04  
    T.A.: RR042-04-01  
    W.U.: NR150-389

11. **CONTRACT OR GRANT NUMBER**

12. **REPORT DATE**  
    August 1979

13. **NUMBER OF PAGES**  
    27

14. **MONITORING AGENCY NAME AND ADDRESS (IF different from Controlling Office)**

15. **SECURITY CLASS. (of this report)**  
    Unclassified

16. **DISTRIBUTION STATEMENT (of this Report)**  
    Approved for public release; distribution unlimited. Reproduction in whole or in part is permitted for any purpose of the United States Government.

17. **DISTRIBUTION STATEMENT (of the abstract entered in Block 20, if different from Report)**

18. **SUPPLEMENTARY NOTES**
    This research was supported by funds from the Navy Personnel Research and Development Center, Army Research Institute, Air Force Human Resources Laboratory, Defense Advanced Research Projects Agency, and the Office of Naval Research, and monitored by the Office of Naval Research.

19. **KEY WORDS** (Continue on reverse side if necessary and identity by block number)

   achievement testing  
   latent trait test theory  
   item characteristic curve theory  
   pretest-test measurement  
   test-posttest measurement  
   measurement of change  
   change scores  
   adaptive testing  
   tailored testing

20. **ABSTRACT** (Continue on reverse side if necessary and identity by block number)

   Item characteristic curve (ICC) theory has potential for solving some of the problems inherent in the pretest-test and test-posttest paradigms for measuring change in achievement levels. However, if achievement tests given at different points in the course of instruction tap different achievement dimensions, the use of ICC approaches and/or change scores from these tests is not desirable. This problem is investigated in two studies designed to determine whether or not achievement tests administered at different times
during a sequence of instruction actually measure the same achievement dimensions.
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The measurement of achievement is a considerably more complex problem than the measurement of ability. Whereas ability levels develop over long periods of time and remain relatively stable with exposure to different environments, achievement levels characteristically result from exposure to specific instructional or training environments. Although these instructional environments may span relatively long periods of time, such as the 2- to 4-year periods required for training in many skilled fields, instructional decisions are more typically made on the basis of instructional periods of several weeks or a few months. In the extreme case, as in computer-assisted instruction, the instructional environment designed to modify individuals' achievement levels may be as short as a few minutes. Thus, achievement is a dynamic variable which may change over very short time intervals.

The Pretest-Test Paradigm

Because achievement levels should be sensitive to instruction, it may be desirable to measure achievement (1) prior to instruction, (2) at the end (or peak) of instruction, and (3) some time after the completion of instruction. The measurement of achievement prior to instruction is accomplished by means of pretests, designed to determine a student's level of achievement before exposure to the instructional environment. To determine whether instruction has had an effect, a pretest-test paradigm may be used, in which group or individual gain scores are computed to demonstrate the effects of the instruction.

The pretest-test paradigm for measuring achievement has at least two major problems. First, both individual and group change scores have been shown to be highly unreliable (Cronbach & Furby, 1970) unless the pretest and peak-of-instruction test measurements are each extremely precise. Second, it is necessary to administer two tests covering the same material to students. If the same test is administered prior to instruction and at the peak of instruction, students may not be motivated to respond optimally to both tests; thus, precision of measurement on the tests may be lowered. At the same time, students may remember test items from the pretest, find the answers to those items in the course materials, and then perform better on the second test than they would have performed had they not seen the test items prior to instruction.

On the other hand, if different tests are used prior to instruction and at the peak of instruction, the serious problem of developing parallel tests arises. This is compounded by the necessity to obtain very precise measurements, which may result in pretests and peak-of-instruction tests measuring different aspects of the achievement variable in the quest for highly precise measurements.

A potential solution to these problems in the pretest-test paradigm lies in the application of techniques of item characteristic curve (ICC) theory.
(Lord & Novick, 1968) to the measurement of achievement. Achievement test items calibrated using ICC theory (e.g., Bejar, Weiss, & Kingsbury, 1977) will all be on the same metric. Thus, selection of ICC-calibrated items from the same item pool to constitute pretests and peak-of-instruction tests will, in theory, eliminate the need for the construction of parallel tests. In addition, placing all the items on the same metric by using ICC item parameters will eliminate the need to repeat the same items at the two testings, since (again in theory) any subset of items from the precalibrated pool will measure the same variable as any other subset of items. Thus, items for pretests and for peak-of-instruction tests can be selected from the ICC-calibrated pool on the basis of content considerations resulting in effectively parallel measurements.

ICC theory can also be applied to the pretest-test paradigm of achievement measurement through the use of adaptive testing to increase the precision of the achievement measurements, thus possibly permitting the use of individual or group gain scores. Research by Bejar and Weiss (Bejar & Weiss, 1978; Bejar, Weiss, & Giallucio, 1977) in an achievement testing context shows that ICC-based adaptive tests produce measurements which are considerably more precise than those of conventional achievement tests, supporting similar findings in the ability-testing literature (e.g., McBride & Weiss, 1976; Vale, 1975; Vale & Weiss, 1975).

Before ICC theory can be applied in the pretest-test paradigm of achievement measurement, however, it must be demonstrated that data obtained in this paradigm meet the assumptions of the theory. Specifically, since most ICC-based techniques require unidimensionality, it must be shown that both pretests and peak-of-instruction tests are essentially unidimensional or that, in general, the dimensionality of the two tests is the same. In addition, it must be demonstrated that the latent space in the two tests does not change. That is, even though both the pretest and the peak-of-instruction test are unidimensional, it is possible that they are measuring achievement on different dimensions. If this is the case, item parameters estimated at one point in instruction would not be usable at the other point in instruction.

The Test-Posttest Paradigm

Just as measured achievement is expected to change in level from pretest to peak of instruction, it is also expected that it should remain stable for some time after instruction. Thus, it is appropriate to investigate whether measured achievement levels deteriorate over short or long periods of time in order to determine the permanency of the instructional effect demonstrated by the pretest-test data. Such a demonstration would require the test-posttest paradigm in which the peak-of-instruction test is followed at some point in time by the administration of a posttest.

Because the test-posttest paradigm for measuring constancy of achievement may be implemented with either the parallel tests approach or the repeated tests approach, it has exactly the same problems as the pretest-test paradigm. Similarly, the use of ICC theory and adaptive testing may be brought to bear on these problems if the peak-of-instruction and posttest data meet the requirements of these approaches. Thus, similar kinds of data must be generated to investigate the use of these approaches in an achievement context.

The use of adaptive testing in the measurement of achievement—whether at pretest, peak of instruction, or posttest—raises an additional problem which
requires investigation. To realize the potential gains in the measurement of achievement in increased precision (Bejar, Weiss, & Gialluca, 1977), higher validity (Bejar & Weiss, 1978), and shorter testing times (Brown & Weiss, 1977), adaptive tests should be administered by computer. In achievement environments with large numbers of students, there may not be sufficient numbers of adaptive testing terminals so that each student can be tested at the peak of his or her instruction. Thus, it may be necessary for students to have their achievement measured at some point beyond the peak of instruction. A similar situation exists in self-paced instructional environments, where students may not take achievement tests exactly at the peak of instruction due to procrastination or influences beyond their control (e.g., unavailability of equipment). In both cases, it is an important question whether achievement measured after the peak of instruction is measured on the same dimension as achievement measured at the peak of instruction.

Objectives

The studies reported below were designed to investigate several questions relevant to the implementation of ICC-theory in pretest-test and test-posttest paradigms for measuring achievement. The data also have some bearing on the practical questions involved in the use of adaptive testing in measuring achievement within the realistic constraints of instructional environments.

STUDY 1: RELATIONSHIP OF TEST CHARACTERISTICS PRIOR TO INSTRUCTION AND AT PEAK OF INSTRUCTION

This study was designed to investigate two questions concerning test characteristics of a test used to measure achievement at the peak of instruction when it was applied to a population of testees measured prior to instruction:

1. Are ICC item parameters estimated from data obtained prior to instruction quantitatively equivalent to parameters estimated at the peak of instruction? This question is concerned with whether the ICC metric maintains its interval properties during the course of instruction.

2. Do tests used to measure achievement prior to instruction (i.e., pretests) measure attributes from the same latent space as tests used to measure achievement at the peak of instruction? This question is concerned with whether the responses of the two populations (pretest versus test) can be described by a common latent space.

If the responses to both of these questions are affirmative, the results may be taken as support for the pretest-test paradigm. These results would also have implications for the power of the unidimensional ICC model for measuring achievement during the course of instruction. If major differences are found in the characteristics of the tests used to measure achievement prior to and at the peak of instruction, the foundation of the pretest-test paradigm for measuring achievement would be weakened in many applications and the use of the ICC model to measure growth in achievement would be limited.
Method

Test Data

Prior to instruction. The testing sessions that provided the prior-to-instruction data were classroom examinations administered on the first day of class during the fall academic quarter of 1977 to all students attending class for Biology 1-011, General Biology, at the University of Minnesota. (For a description of the course and testing procedures, see Bejar, Weiss, & Kingsbury, 1977.) Data were obtained from 1,294 students. The test administered at this time consisted of 40 multiple-choice items sampled from all of the 7 content areas covered in the course; these items were taken from a larger pool of items developed for this course.

Peak of instruction. The peak-of-instruction test data were obtained from two sources so that two different types of questions could be answered. The first question concerned whether item parameter estimates obtained from prior-to-instruction testing were similar to estimates obtained for the same items at peak-of-instruction testing. Peak-of-instruction parameter estimates were used that were obtained from test data supplied by individuals enrolled in the same course during five earlier academic quarters, since it would be inappropriate to administer the same items twice to the same individuals. These calibration samples averaged between 700 and 1,000 students. (For the exact number of subjects responding to each of the items for calibration, see Kingsbury & Weiss, 1979, p. 26.)

The second question concerned whether the factor structure underlying students' responses changed as a function of instruction. To answer this question, student response data were used which were collected on a 55-item midquarter examination administered 4 weeks after the pretest, as one of the course requirements, to approximately the same group of students who took the pretest. Approximately 1,200 students completed the 55-item midquarter examination. Each student was required to omit 5 items in the examination; consequently, data for each item were based on about 1,000 students.

Item Parameter Analysis

Item parameterisation. Estimation of ICC item parameters for the peak-of-instruction data is described in detail in Bejar, Weiss, and Kingsbury (1977). In brief, a computer program developed by Ibray (1976) was used to fit a three-parameter logistic ogive for each item administered to the testees. Items were rejected by the parameter estimation program if they failed to reach certain minimal standards with respect to their discrimination value (a) and lower asymptote (c). Thus, values for the index of discriminatory power (a), (b), and probability of attaining a correct answer with no knowledge of the subject (c) were obtained for each item that surpassed the minimum standards. Specifically, an item was rejected if during the first stage of the parameter estimation process the value of its a parameter estimate was less than .80 or the value of its c parameter estimate was greater than .30.

This procedure was applied separately to both the prior-to-instruction data and the peak-of-instruction data. The results, for each of the 40 items administered at both points in instruction, were two comparable estimates of the ICC parameter values, varying only because of sample fluctuation and the difference in the instructional level of the two groups.
Comparison of item parameter estimates. If the latent space is constant, the parameter estimates from the prior-to-instruction and the peak-of-instruction groups should differ no more than the estimates obtained from two samples at the same level of instruction. To provide a basis of comparison for the prior-to-instruction versus peak-of-instruction correlations, ICC item parameter estimates were computed from two groups of students in the same course during two earlier quarters who answered a comparable group of items at the peak of instruction (the peak/peak group). The peak/peak data were partially reported before by Bejar, Weiss, and Kingsbury (1977), who reported the peak/peak correlations for the $a$ and $b$ parameter estimates for 18 items obtained from responses of approximately 900 testees in each sample. Appendix Table A shows item numbers and parameter estimates of the items used to investigate sampling variation in parameter estimates obtained from the two groups at the peak of instruction. Also in this table are the times of administration of the items to the students.

To compare ICC parameter estimates obtained prior to instruction with those obtained at the peak of instruction, Pearson product-moment correlations were computed between item parameter estimates obtained at the two time periods (prior/peak correlations) separately for the $a$, $b$, and $c$ parameters. The three correlations obtained were also computed in the two samples which were at the peak of instruction (peak/peak correlations). For each of the three parameters, the prior/peak and peak/peak correlations should differ only to the extent that the individuals differed in their test performance when the group was tested prior to instruction compared with their performance when tested at the peak of instruction, as reflected in the ICC item parameters.

To determine whether the prior/peak correlations differed significantly from the peak/peak correlations, Fisher’s $z$-transformation was applied to the prior/peak correlations and a confidence interval was constructed around each correlation (Neter & Wasserman, 1974). If these intervals included the observed peak/peak correlations, the hypothesis that the obtained correlations might come from the same population could not be rejected. If a confidence interval around the prior/peak correlation did not include the value of the observed peak/peak correlation, it could be concluded that the differences between the observed correlations were probably not due to sampling fluctuation. If the peak/peak correlation fell above the upper limit of the prior/peak confidence interval, this would imply that the ICC parameters were not invariant between the prior-to-instruction sample and the peak-of-instruction sample. This variability of parameter values would indicate that the two samples reflected different populations and that the ICC parameters estimated in the peak-of-instruction population were not sufficient to describe the responses of individuals in the prior-to-instruction population.

Factor Structure

Of the items administered in the pretest, 21 were sampled from the content areas taught in the first portion of the course; these content areas were then tested on the first midquarter examination, which was administered later in the course. The items were used to investigate the factor structure prior to instruction.

Twenty-one items tapping the same content areas were chosen arbitrarily from the first midquarter examination, which was administered to the same individuals 4 weeks after the pretest. The students' responses to these items
were used to examine the factor structure underlying performance at the peak of instruction. Items administered at the pretest and at the first midquarter were sampled from the same content areas, but different items were used at the two points in time.

For each of these groups of items, the same procedure was followed to obtain the final factor structure. First, all student responses were scored "0" if incorrect or "1" if correct. Second, these recoded responses were used to obtain tetrachoric correlations among the items through the TETRACHORIC subroutine in the Statistical Package for the Social Sciences (Nie, Hull, Jenkins, Steinbrenner, & Bent, 1970). The two resultant correlation matrices were then factor analyzed using the FACTOR subroutine from the same statistical package. The final factor solutions were obtained using a principal axis solution; the initial communality estimates were the squared multiple correlations of each variable with all the other variables. The factor solutions, which were arbitrarily limited to five factors, were iterated until the differences in successive communality estimates were negligible. This procedure provided the final solutions.

The two final factor solutions were then compared for similarities and differences in terms of the number of salient factors, the strength of each factor, and the amount of variance in the item intercorrelations accounted for by the factor solutions. To the extent that observed differences between the two solutions were minor, it could be inferred that the underlying factors contributing to testee responses were the same prior to instruction and at the peak of instruction. To the extent that major discrepancies were observed between the solutions, it could be inferred that differences existed in the structure of achievement at the two points in instruction.

**Results**

**Item Parameters**

Parameter estimates for each of the 40 items administered in the prior-to-instruction achievement measure are shown in Table 1, along with parameter estimates for the same items obtained from groups of testees at the peak of instruction. From this table it can be seen that 14 of the items failed to meet the minimal standards of the estimation procedure when administered prior to instruction and 5 items failed when administered at the peak of instruction. Four items were rejected in both instances. After all of the rejected items were removed from consideration, 25 items remained for the correlational analysis.

The bivariate plots of $a$, $b$, and $c$ parameter estimates from the two calibrations are shown in Figures 1, 2, and 3, respectively. It can be seen from these figures that the relationships between the sample estimates of the parameter values were weak, at best. Figure 1 shows a correlation of -0.12 for the $a$ parameter, indicating a slight tendency for high values of $a$ at peak of instruction to be associated with low values prior to instruction.

The correlation of $r = .64$ for the $b$ parameter data show a tendency for high values of $b$ prior to instruction to be associated with high values at the peak of instruction. However, almost all the data points in Figure 2 are below the main diagonal, indicating a tendency for items to be more difficult prior to
### Table 1
Parameter Estimates of Items Calibrated
Prior to Instruction and at the Peak of Instruction

<table>
<thead>
<tr>
<th>Item Number</th>
<th>Prior to Instruction</th>
<th>Peak of Instruction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a$</td>
<td>$b$</td>
</tr>
<tr>
<td>3035</td>
<td>1.21</td>
<td>2.53</td>
</tr>
<tr>
<td>3241</td>
<td>1.89</td>
<td>2.87</td>
</tr>
<tr>
<td>3816</td>
<td>1.72</td>
<td>-.26</td>
</tr>
<tr>
<td>4013</td>
<td>1.02</td>
<td>.79</td>
</tr>
<tr>
<td>3809</td>
<td>1.12</td>
<td>.70</td>
</tr>
<tr>
<td>4010</td>
<td>1.25</td>
<td>.00</td>
</tr>
<tr>
<td>3817</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3803</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3210</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3837</td>
<td>1.10</td>
<td>1.13</td>
</tr>
<tr>
<td>3235</td>
<td>1.17</td>
<td>1.38</td>
</tr>
<tr>
<td>3808</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>4033</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3812</td>
<td>.85</td>
<td>1.92</td>
</tr>
<tr>
<td>3424</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3821</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3244</td>
<td>1.00</td>
<td>2.52</td>
</tr>
<tr>
<td>3013</td>
<td>.91</td>
<td>1.18</td>
</tr>
<tr>
<td>3065</td>
<td>1.55</td>
<td>.03</td>
</tr>
<tr>
<td>3909</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3922</td>
<td>.76</td>
<td>2.33</td>
</tr>
<tr>
<td>3415</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3428</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3067</td>
<td>.98</td>
<td>1.15</td>
</tr>
<tr>
<td>3272</td>
<td>.83</td>
<td>1.45</td>
</tr>
<tr>
<td>3908</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3435</td>
<td>1.85</td>
<td>1.43</td>
</tr>
<tr>
<td>4005</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3426</td>
<td>1.03</td>
<td>2.68</td>
</tr>
<tr>
<td>3031</td>
<td>.75</td>
<td>2.54</td>
</tr>
<tr>
<td>4006</td>
<td>1.01</td>
<td>2.53</td>
</tr>
<tr>
<td>3069</td>
<td>.85</td>
<td>1.11</td>
</tr>
<tr>
<td>3211</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3905</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>4015</td>
<td>.76</td>
<td>2.26</td>
</tr>
<tr>
<td>3403</td>
<td>.93</td>
<td>1.38</td>
</tr>
<tr>
<td>3000</td>
<td>3.06</td>
<td>2.46</td>
</tr>
<tr>
<td>3445</td>
<td>.73</td>
<td>2.50</td>
</tr>
<tr>
<td>3218</td>
<td>2.44</td>
<td>2.18</td>
</tr>
<tr>
<td>4001</td>
<td>1.44</td>
<td>2.49</td>
</tr>
</tbody>
</table>

**Note.** Missing values indicate that item was rejected by the item calibration procedure.

Instruction than at the peak of instruction. The data in Table 1 indicate that prior to instruction only one of the item $b$ values was negative (an easy item), but at peak of instruction more than half the items had negative $b$ values.
Figure 1
ICC Discrimination (a) Parameter Values Estimated
Prior to Instruction and at Peak of Instruction ($r_{12} = -0.12$)

Figure 2
ICC Difficulty (b) Parameter Values Estimated
Prior to Instruction and at Peak of Instruction ($r_{12} = 0.64$)
Figure 3
ICC Lower Asymptote (c) Parameter Values Estimated Prior to Instruction
And at Peak of Instruction (p = .04)

The data in Figure 3 indicate essentially no relationship (p = .04) between the c parameters estimated at the two points in time. As expected, however, there was a general tendency for guessing parameter values to be higher prior to instruction than at the peak of instruction.

Table 2
Correlations Between Item Parameter Estimates for
Prior/Peak and Peak/Peak Data

<table>
<thead>
<tr>
<th>Data</th>
<th>a</th>
<th>b</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior/Peak</td>
<td>-.12</td>
<td>.64</td>
<td>.04</td>
</tr>
<tr>
<td>Peak/Peak</td>
<td>.63</td>
<td>.96</td>
<td>.41</td>
</tr>
</tbody>
</table>

The prior/peak correlations (based on item parameter data in Table 1) are shown in Table 2, along with the peak/peak correlations (based on data in Appendix Table A) obtained from separate samples on other items drawn from the same
testing pool. Using the \( z' \)-transformation, 95% confidence intervals were computed for each of the prior/peak correlations with the following results:

1. For the index of item discrimination, \( \alpha \), the lower limit of the 95% confidence interval around the prior/peak correlation was \(-.50\); the upper limit was \(.30\). The peak/peak correlation for this parameter was \(.63\), which was beyond the bounds of the confidence interval.

2. For the index of item difficulty, \( b \), the limits of the 95% confidence interval were \(.31\) and \(.81\). The peak/peak correlation was \(.96\), which was beyond the limits of the confidence interval.

3. For the index of the lower asymptote of the ICC, \( \beta \), the limits of the 95% confidence interval were \(-.37\) and \(.59\). The peak/peak correlation, \(\beta\), fell within the bounds of the confidence interval. It should be noted that the correlation between the estimates of the \( \beta \)-parameter was quite low, even in comparable samples, accounting for less than 20% common variance.

**Factor Structure**

Item intercorrelation matrices for the two 21-item subsets are in Appendix Table B. Final values of the communality estimates are shown in Table 3. The

<table>
<thead>
<tr>
<th>Item</th>
<th>Pretest</th>
<th>First Midquarter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.351</td>
<td>.929</td>
</tr>
<tr>
<td>2</td>
<td>.024</td>
<td>.166</td>
</tr>
<tr>
<td>3</td>
<td>.191</td>
<td>.233</td>
</tr>
<tr>
<td>4</td>
<td>.476</td>
<td>.140</td>
</tr>
<tr>
<td>5</td>
<td>.127</td>
<td>.960</td>
</tr>
<tr>
<td>6</td>
<td>.052</td>
<td>.411</td>
</tr>
<tr>
<td>7</td>
<td>.198</td>
<td>.134</td>
</tr>
<tr>
<td>8</td>
<td>.378</td>
<td>.218</td>
</tr>
<tr>
<td>9</td>
<td>.068</td>
<td>.279</td>
</tr>
<tr>
<td>10</td>
<td>.079</td>
<td>.495</td>
</tr>
<tr>
<td>11</td>
<td>.242</td>
<td>.345</td>
</tr>
<tr>
<td>12</td>
<td>.093</td>
<td>.250</td>
</tr>
<tr>
<td>13</td>
<td>.790</td>
<td>.198</td>
</tr>
<tr>
<td>14</td>
<td>.031</td>
<td>.451</td>
</tr>
<tr>
<td>15</td>
<td>.225</td>
<td>.346</td>
</tr>
<tr>
<td>16</td>
<td>.379</td>
<td>.487</td>
</tr>
<tr>
<td>17</td>
<td>.110</td>
<td>.192</td>
</tr>
<tr>
<td>18</td>
<td>.265</td>
<td>.188</td>
</tr>
<tr>
<td>19</td>
<td>.092</td>
<td>.553</td>
</tr>
<tr>
<td>20</td>
<td>.034</td>
<td>.365</td>
</tr>
<tr>
<td>21</td>
<td>.171</td>
<td>.114</td>
</tr>
</tbody>
</table>
mean communality estimate for the pretest items prior to instruction was .20; the mean communality estimate for the first midquarter items at the peak of instruction was .34. About one-third of the variance for the average test item at the peak of instruction was accounted for by the common factors, compared to one-fifth of the variance for the average item prior to instruction. Consequently, there was more unique variance in the items administered prior to instruction than in the items administered at the peak of instruction.

Eigenvalues for the final factor solutions are presented graphically in Figure 4 (factor loadings are in Appendix Table C). It can be seen that subsequent to the first factor, the eigenvalues for each factor were quite similar. For the first factor, though, the eigenvalue obtained from the items administered at the peak of instruction (4.67) was more than twice the value obtained from those administered prior to instruction (2.04). Thus, although both sets of items had a dominant first factor, in the peak-of-training data a stronger first factor was evident; in the prior-to-training data a weak single factor accounted for achievement.

Figure 4
Eigenvalues of Factors Obtained Prior to Instruction (Pretest) and at Peak of Instruction (First Midquarter Examination)
Conclusions

The correlational analysis indicated that the ICC parameters obtained from two samples differing in instruction were more discrepant than was to be expected from observing correlations among parameters obtained from samples at the same point in instruction. Further, for two of the ICC parameters—discrimination (\(\alpha\)) and difficulty (\(\beta\))—the prior/peak correlations were found to be significantly smaller than the peak/peak correlations. These findings imply that the latent space underlying testee responses changes enough between the beginning and the peak of instruction so that the test responses cannot be described by a single latent continuum; items change, not only with respect to their ability to differentiate testees at different levels of the trait continuum (discrimination), but also with respect to their relative difficulties. The findings imply that in order to describe test item responses obtained both prior to and at the peak of instruction with a single latent trait model, the unidimensional model that was considered adequate to describe performance at the peak of instruction would need to be expanded to a multidimensional model developed from both sets of data.

This conclusion is supported by the comparative factor analyses. These analyses showed a major difference in the strength of the first factor underlying testee responses in the few weeks of instruction between the pretest and the peak of instruction. Students' test item responses were not, to as great an extent, related to the first factor during the pretest. Again, the implication is that students were not responding to the same influences to the same degree on the pretest and on the midquarter examination.

These findings, taken as a whole, imply that the pretest-test paradigm may be invalid in some instances simply because the tests might not be tapping the same underlying achievement variable. This may account, in part, for the lack of reliability of change scores reported in many studies (e.g., Cronbach & Furby, 1970; Harris, 1963). It is suggested that the underlying factor structures in testee responses be explored whenever possible before importance is attributed to any pretest-test measure of change.

STUDY 3: STABILITY OF ACHIEVEMENT ESTIMATES
AFTER THE PEAK OF INSTRUCTION

The stability of achievement estimates measured after the peak of instruction is important for at least two reasons. First, it is frequently necessary to measure the achievement levels of some individuals at a different time than others. Students occasionally miss examinations for a variety of reasons and, therefore, take the examination at a point which may not be at their peak of instruction. Where tests are given by computers (e.g., as in adaptive testing), there may not be sufficient terminal equipment available to test all students immediately at the peak of instruction. It is thus important to determine whether the passage of time after the completion of instruction affects achievement level estimates.

Measuring an individual after the peak of instruction is also a common problem in research studies attempting to measure retention. Similar to the pretest-test paradigm, the test-posttest paradigm used to measure reten-
tion assumes that the same achievement variable is being measured and that the passage of time does not change the nature of achievement. Thus, it is again relevant to determine whether achievement level estimates obtained after the peak of instruction are systematically related to those obtained at the peak of instruction.

If it is hypothesized that performance of individuals tested some time after the peak of instruction is a function of the same latent space that influences performance at the peak of instruction, several outcomes would be expected when individuals' achievement levels estimated from tests given at different times are compared. If the unidimensional latent space remains static with the passage of time, achievement estimates for individuals measured at different points in time after the peak of instruction should differ only as a linear function of the time of testing after the peak of instruction. For instance, if a group of individuals passed through a particular instructional sequence were tested at the end of instruction, and then at a later date were brought back to be tested again on the same material, a single linear transformation would be expected to equate each individual's scores on the two tests if the same unidimensional trait space was in operation at both times of testing. This would occur because the metric underlying the trait space would have retained its interval properties (Lord & Novick, 1968) with the passage of time and no further instruction would have occurred that might change the ordering of the individuals in terms of achievement level.

Further, if the same group were brought back for additional tests at later dates, a linear trend should be found in the comparison of any two testing periods, provided that the latent space did not change. If the latent space did vary, a linear relation between the two measures of achievement level would not be expected. Thus, if a linear relationship is not observed between scores obtained at and after the peak of instruction, the conclusion can be drawn that two different traits were being evaluated at the two testing times.

This study was concerned with determining whether the unidimensional space defining achievement at the peak of instruction was sufficient to describe achievement after the peak of instruction.

Method

Testing Procedure

Testing at the peak of instruction was a requirement for students enrolled in the same undergraduate survey course in biology as in Study 1. The peak-of-instruction test data were from the required first midquarter examinations administered in a 2-day period to all students enrolled in the course in the fall academic quarter of 1976 and in the winter quarter of 1977.

Testing after the peak of instruction was implemented by the Computerized Adaptive Testing Project using volunteers from the same biology classes. These volunteers were given extra points toward their final course grade for participating in the research and were told that their level of performance on the computer-administered biology test would have no effect on their final grades. This testing began on the day following the midquarter examination and continued for approximately 1 month.
Peak-of-instruction testing (the required first midquarter examination) consisted of the conventional paper-and-pencil administration of 55 multiple-choice questions concerning the first three content areas in the course—"Chemistry," "The Cell," and "Energy." (For a more complete discussion of the course content and testing procedure, see Bejar, Weiss, & Kingsbury, 1977.)

The after-peak-of-instruction test (the second, voluntary test) was a computer-administered stradaptive test (Weiss, 1973) consisting of a maximum of 50 individually selected items chosen from the same item pool that was used to construct the required midquarter, including the same three content areas. (For a complete description of this testing procedure, see Bejar, Weiss, & Gialluca, 1977). The data used for this study were from 253 students from the fall quarter testing for whom achievement estimates from both tests and the date of the later test were available.

Since the adaptive and conventional tests were selected from the same content area pools, these two tests should have measured the same underlying dimension if the passage of time did not affect the latent space; and although differences in the precision of measurement between the two testing procedures were present (Bejar, Weiss, & Gialluca, 1977), they should not have affected the outcome of the present study.

**Scoring**

Peak-of-instruction achievement level estimates were obtained by scoring the students' midquarter item response data with the scoring program LINDSCO (Bejar & Weiss, 1979), which is designed to score conventional tests using item characteristic curve models. After-peak-of-instruction achievement estimates were obtained by scoring the stradaptive response vectors with the program ADADSCO (Bejar & Weiss, 1979), which is designed to score adaptive tests with item characteristic curve models. Since the maximum-likelihood logistic scoring method used in both programs is the same, the achievement level estimates obtained from the two programs are directly comparable.

**Analysis**

To determine whether the same latent space was operative after instruction that was operative at the peak of instruction, individuals' achievement levels at the peak of instruction were regressed on their achievement estimates after the peak of instruction. Since the later testing occurred over a period of a month, it was possible to analyze the effect of the passage of time on the relationship between achievement estimates. Since after-peak-of-instruction testing occurred only on weekdays, the weekends served as natural break points to divide the total group of students into four subgroups, each of which was tested during a different week in the month following the peak of instruction. Table 4 shows the total number of students tested each quarter, as well as the number tested in each week following the first midquarter examination.

If the time of testing after peak of instruction affects the latent space underlying testee responses, this effect may be studied by examination of the regression lines of peak testing on later testing using data from each of the 4 weeks of testing. To the extent that these regressions are parallel (i.e., exhibit no interaction between achievement level at the peak of instruction and the time of after-peak-of-instruction testing) and exhibit stable linear
Table 4
Total Number of Students Tested Each Quarter and Number Tested in Each Week Following Peak of Instruction (First Midquarter Examination)

<table>
<thead>
<tr>
<th>Group</th>
<th>Fall</th>
<th>Winter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Week 1</td>
<td>54</td>
<td>54</td>
</tr>
<tr>
<td>Week 2</td>
<td>81</td>
<td>90</td>
</tr>
<tr>
<td>Week 3</td>
<td>87</td>
<td>35</td>
</tr>
<tr>
<td>Week 4</td>
<td>29</td>
<td>6</td>
</tr>
<tr>
<td>Total</td>
<td>253</td>
<td>185</td>
</tr>
</tbody>
</table>

Trends, it may be concluded that the latent space is stable and that the achievement metric was unchanged with the passage of time. As the time between testings lengthens, if increasing deviations from parallelism and/or linearity are observed, it may be concluded that the underlying trait space changed with the passage of time after instruction. Thus, both the parallelism and linearity of the regression of peak-of-instruction achievement level estimates on achievement level estimates obtained from after-peak-of-instruction testing were investigated.

Parallelism of regressions. For each of the 4 weeks of testing following the test administered at the peak of instruction, a separate regression line was obtained to predict individuals’ later achievement levels from their peak-of-instruction achievement level estimates, using the subprogram REGRESSION contained in the Statistical Package for the Social Sciences (Nie, Hull, Jenkins, Steinbrenner, & Bent, 1970). In addition, the overall regression line was obtained, including all individuals regardless of the date of the later testing.

To statistically examine the parallelism of the regression lines from the 4 weeks following the classroom examination, it was necessary to determine whether the individual lines fit the data any better than the single overall regression line. This analysis used a test statistic described by Neter and Wasserman (1974). The statistic which determines whether the full model (F; the four individual regression lines) substantially reduced the sum of squares due to error (SSE) in the restricted model (F; the single overall regression line) in this application is

\[ W = \frac{SSE(F) - SSE(F)}{6} / \frac{SSE(F)}{N} \]

where \( N \) equals the number of individuals tested.

\( W \) is distributed as an \( F (6, N-8) \) distribution, and a significant value implies that the full model of four individual regressions is significantly more precise than the single restricted model. If the value of \( W \) is not significant, it implies that predictions of the students' achievement levels at the peak of instruction are just as good if the week of the later testing is ignored.
If the value of the statistic in Equation 1 is statistically significant, the individual regression lines are different in some respect from the overall regression line; it is then appropriate to test directly whether the individual regression lines differ significantly in slope. This may again be done through the use of Equation 1. In this instance, the restricted model becomes a single regression equation predicting individuals' later achievement estimates from their achievement estimates at the peak of instruction and from the week of the later testing. The full model uses these two predictors and adds the interaction of the two predictors to the model. A significant value for the statistic indicates a significant interaction between the predictor variables, indicating that the individual regression lines are not parallel. A significant result from this analysis would indicate a change in the latent space.

These analyses were implemented for both the fall quarter testing group and the winter quarter testing group in order to examine the stability of the results across independent groups.

Polynomial trend analysis. For each week of testing following the peak of instruction, it was desired to determine whether a linear trend existed and was sufficient to describe the prediction of the after-peak-of-instruction achievement estimate from the achievement estimate obtained at the peak of instruction. This was operationalized by fitting a fourth-degree polynomial regression equation to the data for each week of testing and separately determining the significance of each of the terms in the equations. To the extent that these regression equations exhibited an increasing trend toward curvilinearity as the time between testings increased, it could be inferred that the latent space was changing with time, causing a disruption in the interval properties of the original metric. If no such trend was observed, it could be concluded that the latent space remained stable as a function of time.

Regression equations were obtained from the REGRESSION subprogram in the Statistical Package for the Social Sciences (Nie, Hull, Jenkins, Steinbrenner, & Bent, 1970). Similar to the previous analysis, this analysis was implemented for both fall and winter quarters to permit replication of the results in independent groups.

Results

Parallelism of Regressions

Figure 5 shows individual regression lines obtained from each week of testing following the peak of instruction in the fall quarter (Figure 5a) and the winter quarter (Figure 5b), as well as the restricted regression line across weeks. Table 5 shows the sum of squares due to error and other descriptive statistics for each of the regression lines shown in Figure 5.

Using these sums of squares, the test for coincidence of regression in Equation 1 resulted in an $F$-value of 1.48 for the fall quarter data. This value, with 6 and 245 degrees of freedom, had a probability of occurrence by random fluctuation of $.10 < p < .25$. For the winter quarter data, the observed $F$-value was $.90$, with 6 and 177 degrees of freedom. The probability of obtaining an $F$-value at least this extreme by random fluctuation was $p > .25$. 
Figure 5
Regression Lines for Each Week Following Peak of Instruction
(First Midquarter Examination)

(a) Fall Quarter

(b) Winter Quarter
Table 5  
Number of Subjects, Sum of Squares Due to Regression, and Sum of Squares Due to Error for Week-by-Week Regressions and for Common Regressions, for Fall and Winter Quarters

<table>
<thead>
<tr>
<th>Quarter and Week</th>
<th>N</th>
<th>Sum of Squares Error</th>
<th>Sum of Squares Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fall Quarter</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 1</td>
<td>54</td>
<td>21.88</td>
<td>23.76</td>
</tr>
<tr>
<td>Week 2</td>
<td>83</td>
<td>33.50</td>
<td>23.52</td>
</tr>
<tr>
<td>Week 3</td>
<td>37</td>
<td>41.32</td>
<td>36.70</td>
</tr>
<tr>
<td>Week 4</td>
<td>29</td>
<td>12.54</td>
<td>15.11</td>
</tr>
<tr>
<td>Common</td>
<td>253</td>
<td>113.24</td>
<td>103.26</td>
</tr>
<tr>
<td><strong>Winter Quarter</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 1</td>
<td>54</td>
<td>20.77</td>
<td>13.32</td>
</tr>
<tr>
<td>Week 2</td>
<td>90</td>
<td>58.34</td>
<td>39.94</td>
</tr>
<tr>
<td>Week 3</td>
<td>35</td>
<td>12.83</td>
<td>20.75</td>
</tr>
<tr>
<td>Week 4</td>
<td>6</td>
<td>1.10</td>
<td>.78</td>
</tr>
<tr>
<td>Common</td>
<td>183</td>
<td>95.88</td>
<td>76.28</td>
</tr>
</tbody>
</table>

Neither obtained F-value was large enough to justify rejecting the null hypothesis. This finding implies that the individual regression lines obtained by taking the time lapse after the peak of instruction into account predicted later scores no better than the single overall regression line. Since the lines did not differ significantly, it was not necessary to test for parallelism among individual regression lines.

Polynomial Trend Analysis

Table 6 shows the significance of each polynomial term for the separate regression equations from each week of testing following the peak of instruction, for fall and winter quarters. This table shows that during the fall quarter, the linear term in the regression equation was significant, with a value of $p < .001$ in every week of testing. In only one instance was any other term's contribution to prediction significant at any reasonable significance level (i.e., $p < .05$): The quadratic term in the regression equation calculated from the fourth week of testing showed a significant contribution.

For the winter quarter the linear trend was again significant at the .001 level for the first 3 weeks of testing. The fourth week of testing resulted in the only nonsignificant linear trend in either quarter; this was probably due to the fact that the regression equation for the fourth week was based on only six students. It can also be seen that the quadratic term (the square of the peak achievement level estimate) in the regression equations obtained for each of the first 2 weeks of testing was a significant ($p < .05$) predictor of later performance for the winter quarter data. This trend was not evident in the third week of testing. Thus, a statistically significant quadratic trend was observed in the winter quarter data, but this trend did not increase as the time between testings increased. No other high order term contributed significantly to the prediction of later achievement level in either the fall or winter quarter data.
Table 6
Statistical Significance Level of Each Term of the Fourth Degree Polynomial Regression Equation Predicting Later Performance from Performance at the Peak of Instruction for Fall and Winter Quarters

<table>
<thead>
<tr>
<th>Quarter and Week</th>
<th>N</th>
<th>Linear</th>
<th>Quadratic</th>
<th>Cubic</th>
<th>Quartic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fall Quarter</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 1</td>
<td>54</td>
<td>.010</td>
<td>.019</td>
<td>.671</td>
<td>.600</td>
</tr>
<tr>
<td>Week 2</td>
<td>83</td>
<td>.018</td>
<td>.018</td>
<td>.833</td>
<td>.589</td>
</tr>
<tr>
<td>Week 3</td>
<td>87</td>
<td>.260</td>
<td>.341</td>
<td>.207</td>
<td></td>
</tr>
<tr>
<td>Week 4</td>
<td>29</td>
<td>.167</td>
<td>a</td>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>Winter Quarter</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 1</td>
<td>54</td>
<td>.010</td>
<td>.019</td>
<td>.671</td>
<td>.600</td>
</tr>
<tr>
<td>Week 2</td>
<td>90</td>
<td>.018</td>
<td>.018</td>
<td>.833</td>
<td>.589</td>
</tr>
<tr>
<td>Week 3</td>
<td>35</td>
<td>.260</td>
<td>.341</td>
<td>.207</td>
<td></td>
</tr>
<tr>
<td>Week 4</td>
<td>6</td>
<td>.167</td>
<td>a</td>
<td>a</td>
<td>a</td>
</tr>
</tbody>
</table>

*Results not reported due to small N.*

Discussion

Since the regression lines obtained in the different weeks of after-peak-of-instruction testing did not differ significantly from one another, the results of these analyses did not support the hypothesis that the achievement metric changed as a function of the time lapse between the peak of instruction and later achievement testing. The data indicate that the trait space was stable to the limit of the power of this analysis. It can also be seen from the data (see Figure 5) that student achievement measured after the peak of instruction was shifted in a linear manner from that measured at the peak of instruction; this is indicated by the nonzero intercepts and nonunit slopes of the overall regression lines from both quarters. The difference may be due to a lack of motivation or preparation for the after-peak-of-instruction tests, since that testing was voluntary and the scores on that test had no effect on students' course grades. In both quarters, however, there was no evidence of any change in the latent space with the passage of time.

The polynomial trend analysis indicated that in each week of testing following the peak of instruction, the maximum-likelihood estimates of achievement level at the peak of instruction were a significant linear predictor of later achievement levels. This finding was consistent across academic quarters. For the fall quarter the quadratic trend was significant only in the final week of testing. For the winter quarter the quadratic trend was a significant predictor in the first 2 weeks of testing, but not in the third week. These inconsistent findings imply that the quadratic trend observed may be a sample artifact.

The results from this analysis indicate that the only polynomial trend that acted as a consistent indicant of achievement was the linear term. It is, therefore, probable that the metric underlying individual testee response had not changed in any increasingly nonlinear manner, as would be expected if
the time between testings systematically affected the metric along which achievement was being measured, since no such systematic trend was noted.

Conclusions

The consistent findings of the analyses of the effect of time of after-peak-of-instruction testing on the measurement of achievement are as follows:

1. A single linear regression, using only prior performance as a predictor, was as efficient for the prediction of later performance as were four regression lines that took into account the time elapsed between peak of instruction and later testing.

2. The linear prediction trend was consistently significant in each week of testing following the peak of instruction.

3. No nonlinear prediction trend was consistently significant across all weeks of testing.

4. No significant increase in the significance of nonlinear prediction trends was observed with the increase of time elapsed between peak of instruction and later testing.

These findings lead to the conclusion that there was no evidence to support the hypothesis that the achievement variable changed as a function of the time lapse between peak of instruction and measurement of an individual's achievement level. The unidimensional ICC-based variable that had been used to measure achievement of individuals at the peak of instruction seemed to adequately describe the achievement of individuals as much as a month after the peak of instruction.

Implications and Limitations

Implications

The results of these studies have implications for the measurement of achievement using both the pretest-test and test-posttest paradigms. The data suggest that there may be metric problems in the application of ICC item parameters based on peak-of-instruction data to pretest data. Both the item difficulty and discrimination parameters estimated at the pretest (prior to instruction) differed substantially from those estimated at the peak of instruction. This result was reinforced by factor analyses of item sets obtained prior to instruction and at the peak of instruction; the variance accounted for by the first factor was considerably less at the pretest than it was at the peak of instruction. The implication of these results is that ICC-based pretest and peak-of-instruction achievement measurements may not be on the same dimension. Thus, the achievement variable measured at the pretest may be a different variable than that measured at the peak of instruction.

The importance of this finding, if it can be replicated in other data sets, is to call into question the utility of the pretest-test model for measuring gains in achievement. If the pretest achievement variable is, in fact, a different variable from that measured at the conclusion of instruction, it
is inappropriate to compute individual or group gain or change scores as indicators of growth in achievement. Such change scores would be completely useless in providing reliable estimates of growth in achievement levels because of the differences in the variables involved at the two points in time.

Contrary to the negative implications of these data for measuring achievement in a pretest-posttest paradigm, results of the second study support the use of an ICC-based test-posttest paradigm for the measurement of retention, at least within the 1-month time interval studied. Data from the second study showed that ICC-based achievement level estimates taken as much as a month after the peak of instruction were consistently linearly related to achievement level estimates taken at the peak of instruction. Thus, the data indicate that these posttest measurements were on the same ICC metric as the peak-of-instruction achievement level estimates. The data did show a level difference in the achievement estimates, but this might have resulted from design aspects of the study. Should future studies replicate this result (with or without the level difference), the data imply that gain (or loss) scores measuring retention after the peak of instruction may be meaningfully determined using ICC-based approaches.

The positive findings from the after-peak-of-instruction data also are in support of the potential of computerized adaptive testing for applications in the measurement of achievement. The data indicated linear relationships among ICC-based achievement level estimates obtained up to 4 weeks after instruction. Thus, even with limited availability of testing terminals, which might be characteristic of adaptive testing in certain instructional environments, it may be possible to obtain equivalent achievement estimates for students tested as long as a few weeks after the material was covered in a course. This should minimize the cost of an adaptive testing system and make its use economically feasible for classrooms of all sizes. Further research will be necessary, of course, to determine whether the observed mean differences in student performance after the peak of instruction were due to the motivational factors characteristic of voluntary participation.

Limitations

Both of the studies reported above were done within the context of a single undergraduate survey biology course. This limits the generalizability of the studies in several ways. For example, the weak factor structure noted in students' responses prior to instruction may be due to the fact that this was an introductory course. It is very possible that a more advanced course might show a strong prior-to-peak-of-instruction factor structure which is similar to the peak-of-instruction factor structure. In addition, different items drawn from the same content pool were used in the prior-to-instruction and peak-of-instruction factor comparisons. Future studies should compare the factor structures of the same items prior to instruction and at the peak of instruction.

Further limitations in the constancy of the testing procedures might have added some biases to the conclusions drawn. The pretest measure was required of all students attending the first lecture of the class, but it did not affect students' grades in the course. The first midquarter examination (peak-of-instruction test) was required of all students in the course and did have a bearing on the students' grade in the course. The after-peak-of-instruction measure was a voluntary test which allowed students to add extra credit points
to their course grade. In addition, this test was a computer-administered stradaptive test, whereas the first two tests were administered in conventional paper-and-pencil format. These differences, both methodological and motivational, may have added some unknown amount of bias to the results of the studies. Thus, replication of these studies in other instructional environments, and with revisions in the research design, is appropriate.
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Table A
Parameter Estimates for Items Used in Study of Peak/Peak Parameter Correspondence

<table>
<thead>
<tr>
<th>Item Number</th>
<th>First Administration</th>
<th>Second Administration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test*</td>
<td>Parameter</td>
</tr>
<tr>
<td>3002</td>
<td>WF</td>
<td>0.82 0.13 0.14</td>
</tr>
<tr>
<td>3034</td>
<td>W1</td>
<td>1.01 0.37 0.28</td>
</tr>
<tr>
<td>3038</td>
<td>W1</td>
<td>1.58 -0.56 0.28</td>
</tr>
<tr>
<td>3201</td>
<td>W1</td>
<td>1.07 -1.34 0.23</td>
</tr>
<tr>
<td>3206</td>
<td>W1</td>
<td>0.74 1.51 0.21</td>
</tr>
<tr>
<td>3216</td>
<td>W1</td>
<td>1.27 -0.62 0.18</td>
</tr>
<tr>
<td>3218</td>
<td>W1</td>
<td>0.82 0.58 0.12</td>
</tr>
<tr>
<td>3237</td>
<td>WF</td>
<td>1.54 -0.37 0.18</td>
</tr>
<tr>
<td>3241</td>
<td>W1</td>
<td>1.12 2.48 0.24</td>
</tr>
<tr>
<td>3414</td>
<td>W1</td>
<td>0.88 2.29 0.32</td>
</tr>
<tr>
<td>3651</td>
<td>W2</td>
<td>0.81 2.27 0.44</td>
</tr>
<tr>
<td>3812</td>
<td>W2</td>
<td>0.74 -0.66 0.11</td>
</tr>
<tr>
<td>3909</td>
<td>W2</td>
<td>1.34 0.77 0.38</td>
</tr>
<tr>
<td>4006</td>
<td>WF</td>
<td>0.84 -0.59 0.16</td>
</tr>
<tr>
<td>4036</td>
<td>WF</td>
<td>1.24 -0.61 0.23</td>
</tr>
<tr>
<td>4044</td>
<td>WF</td>
<td>0.80 -1.12 0.38</td>
</tr>
<tr>
<td>4229</td>
<td>WF</td>
<td>1.36 -0.45 0.38</td>
</tr>
<tr>
<td>4238</td>
<td>WF</td>
<td>0.83 1.54 0.42</td>
</tr>
</tbody>
</table>

*W=Winter Quarter 1976; S=Spring Quarter 1976; 1=First Midquarter Examination; 2=Second Midquarter Examination; F=Final Examination
Table B

InterItem Correlations among 21 Items Selected from Pretest (Lower Triangle) and First Midquarter Examination (Upper Triangle)

|   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  | 18  | 19  | 20  | 21  |
|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1 | --  | 23  | 32  | 21  | 28  | 20  | 03  | 18  | 06  | 20  | 20  | 39  | 39  | 18  | 40  | 34  | 27  | 08  | 26  | 32  | 16  | 22  |
| 2 | 11  | --  | 25  | 14  | 13  | 16  | 12  | 15  | 20  | 16  | 09  | 15  | 26  | 22  | 27  | 08  | 16  | 25  | 11  | 03  |     |     |
| 3 | -11 | 02  | --  | 13  | 28  | 22  | 22  | 16  | 23  | 16  | 22  | 24  | 06  | 15  | 29  | 31  | 12  | 12  | 29  | 12  | 11  |     |
| 4 | 04  | -02 | 13  | --  | 15  | 14  | 13  | 06  | 08  | 19  | 14  | 23  | -02 | 20  | 14  | 24  | 19  | 12  | 18  | 13  | 11  |     |
| 5 | 11  | 00  | 01  | 05  | --  | 35  | 25  | 34  | 36  | 37  | 39  | 21  | 21  | 26  | 38  | 25  | 23  | 12  | 39  | 13  | 21  |     |
| 6 | 01  | -03 | 05  | 07  | 05  | --  | 18  | 21  | 28  | 21  | 23  | 19  | 19  | 21  | 25  | 27  | 20  | 22  | 39  | -04 | 10  |     |
| 7 | 02  | 06  | 03  | 10  | 00  | 10  | --  | 11  | 23  | 00  | 19  | 15  | 15  | 13  | 13  | 13  | 19  | 10  | 06  | 29  | 13  | 12  |
| 8 | 07  | -07 | 09  | 12  | 05  | 12  | 17  | --  | 33  | 22  | 26  | 22  | 15  | 16  | 20  | 28  | 16  | 11  | 30  | 07  | 15  |     |
| 9 | 00  | 01  | -05 | -04 | 12  | 01  | -02 | 04  | --  | 27  | 30  | 19  | 24  | 08  | 21  | 28  | 19  | 19  | 31  | 14  | 17  |     |
| 10| 07  | 02  | 03  | 03  | 18  | 05  | 04  | 01  | 08  | --  | 26  | 15  | 27  | 35  | 23  | 34  | 14  | 15  | 38  | 17  | 10  |     |
| 11| 19  | 01  | 01  | 06  | 12  | -03 | 08  | 23  | 08  | 09  | --  | 26  | 19  | 33  | 33  | 33  | 14  | 27  | 40  | 09  | 20  |     |
| 12| 11  | -03 | 03  | 12  | 05  | 09  | 08  | 11  | -02 | 04  | 16  | --  | 14  | 13  | 18  | 28  | 23  | 22  | 22  | 12  | 10  |     |
| 13| 17  | 06  | 15  | 37  | 14  | 13  | 20  | 24  | -01 | 04  | 22  | 14  | --  | 26  | 24  | 15  | -01 | 20  | 30  | 02  | 06  |     |
| 14| -04 | 03  | 10  | 05  | -02 | 04  | 01  | 02  | -05 | 06  | 03  | -03 | 11  | --  | 22  | 16  | 06  | 12  | 42  | -01 | 11  |     |
| 15| 24  | -02 | 03  | 19  | 01  | 13  | 23  | 20  | -02 | 22  | 09  | 24  | 09  | --  | 36  | 13  | 22  | 38  | -05 | 22  |     |
| 16| 06  | 00  | 10  | 08  | 04  | 00  | 11  | 12  | 04  | 12  | 08  | 14  | 11  | 03  | 03  | --  | 19  | 28  | 45  | 19  | 21  |     |
| 17| -01 | 00  | 01  | 04  | -10 | 14  | 01  | 04  | -10 | -01 | 03  | 02  | 06  | -01 | -03 | -13 | --  | 16  | 19  | 19  | 16  |     |
| 18| 20  | 01  | 08  | 21  | 06  | 09  | 19  | 14  | -01 | 07  | 06  | 17  | 21  | 05  | 11  | 17  | 08  | --  | 29  | 12  | 05  |     |
| 19| 03  | 05  | 01  | 04  | 07  | 08  | 18  | 03  | -09 | -06 | 05  | 03  | 00  | 01  | 04  | 10  | 02  | 09  | --  | 03  | 24  |     |
| 20| 03  | 07  | 04  | 04  | 09  | -02 | 01  | 10  | 00  | 07  | 05  | 10  | 11  | 16  | 07  | -01 | 06  | 08  | -02 | --  | 15  |     |
| 21| 19  | 03  | 02  | 09  | 07  | 06  | 16  | 03  | 06  | -04 | 10  | 07  | 15  | -03 | 11  | -05 | 06  | 19  | -01 | 02  | --  |

**Note.** Item numbers are arbitrary; different items were selected from the same content areas at both Pretest and First Midquarter.
Table C

Five-Factor Solutions Prior to Instruction (Pretest) and at Peak of Instruction (First Midquarter Examination)

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior to Instruction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.32</td>
<td>.38</td>
<td>-.26</td>
<td>.00</td>
<td>-.18</td>
</tr>
<tr>
<td>2</td>
<td>.04</td>
<td>.05</td>
<td>-.06</td>
<td>.01</td>
<td>-.13</td>
</tr>
<tr>
<td>9</td>
<td>.16</td>
<td>-.18</td>
<td>.18</td>
<td>-.01</td>
<td>.03</td>
</tr>
<tr>
<td>11</td>
<td>.54</td>
<td>-.40</td>
<td>-.03</td>
<td>-.11</td>
<td>-.12</td>
</tr>
<tr>
<td>15</td>
<td>.21</td>
<td>.19</td>
<td>-.01</td>
<td>-.22</td>
<td>-.01</td>
</tr>
<tr>
<td>17</td>
<td>.14</td>
<td>-.09</td>
<td>-.00</td>
<td>.13</td>
<td>.09</td>
</tr>
<tr>
<td>18</td>
<td>.32</td>
<td>.03</td>
<td>.10</td>
<td>.29</td>
<td>-.01</td>
</tr>
<tr>
<td>19</td>
<td>.41</td>
<td>.08</td>
<td>.14</td>
<td>.11</td>
<td>.41</td>
</tr>
<tr>
<td>22</td>
<td>.02</td>
<td>.17</td>
<td>.01</td>
<td>-.19</td>
<td>.04</td>
</tr>
<tr>
<td>23</td>
<td>.12</td>
<td>.12</td>
<td>.12</td>
<td>-.18</td>
<td>-.05</td>
</tr>
<tr>
<td>24</td>
<td>.36</td>
<td>.26</td>
<td>-.04</td>
<td>-.09</td>
<td>.19</td>
</tr>
<tr>
<td>25</td>
<td>.27</td>
<td>.11</td>
<td>.08</td>
<td>.04</td>
<td>-.03</td>
</tr>
<tr>
<td>27</td>
<td>.75</td>
<td>-.32</td>
<td>-.11</td>
<td>-.18</td>
<td>-.03</td>
</tr>
<tr>
<td>29</td>
<td>.11</td>
<td>-.10</td>
<td>.07</td>
<td>-.05</td>
<td>.06</td>
</tr>
<tr>
<td>30</td>
<td>.41</td>
<td>.15</td>
<td>-.12</td>
<td>-.03</td>
<td>.15</td>
</tr>
<tr>
<td>32</td>
<td>.25</td>
<td>.15</td>
<td>.51</td>
<td>-.04</td>
<td>-.17</td>
</tr>
<tr>
<td>33</td>
<td>.06</td>
<td>-.14</td>
<td>-.15</td>
<td>.24</td>
<td>.08</td>
</tr>
<tr>
<td>36</td>
<td>.41</td>
<td>.08</td>
<td>.07</td>
<td>.20</td>
<td>-.22</td>
</tr>
<tr>
<td>37</td>
<td>.12</td>
<td>.05</td>
<td>.12</td>
<td>.24</td>
<td>-.04</td>
</tr>
<tr>
<td>38</td>
<td>.16</td>
<td>.01</td>
<td>-.01</td>
<td>-.06</td>
<td>.07</td>
</tr>
<tr>
<td>39</td>
<td>.25</td>
<td>.11</td>
<td>-.24</td>
<td>.15</td>
<td>-.11</td>
</tr>
<tr>
<td>Peak of Instruction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.59</td>
<td>.68</td>
<td>-.08</td>
<td>-.33</td>
<td>.01</td>
</tr>
<tr>
<td>4</td>
<td>.36</td>
<td>.11</td>
<td>-.04</td>
<td>.16</td>
<td>.00</td>
</tr>
<tr>
<td>7</td>
<td>.44</td>
<td>.07</td>
<td>.10</td>
<td>-.03</td>
<td>-.15</td>
</tr>
<tr>
<td>10</td>
<td>.31</td>
<td>.12</td>
<td>.15</td>
<td>.03</td>
<td>.07</td>
</tr>
<tr>
<td>13</td>
<td>.70</td>
<td>-.46</td>
<td>-.04</td>
<td>-.48</td>
<td>.15</td>
</tr>
<tr>
<td>14</td>
<td>.49</td>
<td>-.38</td>
<td>-.06</td>
<td>-.03</td>
<td>-.14</td>
</tr>
<tr>
<td>16</td>
<td>.13</td>
<td>-.01</td>
<td>.09</td>
<td>-.07</td>
<td>-.11</td>
</tr>
<tr>
<td>19</td>
<td>.41</td>
<td>-.20</td>
<td>.07</td>
<td>.07</td>
<td>-.01</td>
</tr>
<tr>
<td>22</td>
<td>.49</td>
<td>-.16</td>
<td>.13</td>
<td>.03</td>
<td>-.02</td>
</tr>
<tr>
<td>25</td>
<td>.51</td>
<td>-.07</td>
<td>-.10</td>
<td>.23</td>
<td>.40</td>
</tr>
<tr>
<td>28</td>
<td>.58</td>
<td>.07</td>
<td>-.05</td>
<td>-.04</td>
<td>-.04</td>
</tr>
<tr>
<td>31</td>
<td>.43</td>
<td>.15</td>
<td>.19</td>
<td>-.05</td>
<td>-.10</td>
</tr>
<tr>
<td>34</td>
<td>.36</td>
<td>-.04</td>
<td>-.22</td>
<td>.12</td>
<td>.04</td>
</tr>
<tr>
<td>37</td>
<td>.48</td>
<td>.16</td>
<td>-.39</td>
<td>.05</td>
<td>.20</td>
</tr>
<tr>
<td>40</td>
<td>.54</td>
<td>.01</td>
<td>-.13</td>
<td>-.00</td>
<td>-.19</td>
</tr>
<tr>
<td>41</td>
<td>.60</td>
<td>.04</td>
<td>.20</td>
<td>.28</td>
<td>-.11</td>
</tr>
<tr>
<td>43</td>
<td>.31</td>
<td>-.08</td>
<td>.30</td>
<td>.00</td>
<td>.02</td>
</tr>
<tr>
<td>46</td>
<td>.38</td>
<td>.10</td>
<td>.06</td>
<td>.14</td>
<td>-.11</td>
</tr>
<tr>
<td>49</td>
<td>.69</td>
<td>-.05</td>
<td>-.16</td>
<td>.19</td>
<td>-.08</td>
</tr>
<tr>
<td>52</td>
<td>.20</td>
<td>.12</td>
<td>.46</td>
<td>.01</td>
<td>.32</td>
</tr>
<tr>
<td>55</td>
<td>.31</td>
<td>.03</td>
<td>.12</td>
<td>-.07</td>
<td>-.01</td>
</tr>
</tbody>
</table>
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