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ABSTRACT

With the increased use of electronic flight-control systems for better aircraft performance and cost-effectiveness, development and test techniques which can insure the integrity of such systems have become critically important. Rapid advances in solid-state electronics have permitted a hundred-fold decrease in control computer size, power and cost over the past two decades. Designers have capitalized on these gains primarily by incorporating additional control functions to improve aircraft capabilities. Resulting control systems have become very complex and reliability requirements have mushroomed. This paper summarizes the evolution of these requirements, outlines the current status of flight control reliability, and highlights promising methods of achieving integrity in future flight control systems.

INTRODUCTION

While reliable control of the flight path has been man's primary concern since the conception of the airplane, modern flight control really came into its own with the automatic flight control systems introduced after World War II. With the advent of the jet engine and the attendant extension of the flight envelope and airplane configuration, designers increasingly turned to the control engineer for help in the solution of the multitude of problems brought on by this new phase of flight.

Beginning with the early all-electric autopilots and the first demonstration of automatic flight, resultant control advances, led by electronic technology gains, have revolutionized flight control functions and mechanizations over the past three decades. Replacement of mechanical linkages by computer modules, and the subsequent miniaturization of these modules, have provided the potential for control systems volume and weight reductions of nearly two orders of magnitude. Figure 1 shows the impact of these electronic advances for a representative autopilot subassembly. A typical 1958 subsystem with about 950 cubic centimeters of circuit cards could - in 1968 - be produced as two microelectronic modules having a volume of less than 50 cubic centimeters. By 1973, hybrid design concepts reduced the volume of these modules to less than 10 cubic centimeters. In practice, much of this potential has been used to add new flight control system functions aimed at further improving aircraft performance.

As a result, flight control applications have evolved from simple pilot-relief autopilots to flight-critical and redundant fly-by-wire and active control systems. To assure the integrity of these systems, more hardware had to be added to achieve the reliability needed for flight safety. Figure 2 illustrated this evolution in complexity. Early added control system functions, such as command augmentation, could be accommodated with a single, non-redundant channel. As new functions were adopted and the pilot became more dependent on these functions, in-line monitors were included to check the system integrity. For flight-critical implementations which required accommodation of inflight failures, additional levels of redundancy were incorporated to provide fail-safe and fail-operative performance. Redundancy management electronics which provided the circuitry for accuracy enhancement, fault isolation, fault reporting and built-in test rapidly became the dominant part of the system. The related growth in complexity has led to a twenty-fold increase in the number of system elements. Flight control system reliability requirements have increased at an even faster pace and are now comparable to those for the primary structure. As represented in Figure 3 by the probability of computer systems failure for a 10 hour flight period, this increase spans some six orders of magnitude over the past 20 years. Failure probabilities of less than $10^{-9}$ per flight hour, projected for the flight-critical control systems of the next generation of aircraft, thus present a major and relatively unexplored challenge to the flight control system designer.

CURRENT STATUS

The current status of flight control systems reliability can best be assessed by reviewing the performance of state-of-the-art avionics hardware through the analysis of a quantifiable parameter such as MTBF (Mean Time Between Failures). One such study \textsuperscript{1} assessed some 98 different types of avionics equipment. Over 1.2 million aircraft failures observed during more than a million flight hours were included in the analysis. Avionics subsystems were found to be involved in more aircraft failures than any other aircraft subsystem, with the proportion of avionics failures to total failures ranging from 27% for helicopters to 52% for supersonic fighters. Avionics subsystems were found to experience one failure every 2.8 flight hours, on average. As shown in Figure 4, only 45% of the failures studied were traceable to specific hardware and software causes. The remaining 55% were classified either as hardware failures with unknown causes (26%) or as an anomaly (29%), defined as any failure which could not be verified in maintenance checkout. For equipment procured under contracts which included an MTBF specification as part of the overall design criteria, less than 25% of the specified MTBF was actually achieved in the field. Even so,
MTBF's were higher by a factor of 1.4 in equipment procured under contracts containing an MTBF specification than in equipment procured with no MTBF specification.

The difficulties in achieving specified reliability standards, and in diagnosing failures in modern avionics equipment, underscore the need for reliable design concepts and methods for future aircraft flight control systems.

**HIGH-RELIABILITY APPROACHES**

High-integrity flight control systems must achieve required reliability standards while maintaining an appropriate balance among the competing factors of cost, scheduling, and performance. Thus, reliability should be an inherent element of the total design approach, with responsibility for achieving established reliability goals assigned (and accepted) early in the conceptual stages of design. By addressing the question of high system reliability throughout the design process, many resources (both dollars and hours) can be saved which would otherwise have to be devoted to after-the-fact design alterations. The fail-and-fix approach to system reliability, inherently inefficient in general, is particularly ineffective in eliminating those design problems which result in relatively infrequent failures. This is especially relevant for future complex avionics and flight control mechanizations, which are characterized by thousands of potential failure modes, none of which may repeat often enough to assure their elimination.

Considerable design and test experience for such analog and digital fly-by-wire flight control systems has been obtained. Figure 5 illustrates a representative advanced flight control system, the digital fly-by-wire system developed and tested by NASA on an F-8 aircraft. Typical elements of such a system include sensor modules to determine the aircraft state and errors from a desired path, processing electronics and networks to generate the necessary control commands, and actuators to drive the aircraft control surfaces.

Reliability characteristics for each of these elements and for the total system must be considered to assure adequate flight control integrity.

**Sensors**

Accelorimeters, gyros, and differential transformers are the most commonly used sensors in automatic flight-control systems. Since servonulled linear accelerometers and linear variable differential transformers have well-established records for reliability and are likely to continue to be used in highly-reliable flight control applications in the future, the greatest improvements in sensor reliability will probably be made in angular rate sensors. Moreover, the successful exploitation of the component-redundancy approach requires a certain amount of a priori information about the failure mechanisms which is to be eliminated. For example, one would probably apply a parallel arrangement of redundant components if the most likely failure were an open circuit, while short circuits are better accounted for by arranging components in series. A relatively complex arrangement of redundant components is required to protect against all possible combinations of component failures. Figure 6 illustrates the problem facing the designer when he uses redundancy to protect against component failures in even a simple application. Reliable information about probable failure modes is difficult enough to obtain after a failure has occurred; it is that much more difficult to generate such information in an a priori fashion during the design stage.

The problems associated with defining a priori the most likely component failure modes can be eliminated by applying the redundancy method on a system level in which any failure in a prime system results automatically in a shut-down of the prime system and a simultaneous switch to the first of one or more back-up systems. Subsystem redundancy entails the same fundamental restrictions as component redundancy (increased size, weight, cost) but, as discussed earlier, leads to an enormous increase in system complexity.
and sophistication. In addition to providing in the backup system or systems all
the functional capabilities of the prime system, it is also necessary to incorporate some
means for detecting prime system failures in real-time and for switching from prime to
backup systems. Currently, research is being sponsored at several places to develop the
technology of fault-tolerant computer systems for application where extremely high
reliability is required, with both hardware and software methods being investigated.9,10
The fault-tolerant computer used in future flight-control applications will be capable of
detecting computer-system errors. It will further be able to assess the error and take
corrective action as appropriate. For example, the highly-reliable computer will be
able to alter its internal processing procedures through reconfiguration to bypass
the fault which has been detected. The application of such fault-tolerant techniques
will eventually allow the power of real-time computer processing to be applied even in
flight-critical applications.

Actuators
Hydraulic actuators are used extensively in highly reliable flight-control systems and
reliability is achieved through the application of advanced technology at both the compon-
ent and the system level. On the component level, improvements which continue to be made
in hydraulic fluids, tube connectors, tube materials, seals, and filtration techniques
will ultimately result in enhanced reliability for the entire flight control system. New
system-level technology under consideration includes high-pressure fluid-distribution
systems to achieve substantial reductions in space and weight with improved maintainability
and reliability. Integrated actuators, capable of positioning the control surface directly
from an electrical command, will likely be a part of future highly reliable control systems.

Reliability in actuator systems is often achieved by the application of various redundancy
methods. The multicylinder hydraulic actuator is in widespread use and is found in a
large number of configurations. Dual and triple designs of tandem cylinders have been
built, as have multiple single cylinders, to achieve enhanced reliability. Combinations
of independent control surfaces operated by individual actuators are also used to further
improve control system reliability. For the purpose of enhanced failure detection in
redundant actuators, digital or incremental technology can be applied to the electro-
hydraulic part of such systems.12,13

SOFTWARE IMPLICATIONS
The importance of software reliability is often underestimated when the question of
overall system reliability is considered. It is assumed that software errors are found
during debugging and testing and that the probability that a hardware component or sub-
system will fail represents the essence of the system reliability concept. Unfortunately,
errors in the assembly of software code are as likely to escape "final check-out" as the
design and fabrication shortcomings which eventually lead to hardware failures.

Figure 7 indicates the evolution of computer hardware and software costs. Note that the
ratio of software costs to total system costs is growing rapidly. This reflects in part
recent and projected decreases in the cost of computer hardware, but the trend is also
due to the growing size and complexity of modern software operating systems. It is to
be expected that this increase in software sophistication will be accompanied by a
larger corresponding increase in systems-reliability problems associated with software errors.

The relative importance of software reliability becomes clearer when one realizes that,
in current electronic flight control systems, software costs exceed computer hardware
costs. A factor of three to four and that the largest effort in developing software is
due to the testing, correction, retesting, release, recall, correction, and re-release
of software.14 The task of developing the original code is quite small in comparison.
Figure 8 represents the estimated and actual costs of developing software for a represen-
tative system. This figure illustrates that software costs are often unanticipated, or
at best underestimated, and that considerable effort is routinely expended in the post-
production stage of system development to correct software-related errors.

The magnitude of this problem can be further appreciated when one realizes that, while
the hardware designer has at his disposal a wide range of design methodologies and alter-
natives to use in optimizing hardware reliability, the software designer does not.
Historically his objective has been limited to developing coding to the point that it
"works"; that is, to the point that the software program consistently produces expected
results from a set of known inputs.

When the concept of hardware reliability was originally conceived, hardware-systems
engineering was a well-developed field. By contrast, the problem facing software
designers is that coding is fundamentally an art form, with no generalized methodology
available for guidance in the development of software.

Structured programming techniques16 and standardized higher-order languages17 do offer
some promise of segmenting and simplifying future software generation. Compiler writing
systems, first developed by DOD and now being extended by NASA, can further aid this
process by automatically translating programs written in a higher order language into
machine language for a candidate flight computer. Used with software-reference libraries,
which assemble commonly-used software algorithms such as quadratic filters, and with
built-in validation and verification programs, these compiler writing systems can sig-
nificantly decrease the cost of the many iterations and changes inherent in the design of
flight control systems.
Other software reliability-assurance systems, under development by NASA, will be capable of detecting and assessing errors and reconfiguring the operating systems in such a way that the error mechanism which has been detected is by-passed. In a parallel effort, a number of reliability assessment methods are being designed to provide the design engineer with a yardstick for measuring the reliability of complex computer systems. An example of such an effort is the computer-aided reliability analysis (CARE) program developed by the Langley Research Center. This program calculates the reliability of a given fault-tolerant system model and is currently being extended to include multiply-redundant, highly-reliable computer configurations.

While efforts are under way within NASA, as well as in industry and DOD, to develop a consistent software design methodology, progress in this extremely difficult and complex endeavor is necessarily slow. With the rapid advances now being witnessed in the technology of reliable, solid-state hardware, it is becoming increasingly likely that future systems reliability will be paced more and more by developments in software engineering or that much future software will be replaced by hard-wired equivalents or firmware.

**LIGHTNING CONSIDERATIONS**

Flight control systems must operate in an environment in which severe electrical transients caused by lightning strikes are likely, if not certain, to occur. Lightning strikes on representative transport aircraft have occurred about once per 2500 flight hours. It is important that the designer understand the lightning threat and allow for it in the design of avionics and flight control systems.

As illustrated in Figure 9, a typical lightning flash always involves an entry point and an exit point on the aircraft. Usually these points are extremeties on the aircraft, such as the nose and wing tip. Each lightning flash is composed of a number of high current strokes, with peak currents ranging from 30,000 amperes for a moderate stroke to around 200,000 amperes for a severe stroke. The total lightning event may last from 0.1 to 1 second, with continuous currents on the order of several hundred amperes between strokes.

Lightning current flowing through the structural resistance of the aircraft produces a voltage which can be thought of loosely as an IR drop across the structure. Circuits with multiple connections to the aircraft structure will have this voltage developed across the corresponding terminals. Such IR effects can be countered by employing a single point ground to the aircraft frame or by using differential wiring in which wires are provided for signal and power return paths instead of the aircraft frame.

Some insight into the severity of the lightning problem can be gained by reviewing the results of electrical transient tests conducted in 1973 on the NASA F-8 Digital Fly-by-Wire (DFBW) aircraft.

In these tests, simulated lightning strikes at a non-destructive level of 300 amperes were applied to an early configuration of the DFWB aircraft while voltage and current measurements were made in various circuits. Results of measurements at this level were then scaled up by assuming a lightning current of 30,000 amperes. Voltages (for a 30,000 ampere strike) in the range of 60 to 120 volts were determined in the Apollo guidance computer with levels on the order of 200 volts for the power busses. Currents measured in the wire bundles located in the left gun bay indicated that up to 180 amperes peak-to-peak would be induced by a 30,000 ampere strike. Figure 10 illustrates the resultant distribution of current amplitudes in the cable bundles. These levels, if not protected against, would exceed the typical 10 ampere peak current specified for electronic flight control systems.

The designer basically has two options for incorporating lightning resistance into his design. He can attempt to insure that all sensitive circuits are contained within a transient-free environment or he can specifically design the system to accept transients at all terminals.

The first approach usually employs a Faraday-Cage grounded chassis construction, with the input power carefully filtered and all wires connecting to other subsystems thoroughly shielded. The details of the second approach depend on the specifics of the system being designed, but certain general practices include coupling transformers to protect sensitive circuits from common-mode surges, balanced transmission lines and grounded shields on all transmission cables, and voltage clamps on signal leads.

**FAILURE DETECTION METHODS**

Failure detection is one of the keys to high system reliability. Generally, failures are detected at the component level prior to fabrication, or at the system level after fabrication. Both failure detection methods will be considered briefly in this section.

**Component Failures**

Since the cost of detecting faults on the component level is 1/3 the cost of detecting failures at the system level, the importance of component failure detection cannot be overemphasized. The purpose of component testing is of course, to screen out faulty components in the beginning and to gain some insight as to how the performance of a good
Component will vary over its lifetime as it is exposed to its operational environment in a specific user task. As shown in Figure 11, the probability of failure decreases with the initial or "burn-in" phase of the components lifetime, reaching a minimum constant level. After some period of time, the probability of failure begins to increase with time, reflecting the influence of wear-out failures. The essence of component testing is to try to predict the parameters of this curve for the component under evaluation.

Component testing methods can be classified as either destructive or non-destructive. Each category includes environmental, physical, and electrical tests. Examples of destructive environmental tests are operation of the component to failure under extremes of humidity or pressure, or through exposure to salt spray or corrosive solvents. In destructive physical tests, components are inspected after being subjected to radial, axial, and tension forces, and twisting or bending moments. Destructive electrical tests include tests for voltage breakdown in dielectrics and insulators, and tests for input protection in electronic components susceptible to damage from static discharge, such as MOS integrated circuits.

There are a very wide range of non-destructive environmental tests including thermal tests which measure component performance at constant temperature and in large thermal gradients, and mechanical tests in which component performance is measured in the presence of vibration, acceleration, and mechanical shock.

Non-destructive physical tests include leak tests for hermeticity and x-ray tests to detect loose foreign particles within a component assembly. Non-destructive electrical tests are many and varied and the details of the test depend on the component to be tested. In general, nondestructive electrical component tests are designed to determine whether the component performs a specified function as the result of a given input. Examples include tests to determine if resistance and capacitance values are within specified tolerance ranges and state tests on integrated circuit logic gates.

System Failures

The failure detection at the system level is most important, as it determines the efficiency of the redundancy concept used in the system. Two basic modes of failure detection have to be considered together, the off-line detection (pre-flight-test) and the on-line detection during system operation (built-in test). Both have to be coordinated very carefully, because the thoroughness of the total detection effort determines, whether the failure probability increases from mission to mission or whether the probability can be assumed to start for each mission at the same level.

It is possible to improve system reliability and at the same time reduce support costs and turn-around time by including built-in test (BIT) capability in the design of digital flight control systems. Figure 12 illustrates the potential impact of BIT on system reliability.

There are a great number of hardware and software techniques and methods for on-line failure detection at the designer's disposal. In order to be able to judge their efficiency and their effect on the system integrity the essential principles of failure detection are briefly described. Failure detection in real system designs can use all possible combinations of these principles.

The fundamental detection principle which must be applied in all cases is the comparison of signals which result from functionally equivalent processing units. These signals are independently derived from the same input signal and are usually dependent on the status of the process. Discrepancies at the comparator indicate a malfunction. The other basic principle is the test principle. The objective of the test method is to ensure that the input signal adequately exercises all components in the system. The way of applying the test principal determines how long it takes for a malfunction to become evident. The higher the test frequency for all processing states, the faster is the detection of any malfunction. There are two basic approaches to applying the test principle. One is independent of the process and its status and the other is dependent on the status of the process. In the latter case, the test signal is simply the unmodified input signal on which the system is working, determined by the process and its statistics and not provided by any specific detection device. This is defined as passive failure detection, as opposed to active failure detection, where the input signal is derived independently for the purpose of a complete component test. In the active case, there are periodical tests of all states of each system component. For some methods of active failure detection the test is carried out simultaneously with the system process: otherwise process interrupts are necessary for this kind of testing. It is of great importance for the overall integrity, that the failure detector or voter can diagnose its own failures, too. This can easily be achieved, when active failure detection is used.

The evaluation of the design of flight control systems with respect to the integrity (i.e. the redundancy and failure detection concept, subject to mission efficiency and cost) is very difficult because of the great variety of possible approaches and the complexity of the system. Related investigations include a comparison between the usual parallel or line detection of the minimum testing of redundant systems and pure active failure detection with very high test frequency. The probability of total loss based on failure detection information, which is attainable during the system operation, was used as an criterion instead of the number of failures to be survived. Some of the more commonly used test techniques are briefly outlined here. As far as the sensors are concerned, only passive failure detection is possible, because the sensor inputs cannot
be influenced by the control system. That means, comparison testing of the output signals of redundant sensor units is necessary.

Where the degree of redundancy is not sufficient to permit voting, the designer may employ various real-time modeling techniques, as already mentioned earlier. These techniques may also use the fact that outputs from independent sensors are compared. For example, the output of an accelerometer displaced from the aircraft center of gravity may be used to check the output of a rate gyro.

For systems in which signals may be present in a given element for only short periods of time, separated by long, quiescent periods, active failure detection can be readily applied. The self-testing can be accomplished through stimulated monitoring. In stimulated monitoring, a small tracer signal, generally with zero mean value, is passed through the system and through the output. The stimulus is always selected to have negligible effect on system performance.

One of the simplest self-testing methods available is the fixed-model method, in which comparisons are made to ensure that the control system's signals or certain carrier characteristics (i.e. pulse frequency and shaping) agree with expected ones within prescribed limits for a given set of conditions. This method can be implemented either in hardware or in software. Examples include parity checks and memory-sum checks. These methods can be either passive or active.

For systems involving communication with one or more asynchronous peripherals, the "handshake" method is often used. Handshake communication methods require that the receiver generates a "ready" signal before the sender will pass signals. Received signals are then compared with transmitted signals to insure that they are identical. If they are not, additional transmission may be attempted, until there is a match.

Processor timing can be used in a very simple self-test method to test for software errors. In a properly functioning program a clock within the processor is reset after regular intervals. An early or late reset is interpreted as evidence of some difficulty.

For digital control systems with a finite and known set of digital output patterns, self-test circuits can be used to detect errors. An error signal is generated whenever the output differs from the known set of "good" code works.

We have briefly touched on a few of the more common self-testing methods applicable to flight control systems which the designer has at his disposal. Constraints imposed by the details of the system being designed dictate to a great extent which self-test method, if any, makes the most sense. Clearly, self-testing, when used in conjunction with other methods outlined in this paper, has the potential for sharply increasing the reliability of flight control systems.

FUTURE TRENDS

The number of flight-critical functions, such as automatic landing and active control, now performed by modern flight control systems are expected to continue to increase in the future. As we move into the era of integrated control, flight control is rapidly becoming an equal partner with aerodynamics, propulsion and structures in the aircraft design process.25 This integrated view of airframe, propulsion and subsystem control functions and mechanizations, illustrated in Figure 13, will be a principal driver in the efficiency and economics of future aircraft. Major improvements in aircraft performance and reductions in aircraft weight appear possible through combinations of currently-independent aircraft functions such as active airframe control, propulsion control, landing loads control, and fuel management. For example, the integration of active landing gear and maneuver load control systems can appreciably decrease wing structural stiffness requirements and weight. Similarly, automatic reconfiguration of control system gains in the event of an engine failure can allow sizeable reductions in required control surface areas. Extensions of this approach to fully-integrated, control-configured aircraft could provide up to 15% fuel savings and structural weight reductions.

In addition, integrated control will permit the evolution of a distributed control architecture which utilizes a redundant data bus and standard microprocessor modules to all aircraft control functions. Such standard programmable modules would have built-in fault tolerance, multifunctional capability, and standard interfaces to yield significantly fewer control system elements and lower system costs.26 For example, application of this design approach to a B-777 transport could reduce the number of standard boxes from the 64 now used to 20 standard modules with attendant weight savings of about 1000 lbs. Potential gains in reliability could be even more important. Preliminary analyses indicate that integrated control configurations could be implemented with twice the reliability, half the maintenance cost, and one-third the equipment used in present flight control systems. Projected component advances will further increase flight control system performance and integrality. Examples of these include solid-state or ring laser rate gyro, very high-density integrated circuits and multi-layered packaging techniques, fiber optics data links with their inherent potential for lightning survivability, and light-weight electrohydraulic actuators. With the flexibility available by Digital electronics and fly-by-wire systems, future flight control design could be significantly simplified and specific systems could be readily mechanized through the assembly of proven sensor, processor, and actuator modules using the latest technology.27
CONCLUDING REMARKS

Flight control systems today stand at the threshold of a new age - in terms of both utilization and mechanization. The first steps, fly-by-wire and active control, have already been taken in operational military aircraft and are being designed into the civil transports now on the drawing boards. Beyond that, the revolution in microelectronics and related technologies offers the promise of totally-integrated control functions and simplified system configurations which take maximum advantage of standardized modules to increase reliability while reducing systems development and maintenance costs.

The integrity of flight control has been, and will continue to be, the key factor in the acceptance of these concepts for operational application. While considerable progress has been made in this area, major additional gains in reliable design approaches and implementations are essential if flight control systems are to reap their full benefits during the next decade.
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</tr>
<tr>
<td>P.T.O.</td>
<td></td>
<td>P.T.O.</td>
<td>P.T.O.</td>
</tr>
</tbody>
</table>
This Advisory Report was sponsored by the Caudle and Control Panel of ACAR.

The control system, subsystems, and devices forming methods of achieving integrity in the control system, have been categorized in this Advisory Report. The category of these requirements outlines the current issues of the development of the control system. The report highlights the importance of the control system in the current stage of development.

The report also describes the importance of the control system in the current stage of development. The control system has been categorized in this Advisory Report, highlighting the importance of the control system in the current stage of development.
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