AN EFFICIENT CONTENTION RESOLUTION ALGORITHM FOR MULTIPLE ACCESS CHANNELS

Jeannine Mosely

Laboratory for Information and Decision Systems
Formerly
Electronic Systems Laboratory
MASSACHUSETTS INSTITUTE OF TECHNOLOGY, CAMBRIDGE, MASSACHUSETTS 02139

This document has been approved for public release and sale; its distribution is unlimited.
When independent sources use a common broadcast channel, interference between the sources can cause messages to be lost. A common recovery procedure is to wait a random length of time before attempting retransmission. Capetanakis has devised a tree algorithm for determining when users should retransmit. This algorithm has better throughput, delay and stability characteristics than the random retransmission procedure. Gallager and Humblet have modified it to have higher throughput and the property that messages are transmitted in the order of generation.
20. In this thesis, the general form of a first-come first-served contention resolution algorithm is given. A sub-class of FCFS algorithms, called single interval algorithms, are analyzed using Markovian decision theory. It is seen that, if the horizon is infinite, Humblet's algorithm has the maximum throughput for this sub-class. However, if the system is shut down after a finite number of transmissions, then an extended version of his algorithm is optimal.
AN EFFICIENT CONTENTION RESOLUTION ALGORITHM
FOR MULTIPLE ACCESS CHANNELS

by

Jeannine Mosely

This report is based on the unaltered thesis of Jeannine Mosely, submitted in partial fulfillment of the requirements for the degree of Master of Science at the Massachusetts Institute of Technology, May 1979. The research was conducted at the M.I.T. Laboratory for Information and Decision Systems, with support provided in part by the Office of Naval Research under Contract ONR-N00014-75-C-1183.

Laboratory for Information and Decision Systems
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139
AN EFFICIENT CONTENTION RESOLUTION ALGORITHM
FOR MULTIPLE ACCESS CHANNELS

by

JEANNINE MOSELY

B.A., University of Illinois (1974)
B.S., University of Illinois (1977)

SUBMITTED IN PARTIAL FULFILLMENT
OF THE REQUIREMENTS FOR THE
DEGREE OF
MASTER OF SCIENCE

at the

MASSACHUSETTS INSTITUTE OF TECHNOLOGY

May, 1979

Signature of Author... 
Department of Electrical Engineering and Computer Science

Certified by... 
Thesis Supervisor

Accepted by... 
Chairman, Departmental Committee on Graduate Students
AN EFFICIENT CONTENTION RESOLUTION ALGORITHM
FOR MULTIPLE ACCESS CHANNELS

by
Jeannine Mosely

Submitted to the Department of Electrical Engineering
and Computer Science on May 25, 1979 in partial fulfillment
of the requirements for the degree of Master of Science.

ABSTRACT

When independent sources use a common broadcast channel,
interference between the sources can cause messages to be
lost. A common recovery procedure is to wait a random length
of time before attempting retransmission. Capetanakis has
devised a tree algorithm for determining when users should
retransmit. This algorithm has better throughput, delay and
stability characteristics than the random retransmission
procedure. Gallager and Humblet have modified it to have
higher throughput and the property that messages are trans-
mitted in the order of generation.

In this thesis, the general form of a first-come first-
served contention resolution algorithm is given. A sub-
class of FCFS algorithms, called single interval algorithms,
are analyzed using Markovian decision theory. It is seen
that, if the horizon is infinite, Humblet's algorithm has
the maximum throughput for this sub-class. However, if the
system is shut down after a finite number of transmissions, then an extended version of his algorithm is optimal.
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I. INTRODUCTION

In this thesis we present the most general form for a contention resolution algorithm that is first-come first-served. We model the algorithm as a Markov process with state transition rewards and use Markovian decision theory to analyze the maximum throughput, or capacity, for several restricted forms of the general algorithm.

In this chapter, we present the system model used. Existing algorithms are described and evaluated qualitatively. The general first-come first-served algorithm is given, and the sub-class of FCFS algorithms which we will analyze is described. We complete the chapter with an outline of the thesis.

1.1 Description of the Problem

We are concerned with a large number of bursty users trying to communicate with a central facility on a common channel. The traditional methods of multi-accessing, time division multi-accessing (TDMA) and frequency division multi-accessing (FDMA) are not suitable. Since the number of users is assumed to be very large, FDMA is prohibitive in hardware costs, and since the users are bursty as well, both FDMA and TDMA require trade-offs between delay and bandwidth that result in either unacceptable delays or inefficient use of channel capacity. In this situation schemes have been proposed in which the users access the
channel randomly and, when interference causes messages to be lost, a contention resolution algorithm is applied to determine when the users should retransmit.

There are several criteria for judging such a scheme. It should be stable; that is, the expected number of users waiting to transmit should remain small. It should allow messages to be transmitted with low average delay. And it should have a high throughput (percentage of capacity used to transmit successfully). Algorithms which meet these three requirements already exist and we will review some of them below.

1.2 Source and Channel Models

Before discussing the algorithms, we will describe the source and channel models used. We consider a central facility with an infinite number of users, also called sources. The sources generate messages of fixed length, referred to as packets. Because the number of users is infinite, each source is assumed to generate only one message. A slot is the length of time required to transmit a packet. A source may generate a packet at any time, but may transmit only at the times specified by the algorithm being used. The generation times are assumed independent and form a Poisson point process with (global) arrival rate $\lambda$, measured in packets per slot. When two or more sources transmit so that their messages overlap it is assumed that all the messages are lost and require retransmission. We
further assume that if only one source transmits, the message is received perfectly. This assumption is realistic as long as the probability of collision is much greater than the probability of message error, which will be true if the signal-to-noise ratio is high or forward error correction is used. Finally, we assume that all the users are able to listen to the channel and determine instantaneously whether 0, 1 or more than one message were just sent. Alternatively, this information can be provided by a feedback channel.

We are concerned with maximizing the throughput of the channel. We define the capacity, $\lambda^*$, of the conflict resolution algorithm to be the supremum over all arrival rates $\lambda$ such that the expected number of messages generated but not yet successfully transmitted remains bounded. If $\lambda$ is less than the capacity, then the throughput is $\lambda$ and the system is stable. If $\lambda$ exceeds the capacity, then the throughput is at most $\lambda^*$.

1.3 Access Strategies

In this section, we discuss a number of schemes for accessing the broadcast channel: Aloha and its modifications, Capetanakis' tree algorithm, and a first-come first-served algorithm proposed by Gallager and modified by Humblet.

1.3.1 Aloha

Our model is a fairly accurate representation of the Aloha system, a radio packet computer communication network developed at the University of Hawaii. In this system, when
a conflict occurs, contending sources wait a random length of
time before retransmitting. This scheme has been quoted as
having a maximum throughput of $1/2\epsilon$ under the (false) assump-
tion that the total traffic is Poisson (1). A modification
to this scheme, called slotted Aloha, has been proposed in
which users are constrained to start transmission at discrete
times, at one slot intervals (2). This increases the "through-
put" to $1/e$. Both schemes, however, can be shown to be un-
stable when the number of sources is infinite (3), although
this has not been a problem in practice, due to the small
number of actual users.

Another scheme, known as reservation Aloha, has been
proposed in which two virtual channels are used (4). A
user requests channel capacity over the reservation channel
and dynamic TDMA is used to divide the other channel among
those who have requested it. This is only useful when the
sources send messages that are much longer than the request
packets, and since the request channel is still accessed
randomly, it can suffer from poor stability and low through-
put.

Another Aloha scheme, carrier sense multiple access (5),
requires users to "listen" to the channel before transmitting
to see if there is a transmission already in progress. It
is only useful when the sum of the propagation time between
users and the time necessary to detect that the channel is
idle is much smaller than a slot. This means that the users
must be relatively close together. It also has stability problems, since many users may attempt to transmit simultaneously when a packet terminates.

1.3.2 The Tree Algorithm

In 1977, Capetanakis introduced a tree algorithm for resolving conflicts (6). In this scheme the sources are each assigned an address which specifies their location on a binary tree. When a conflict occurs, the tree is divided into two halves and the sources in one half attempt retransmission first. The sources in the second half must await retransmission until all conflicts in the first half are resolved. If further conflicts occur upon division, the procedure is repeated. The period of time between the slot in which a conflict first occurs until it is finally resolved is referred to as an epoch. Any new messages arriving during this resolution process must wait until the end of the epoch before attempting transmission.

He then generalized his algorithm to allow the root-node of the tree to be of degree greater than two, choosing it to minimize the expected epoch length. In addition to having good delay characteristics, this scheme is stable for \( \lambda \) less than .430.

1.3.3 Gallager's Algorithm

Gallager (7) has since modified this algorithm to one which is first-come first-served (FCFS), maintains stability and good delay, and has a capacity of .48711. By first-come
first-served, we mean that no message is ever successfully transmitted before another message with an earlier generation time. In Gallager's algorithm, each source in the system maintains a record of the values of three variables: the time at which the source generates a packet to be transmitted, and two system parameters, a lag, \( d \), and an interval length, \( \tau \). These parameters represent the state of the system and are constantly being updated. At the start of each new slot, only those sources will send which generated messages during the time interval of length \( \tau \) (measured in slots) which began \( d \) slots past. This interval will be referred to as the transmission interval, and if a conflict occurs in it, it is called a conflict interval.

The operation of this scheme and the updating of \( d \) and \( \tau \) are most easily shown by an example. In figure 1, the arrows along the time axes indicate times at which sources have generated messages for transmission. The heavy vertical bars at the right of each time line show the location of the present slot, and the number between the lines indicates whether the channel sees no message, one message or a conflict. We assume in (1.1) that we begin with some known values of \( \tau \) and \( d \), and we observe how they are changed. Since only one message was generated in the interval of length \( \tau \), beginning \( d \) slots ago, there is no conflict in the present slot. Hence the lag parameter is updated according to:

\[
d_{\text{new}} = d_{\text{old}} + 1 - \tau_{\text{old}}.
\]
Figure 1
In this case, we know nothing of the statistics of the message generation times in the remaining interval up to the present time. We call such an interval the waiting interval, since all messages generated during that interval may be thought of as awaiting their first transmission. The set of all messages waiting to transmit, whether in the waiting interval or not, is called the queue. We assume, then, that there exists some optimal interval of length \( t_0 \), which we should use. (The value of \( t_0 \) will be determined later.) Hence we set \( t_{\text{new}} = t_0 \). In (1.2a) we find that the transmission interval contains a conflict. The algorithm states that in the next slot we should examine the contents of the first half of the interval. Hence

\[
\begin{align*}
  d_{\text{new}} &= d_{\text{old}} + 1 \\
  t_{\text{new}} &= t_{\text{old}}/2 .
\end{align*}
\]

In (1.2b) we find that the first half of the interval contained no messages and so the conflict must be in the second half. Since there is a known conflict in the second half, we use only the third quarter as our new transmission interval:

\[
\begin{align*}
  d_{\text{new}} &= d_{\text{old}} + 1 - t_{\text{old}} \\
  t_{\text{new}} &= t_{\text{old}}/2 .
\end{align*}
\]

In (1.2c) we again find a conflict. As a consequence of this we see that nothing is known about the statistics of the arrival times in the final quarter, and we no longer regard it as part of the present conflict interval. That is, we return it to the waiting interval. We divide the interval
again and let:

\[ d_{\text{new}} = d_{\text{old}} + 1 - \tau_{\text{old}} \]
\[ \tau_{\text{new}} = \tau_{\text{old}} \]

In (1.2e) we find only one message sent and there are no further conflicts. The epoch is over and we begin again in (1.3) with:

\[ d_{\text{new}} = d_{\text{old}} + 1 - \tau_{\text{old}} \]
\[ \tau_{\text{new}} = \tau_{0} \]

Gallager shows that for the system to be stable, \( \lambda \) must be less than or equal to \(.48711 \) and that \( \tau_{0} \) satisfies \( \lambda \tau_{0} = 1.266 \).

At the beginning of a new epoch it is possible that the waiting interval is smaller than \( \tau_{0} \). In this case we may either transmit the arrivals in the waiting interval or wait until we can take an interval of length \( \tau_{0} \). The first choice will probably yield a shorter average delay.

Gallager’s algorithm is much like Capetanakis’ in that it divides the remaining contending sources in half at the start of each new slot. There are several differences, however, which improve capacity and possibly delay. First, in the case where the first half of a conflict interval contains no messages, so that there is a known conflict in the second half, the tree algorithm sends the messages generated in the whole second half, while Gallager’s scheme send only the messages in the third quarter. Next, when a conflict is found in the first half of a conflict interval, Gallager’s
scheme returns the second half to the waiting interval, while in an analogous situation, the Capetanakis algorithm still considers the second half of the tree part of the conflict. These differences are probably the major source of improvement. Finally, Gallager's scheme begins a new epoch with an interval whose length has been optimally determined, whereas the Capetanakis algorithm is constrained to choose an integer for the degree of the new optimum tree's root node.

1.3.4 Humblet's Algorithm

Humblet (8) considered Gallager's algorithm and proposed the following modifications. First, the optimal division of a conflict interval is not always in equal parts. Instead it is a function of the length of the conflict interval. Second, consider an interval known to contain at least one message, as in the case when the first part of a conflict interval is found to contain exactly one message. Humblet has shown that if the length of such an interval exceeds a certain threshold, then it is better to use some fraction of that interval, rather than the whole, as the new transmission interval. The values of these optimal divisions for varying interval lengths were solved for by computer and the algorithm using these values was found to have capacity 0.43775, only marginally greater than before. The reason for this is that for small interval lengths the optimal divisions are very nearly the same as in Gallager's algorithm. In addition, it was found that following this
procedure would never result in an interval containing at least one message whose length exceeds the threshold mentioned above. Hence, after the first division of a conflict interval, the algorithms are almost identical.

1.4 The General First-Come First-Served Algorithm

In this section we describe the general first-come first-served algorithm. We then examine a specific form of it which is an obvious extension of Gallager's and Humblet's algorithms and which is amenable to analysis.

For an algorithm to be FCFS, it must satisfy one of two properties. It must never allow a message to be transmitted when other messages with earlier generation times must wait. Or, if it does, the probability of successful transmission must be zero.

Suppose that we are using a FCFS algorithm to resolve conflicts and that all messages with generation times prior to some $t$ have been successfully transmitted. The algorithm chooses some subset of the queue to transmit in the next slot. We call this the transmission set. Then the most general form of a transmission set which satisfies the first condition will clearly be the set of all messages generated in an interval of the form $[t, t+\tau]$, where $\tau$ is some positive real number.

Suppose we have a subset of the queue, $S_1$, which is known to contain at least one message, but it is not known whether it contains more. Consider the transmission set
which is the union of $S_1$ and some subset of the queue, $S_2$. (An example of such a transmission set will be given later in this section, in fig. 2.2.) If the subset of $S_2$ which is disjoint from $S_1$ is not empty, then a conflict occurs and the second condition holds. If the subset of $S_2$ which is disjoint from $S_1$ is empty, then $S_1$ must be the set of messages generated in an interval of the form $[t, t+\tau]$ for the first condition to hold. Since we assume that the algorithm never chooses a transmission set that is known to contain a conflict, we cannot know in advance if the subset of $S_2$ disjoint from $S_1$ is non-empty. Hence, $S_1$ must be the set of messages generated in an interval of the form $[t, t+\tau]$ to insure that one of the two conditions hold.

The general first-come first-served algorithm must use transmission sets which are one of the two types described above. In this thesis we restrict our attention to the case where transmission sets consist only of the arrivals in intervals of the form $[t, t+\tau]$. This is done for ease of analysis and because it seems likely that there is no advantage in using the more general sets. We call this the single interval algorithm (SIA).

Let us consider the algorithm in more detail. Suppose we begin with an interval of length $s$ known to contain at least one message. Our next transmission interval will be of length $\alpha$. For some values of $s$ we expect the optimal $\alpha$ to be less than or equal to $s$ (fig. 2.1a), but in some cases $\alpha$ is greater
The numbers above the intervals indicate the number of messages a segment is known to contain. A dash indicates that nothing is known about the statistics of that segment.
than $s$ (2.1b). Since the case $\alpha < s$ has already been discussed, we now consider $\alpha > s$, say $\alpha = s + t$. If there is exactly one message in the interval, we are ready to start a new epoch. If there is a conflict, and if we wish the algorithm to be FCFS, we have two choices. Our new transmission region can be either the leftmost part of the interval of length $s + t$, say of length $\beta$, or it can include the entire interval of length $s$ and other parts of the conflict and waiting intervals (2.2), as described above. Unfortunately, in the latter case, if the transmission region contains a conflict, the definition of the subsequent procedure becomes too complex and its analysis is difficult. Hence we restrict our new transmission region to be an interval of length $\beta < s - t$, with either $\beta < s$ (2.3a) or $\beta > s$ (2.3b).

Let us consider the case $\beta < s$ first. When we transmit the messages generated in the interval of length $\beta$, there are three possible outcomes: no message (2.4a), one message (2.4b), and a conflict (2.4c). If there is no message, then we have left an interval of length $s - \beta$ containing at least one message and a combined interval of length $s + t - \beta$ containing a conflict. We process this interval in the same fashion that we did the original interval, except that a different $\beta$ is chosen.

In the case where one message is found, we are left with an interval of length $s + t - \beta$ which contains at least one message, with the statistics derived below.
Throughout the rest of the thesis we use a shorthand notation, where "k in s" is taken to mean "there are k messages in an interval of length s." Because the generation statistics are Poisson, the numbers of messages in disjoint intervals are independent. Therefore:

$$\Pr(k \text{ in } s+t-3 | 1 \text{ in } s, \geq 1 \text{ in } s, \geq 2 \text{ in } s+t)$$

$$= \frac{\Pr(k \text{ in } s+t-3, 1 \text{ in } s, \geq 1 \text{ in } s, \geq 2 \text{ in } s+t)}{\Pr(1 \text{ in } s, \geq 1 \text{ in } s, \geq 2 \text{ in } s+t)}$$

$$= \frac{\Pr(1 \text{ in } s) \Pr(k \text{ in } s+t-3, 0 \text{ in } s-3, \geq 1 \text{ in } s+t-3)}{\Pr(1 \text{ in } s) \Pr(0 \text{ in } s-3, \geq 1 \text{ in } s+t-3)}$$

$$= \frac{\Pr(k \text{ in } s+t-3, \geq 1 \text{ in } s+t-3)}{\Pr(1 \text{ in } s+t-3)}$$

$$= \Pr(k \text{ in } s+t-3 | \geq 1 \text{ in } s+t-3).$$

This result is crucial to the implementation and analysis of the algorithm, since it allows us to consider the processing of only two types of intervals: one which contains at least one message, and one which contains a conflict, and has at least one message in its first part. After we have found that the interval of length $s+t-3$ contains at least one message, we process it in the appropriate manner, either dividing it or augmenting it.

Finally, if there is a conflict in the interval of length 3, we treat it as a conflict interval and return the remainder to the waiting interval.

In the case where $\geq s$, there are two possible outcomes: one successful transmission (2.5a) or a conflict (2.5b).
If we find one message in the interval, then we are left with an interval of length $s+t-\delta$ which contains at least one message and we treat it as described earlier. When there is a conflict, we have an interval of length $s$ containing at least one message and a combined interval of length $\delta$ with a conflict. We return the remaining interval of length $s+t-\delta$ to the waiting interval, and divide the interval of length $\delta$ as described before.

1.5 Thesis Outline

The thesis is organized into three chapters and an appendix. Chapter 1 is this introduction. The analysis is carried out in Chapters 2 and 3 and the computer programs used in the analysis are given in the appendix. Here we consider the objectives and results of these chapters.

In Chapter 2, we model the single interval contention resolution algorithm as a Markov process with a continuous state space. We define functions representing the expected times required to transmit all of the messages generated in a particular interval of time. Three such functions are required, corresponding to the three classes of states of the Markov system. We define cost functions for the process in terms of the drift, the difference between the lag at the time when the system next enters $S_0$, a renewal state, and the lag at the present time. We see that the equations for the expected cost per epoch are identical to those developed for minimizing the time required to process an
interval. A technique for solving these equations for Humblet's algorithm is described, and it is explained why this method is unsuitable for analysis of the single interval algorithm.

In the third chapter, we describe some of the basic results of Markovian decision theory: the value iteration algorithm and the Odoni bound. We generalize these results for continuous state spaces. We describe how the value functions may be approximated by calculating the values for a discrete subset of the state space. As a result of computer analysis of these functions, we see that for all practical purposes, Humblet's algorithm is the best steady state single interval algorithm in terms of capacity. Errors in the analysis due to the discretization of the state space are discussed. The insensitivity of the results to the number of points used to approximate the state space, leads us to conclude that such errors are negligible. Suggestions for further research follow.

In the appendix, some notes on the computer programs are given, as well as the program listings.
II. Analysis of the Algorithm by Expected Drift

In this chapter we model the algorithm as a problem in Markovian decision theory with a cost structure based on the difference in the lag before and after state transitions. We describe how this method is used to analyze Humblet's algorithm, and why it is unsuitable for the analysis of the single interval algorithm.

2.1 The Algorithm as a Markov Process

In this section we model the single interval algorithm as a Markov process. The state of the system at any time is determined by the length and statistics of the previous transmission interval. In section 1.4 we saw that there are three types of intervals we will need to consider, corresponding to three classes of states for the system. The system is in state $S_0$ if the last transmission ended an epoch. The system is in state $S_1(s)$ if, as a result of the last transmission, we know only that an interval of length $s$ contains at least one message. The system is in state $S_2(s,t)$ if we know that an interval of length $s$ contains at least one message, and a longer interval of length $s+t$ contains a conflict. Note that the moments at which the system returns to state $S_0$ are renewal points. When the system is in state $S_0$, the algorithm chooses an interval of length $\tau$ as the next transmission interval. In state $S_1(s)$ a transmission interval of length $\alpha(s)$ is
chosen. In state $S_2(s,t)$ we choose an interval of length $\delta(s,t)$. Figure 3 shows a state transition diagram for the algorithm. The number by an arrow connecting two states indicates the number of messages that must be found in the transmission interval for that state transition to occur.

While this Markov process has a continuous state space, and therefore an uncountably infinite number of states, it is worth noting that all but a countably infinite number of these states are transient. If the system is in some state other than $S_0$ at time $t=0$, then because we assume the algorithm is stable, the system must eventually enter $S_0$. From $S_0$, under a stationary policy, there are only a countably infinite number of states the system may enter. This can be seen by observing that state transitions occur at discrete times, and that from a given state there are never more than a finite number of transitions the system may make. Hence, all states that cannot be reached from $S_0$ are transient.

Having modeled our algorithm as a Markov process, we would like to use this model to determine the values of $\tau(\lambda)$, $\alpha(s,\lambda)$ and $\delta(s,t,\lambda)$ that will maximize throughput. (Here we write $\tau, \alpha$ and $\delta$ as functions of $\lambda$ to emphasize their dependence on $\lambda$.) One way of doing this would be to assign a cost or reward structure to the state transitions and apply the methods of Markovian decision theory to determine the optimal controls $\tau, \alpha$ and $\delta$. In this chapter we will consider a cost structure where we seek to minimize the difference
Figure 3. State Transition Diagram for Markov Process Model of Single Interval Algorithm
in the lag between successive epochs. In Chapter 3, we consider a reward structure.

2.2 Expected Times to Resolve Intervals

In this section we develop a set of equations whose solution gives the optimal values of $\tau(\lambda)$, $a(s,\lambda)$ and $b(s,t,\lambda)$, and the capacity, $\lambda^*$. Our approach is to minimize the expected time required to resolve conflicts while maintaining finite delay. To aid in the discussion we introduce the following terminology. We say that an interval has been processed when all the messages generated in that interval have been successfully transmitted. We say that an interval has been resolved when the system next enters the state $S_0$.

We begin by defining three functions. Let $M_0(x)$ be the expected time to process an interval of length $x/\lambda$ containing messages generated by a Poisson process. Let $M_1(x,y)$ be the expected time to process an interval of length $(x+y)/\lambda$, where there is at least one message in the segment of length $x/\lambda$ and the arrivals in the segment of length $y/\lambda$ are Poisson. Let $M_2(x,y,z)$ be the expected time to process an interval of length $(x+y+z)/\lambda$, where there is at least one message in the segment of length $x/\lambda$, at least two in the segment of length $(x+y)/\lambda$, and the arrivals in the segment of length $z/\lambda$ are Poisson. The variables $x,y$ and $z$ may be thought of as the lengths of the intervals in a normalized time frame where the Poisson arrival rate is 1 message per time unit.

It is important to note that though the arguments of these
functions are given in normalized time, the values of the functions are in real time. If T, A and B are the normalized lengths of the transmission intervals used when the system is in the states S₀, S₁ and S₂ respectively, and if T is fixed and A and B are chosen optimally for that T, then from these definitions and from the discussion of section 1.4 we have:

\[
\begin{align*}
(2.1a) \quad M_0^T(x) &= 1 + \Pr(\geq 2 \text{ in } x)M_2^T(x,0,0) + \Pr(0 \text{ or } 1 \text{ in } T)M_0^T(x) \quad x<T \\
&\quad 1 + \Pr(\geq 2 \text{ in } T)M_2^T(T,0,x-T) + \Pr(0 \text{ or } 1 \text{ in } T)M_0^T(x-T) \quad x\geq T
\end{align*}
\]

\[
\begin{align*}
(2.1b) \quad M_1^T(x,y) &= \min_A \left\{ \frac{1+\Pr(0 \text{ in } A|\geq 1 \text{ in } x)M_1^T(x-A,y)+}{1+\Pr(0 \text{ in } A|\geq 1 \text{ in } x)M_0^T(x+y-A)+}ight. \\
&\quad \left. \Pr(1 \text{ in } A|\geq 1 \text{ in } x)M_0^T(x+y-A)+ \right. \\
&\quad \left. \Pr(\geq 2 \text{ in } A|\geq 1 \text{ in } x)M_2^T(A,0,x+y-A) \quad A\leq x \right. \\
&\quad \left. 1+\Pr(1 \text{ in } A|\geq 1 \text{ in } x)M_0^T(x+y-A)+ \right. \\
&\quad \left. \Pr(\geq 2 \text{ in } A|\geq 1 \text{ in } x)M_2^T(x,A-x,x+y-A) \quad A>x \right.
\end{align*}
\]

\[
\begin{align*}
(2.1c) \quad M_2^T(x,y,z) &= \min_B \left\{ \frac{1+\Pr(0 \text{ in } B|\geq 1 \text{ in } x,\geq 2 \text{ in } x+y)M_2^T(x-B,y,z)+}{1+\Pr(0 \text{ in } B|\geq 1 \text{ in } x,\geq 2 \text{ in } x+y)M_1^T(x+y-B,z)+}ight. \\
&\quad \left. \Pr(1 \text{ in } B|\geq 1 \text{ in } x,\geq 2 \text{ in } x+y)M_1^T(x+y-B,z)+ \right. \\
&\quad \left. \Pr(\geq 2 \text{ in } B|\geq 1 \text{ in } x,\geq 2 \text{ in } x+y)M_2^T(B,0,x+y+z-B) \quad B\leq x \right. \\
&\quad \left. 1+\Pr(1 \text{ in } B|\geq 1 \text{ in } x,\geq 2 \text{ in } x+y)M_1^T(x+y-B,z)+ \right. \\
&\quad \left. \Pr(\geq 2 \text{ in } B|\geq 1 \text{ in } x,\geq 2 \text{ in } x+y)M_2^T(x,A-x,x+y+z-A) \quad x\leq B\leq x+y \right.
\end{align*}
\]

Now we define three new functions, F₀, F₁ and F₂, in terms of M₀, M₁ and M₂. These functions are also dependent on T, but we do not write the T for simplicity. Let:
(2.2a) \( M_0^T(x) = F_0(x) \)

(2.2b) \( M_1^T(x,y) = F_1(x) + F_0(y) \)

(2.2c) \( M_2^T(x,y,z) = F_2(x,y) + F_0(z) \)

Combining eqs. 2.1 and 2.2 we get:

(2.3a) \[ F_0(x) = 1 + F_0(0) + \Pr(\text{>2 in } x) F_2(x, 0) \quad x \leq T \]

\[ 1 + F_0(x-T) + \Pr(\text{>2 in } T) F_2(T, 0) \quad x > T \]

(2.3b) \[ F_1(x) + F_0(y) = \min_A \left\{ \begin{array}{l}
\Pr(0 \text{ in } A|>1 \text{ in } x) (F_1(x-A) + F_0(y)) + \\
\Pr(1 \text{ in } A|>1 \text{ in } x) F_0(x+y-A) + \\
\Pr(>2 \text{ in } A|>1 \text{ in } x) (F_2(A, 0) + F_0(x+y-A)) \quad A \leq x \\
1 + \Pr(1 \text{ in } A|>1 \text{ in } x) F_0(x+y-A) + \\
\Pr(>2 \text{ in } A|>1 \text{ in } x) (F_2(x-A) + F_0(x+y-A)) \quad A > x
\end{array} \right. \]

(2.3c) \[ F_2(x,y) + F_0(z) = \min_B \left\{ \begin{array}{l}
1 + \Pr(0 \text{ in } B|>1 \text{ in } x, >2 \text{ in } x+y) (F_2(x-B, y) + F_0(z)) + \\
\Pr(1 \text{ in } B|>1 \text{ in } x, >2 \text{ in } x+y) (F_1(x-y-B) + F_0(z)) + \\
\Pr(>2 \text{ in } B|>1 \text{ in } x, >2 \text{ in } x+y) (F_2(B, 0) + F_0(x+y+z-B)) \quad B \leq x \\
1 + \Pr(1 \text{ in } B|>1 \text{ in } x, >2 \text{ in } x+y) (F_1(x+y-B) + F_0(z)) + \\
\Pr(>2 \text{ in } B|>1 \text{ in } x, >2 \text{ in } x+y) (F_2(x, B-x) + F_0(x+y+z-B)) \quad x < B < x+y
\end{array} \right. \]

Since, for \( x \leq T \), \( F_0(x) - F_0(x-T) = 1 - \Pr(>2 \text{ in } T) F_2(T, 0) \) is a constant, \( F_0(x) \) is asymptotically linear in \( x \). Hence, for large \( x \), we may write \( F_0(x) = k x / \lambda + b \). Let \( k^* = k / \lambda \).

Then the system will be stable so long as \( k^* \) is less than \( 1 / \lambda \).
We may use this expression for $F_0$ to rewrite eq. (2.3a):

$$k^*x = 1 + k^*(x-T) + Pr(\geq 2 \text{ in } T)F_2(T,0) \quad \text{or}$$

$$k^* = \frac{1 + Pr(\geq 2 \text{ in } T)F_2(T,0)}{T} \frac{1}{\lambda}$$

We may also rewrite eq. (2.3b):

$$F_1(x) + k*y + b = \min_A \begin{cases} 1 + b + Pr(0 \text{ in } A \mid 1 \text{ in } x)(F_1(x-A) + k*y) + \\ Pr(1 \text{ in } A \mid 1 \text{ in } x)(k*y + k*(x-A)) + \\ Pr(\geq 2 \text{ in } A \mid 1 \text{ in } x)(F_2(A,0) + k*y + k*(x-A)) A \leq x \\ 1 + b + Pr(1 \text{ in } A \mid 1 \text{ in } x)(k*y + k*(x-A)) + \\ Pr(\geq 2 \text{ in } A \mid 1 \text{ in } x)(F_2(x, A-x) + k*y + k*(x-A)) A > x \end{cases}.$$

or

$$F_1(x) = \min_A \begin{cases} 1 + Pr(0 \text{ in } A \mid 1 \text{ in } x)F_1(x-A) + Pr(\geq 2 \text{ in } A \mid 1 \text{ in } x)F_2(A,0) + \\ (1 - Pr(0 \text{ in } A \mid 1 \text{ in } x))k*(x-A) A \leq x \\ 1 + k*(x-A) + Pr(\geq 2 \text{ in } A \mid 1 \text{ in } x)F_2(x, A-x) A > x \end{cases}.$$

Similarly, we may rewrite eq. (2.3c):

$$F_2(x, y) = \min_B \begin{cases} 1 + Pr(0 \text{ in } B \mid 1 \text{ in } x, y)F_2(x-B, y) + \\ Pr(1 \text{ in } B \mid 1 \text{ in } x, y)F_1(x+y-B) + \\ Pr(\geq 2 \text{ in } B \mid 1 \text{ in } x, y)(F_2(B, 0) + k*(x+y-B)) B \leq x \\ 1 + Pr(1 \text{ in } B \mid 1 \text{ in } x, y)F_1(x+y-B) + \\ Pr(\geq 2 \text{ in } B \mid 1 \text{ in } x, y)(F_2(x, B-x) + k*(x+y-B)) x < B < x+y. \end{cases}$$
Hence we wish to find the smallest value of \( k^* \) such that when \( A(x) \) and \( B(x,y) \) are chosen to minimize \( F_1(x) \) and \( F_2(x,y) \), there exists some value of \( T \) for which eq. (2.4) is satisfied. Then the capacity will be \( \lambda^*=1/k^* \).

2.3 Minimizing Expected Drifts

In addition to their definition in terms of expected times to resolve intervals, the functions \( F_0(x) \), \( F_1(x) \) and \( F_2(x,y) \) may also be interpreted in terms of the expected drift, which we define below.

We define a random variable \( U(S) \), called the drift. If the system is in state \( S \) at time \( t \), then \( U(S) \) is the difference between the lag at the time when the system next enters the state \( S_0 \) and the lag at time \( t \). Let \( U_0(S_0), U_1(x) = U(S_1(x/\lambda)) \) and \( U_2(x,y)=U(S_2(x/\lambda,y/\lambda)) \). \( U_0 \) is the drift in lag between one epoch and the preceding epoch. If the system is to be stable, then it is clear that \( E(U_0)<0 \), otherwise the delay will become infinite as the number of epochs goes to infinity. The capacity of the algorithm will be the largest value of \( \lambda \) for which a policy exists that has \( E(U_0) \) less than zero.

Next we show that \( F_1(x)=E(U_1(x)) + x/\lambda \) and \( F_2(x,y)=E(U_2(x,y)) + (x-y)/\lambda \). Therefore, minimizing \( F_1 \) and \( F_2 \) for a fixed \( \lambda \) is equivalent to minimizing the drift. To see this, consider Figure 4. At time \( t \) the system is in state \( S \) with a transmission interval of length \( l \) and lag \( d \). At time \( t' \) the system has returned to \( S_0 \) with lag \( d' \). The
Figure 4
length of the processed interval is \( l' \). Then we have
\[
U(S) = d' - d = (t' - t) - l'
\]
and
\[
E(U(S)) + 1 = E(t' - t) + E(l' - l)
\]
\[
= E(\text{time to return to } S_0) +
E(\text{time returned to the waiting interval}) -
E(\text{time taken from the waiting interval})
\]

Examining eq. (2.5) we see that \( F_1 \) and \( F_2 \) may also be defined as the expected time to resolve an interval, plus the time returned to the waiting interval and minus the time taken from the waiting interval.

With this interpretation for \( F_2(x, y) \), it is easy to see that:
\[
E(U_0) = 1 - Pr(\geq 2 \text{ in } T)F_2(T, 0) - T/\lambda
\]

Hence the condition that \( E(U_0) \) be less than zero is equivalent to the condition of eq. (2.4).

2.4 Solving the Equations for \( U_0 \), \( F_1(x) \) and \( F_2(x, y) \)

In this section we discuss methods for solving eqs. (2.4) and (2.5). In their present form these equations are very difficult to work with. To simplify them, we define two new functions:
\[
\xi_1(x) = Pr(\geq 1 \text{ in } x)F_1(x)
\]
\[
\xi_2(x, y) = Pr(\geq 1 \text{ in } x, \geq 2 \text{ in } x+y)F_2(x, y)
\]

Substituting these equations into eq. (2.4), the stability condition becomes:
\[
(2.6) \quad 1 + \xi_2(T, 0) - T/\lambda = 0
\]
From eq. (2.5) we get:

\[
(2.7a) \quad g_1(x) = \min_A \left\{ (1-e^{-x}) + e^{-A}g_1(x-A) + g_2(A,0) + (1-e^{-A})(x-A) \right\} \quad A \leq x
\]

\[
(2.7a) \quad (1-e^{-x})(1-(A-x)) + g_2(x,A-x) \quad A > x
\]

\[
(2.7b) \quad g_2(x,y) = \min_B \left\{ (1-e^{-x}(1+xe^{-y})) + e^{-B}g_2(x-B,y) + g_2(B,0) + \\
B e^{-B}g_1(x+y-B) + (1-(1+B)e^{-B})(x+y-B) \quad B < x \right\}
\]

\[
(2.7b) \quad (1-e^{-x}(1+xe^{-y})) + xe^{-B}g_1(x+y-B) + g_2(x,B-x) + \\
(1-e^{-x}-xe^{-B})(x+y-B) \quad x < B < x+y
\]

First we consider the problem of solving these equations for the case where we restrict A \leq x. (This is the method used by Humblet to analyze his algorithm.) Then the second argument of g_2 will always be 0 and we also have B \leq x. Thus we see that g_1(x) and g_2(x,0) are defined in terms of g_1 and g_2 at smaller arguments. In addition, it is easily verified that g_1(0) = 0 and g_2(0,0) = 0. Thus we may construct the functions g_1 and g_2 by starting with some very small x and solving simultaneously for g_1(x) and g_2(x,0), linearly interpolating between g_1(x) and g_1(0), and g_2(x,0) and g_2(0,0), where needed. We then proceed by incrementing x and solving at each step by interpolating between the previously calculated values. This will lead us into trouble, however, since it can be shown that for
small values of \( x \), \( g_2(x,0) \) is quadratic in \( x \), not linear. To circumvent this difficulty, we define a new function, \( g_2'(x,y) = g_2(x,y)/x \). The changes to eq. (2.7) are obvious and we do not present them here.

The following argument shows that \( g_1(x) \) is linear in small \( x \) and that \( g_2(x,0) \) is quadratic in small \( x \). As \( x \) goes to 0,

\[
\Pr(k \text{ in } x | >1 \text{ in } x) = \begin{cases} 
1 & \text{if } k=1 \\
0 & \text{if } k \neq 1
\end{cases}
\]

Therefore, the expected length of time required to process this interval is just one slot; that is, \( F_1(0) = 1 \). So for small \( x \), \( g_1(x) \approx 1 - e^{-x}x \).

Also, as \( x \) goes to 0,

\[
\Pr(k \text{ in } x | >2 \text{ in } x) = \begin{cases} 
1 & \text{if } k=2 \\
0 & \text{if } k \neq 2
\end{cases}
\]

For small \( x \), the optimal \( B \) is approximately \( x/2 \). Then,

\[
\Pr(0 \text{ in } x/2 | >2 \text{ in } x) = \Pr(>2 \text{ in } x/2 | >2 \text{ in } x) = \frac{1}{2}
\]

and

\[
\Pr(1 \text{ in } x/2 | >2 \text{ in } x) = \frac{1}{2}
\]

From eq. (2.5b) we get

\[
F_2(0,0) = 1 + \frac{1}{2} F_2(0,0) + \frac{1}{2} F_1(0)
\]

and therefore

\[
F_2(0,0) = 3.
\]

So for small \( x \), \( g_2(x,0) \approx 3(1-(1-x)e^{-x}) \approx 3(1-(1-x)(1-x-x^2/2)) \approx (3/2)x^2 \).

Humblet has written a computer program to construct the
functions $g_1(x)$ and $g_2(x,0)$ by this technique. After the functions are calculated, the drift is found from $g_2$. Different values of $\lambda$ are used to determine the highest value that gives a non-positive drift, $E(U_0)$. The optimal initial interval length, $T$, is found to be approximately 1.27 and the throughput is approximately .488.

This method has several problems. One problem is that the program cannot solve for $\lambda^*$ directly. It must be run for many different values of $\lambda$ to find the greatest one. Also, solving for more than two decimal places of accuracy in the optimal initial interval length requires an excessive amount of computation, especially in view of that fact that the program will be run many times to find the capacity. Finally, because the program relies on finding $\lambda^*$ such that the drift is zero, the result is very sensitive to small errors in $g_1$ and $g_2$.

Attempts were made to solve for the capacity by this method when $A$ is not restricted to be less than or equal to $x$. However, because $g_1(x)$ and $g_2(x,y)$ are defined in terms of $g_1$ and $g_2$ at both smaller and greater arguments, it was not possible to construct the functions for successively larger $x$ and $y$ by interpolating between previously calculated values.
III. Analysis of the Algorithms by Markovian Decision Theory with a Reward Structure

In this chapter we analyze the algorithms by use of a reward structure, where a reward of one is given for every successful transmission. We want to maximize the expected reward per state transition, which is called the gain. Clearly the gain is equal to the throughput and the maximum gain is the capacity. Before proceeding with this analysis, we review some basic results of Markovian decision theory which were derived for Markov processes with finite state spaces, and show how they can be generalized to the continuous state space model.

3.1 Markovian Decision Theory and Continuous State Spaces

In this section we introduce two basic methods of Markovian decision theory, the value iteration algorithm and the Odoni bound, and generalize them for continuous state spaces.

3.1.1 The Value Iteration Algorithm

The object of Markovian decision theory is to find optimal policies for controlling a Markov process in order to maximize the gain. One method of determining such a policy is through use of the value iteration equations (9). The following model is used. We have a finite state space, with states \( i=1, \ldots, N \), and for each state \( i \), a finite choice of controls \( k=1, \ldots, n_i \). We have a set of state
transition probabilities, $p_{ij}^k$, which are dependent on the control $k$ used, and a set of state transition rewards, $r_{ij}^k$, which may or may not be dependent on the control. The following quantities are defined:

$$q_i^k = \sum_{j=1}^{N} p_{ij}^k r_{ij}^k$$

$$v_i^{k(n+1)}(n+1) = q_{ij}^k + \sum_{j=1}^{N} p_{ij}^k v_j^{k(n+1)}(n)$$

Equation (3.1) gives the expected reward on the next transition if the system is in state $i$ and control $k$ is applied. Equation (3.2) defines the value functions, where $v_i^{k(n+1)}(n+1)$ is the total expected reward over the next $n+1$ transitions, if the system begins in state $i$ and the control $k(n)$ is applied when there are $n$ transitions remaining. The values of $v_i(0)$ are assumed to be given and are called terminal rewards.

If the values of $k_i$ are chosen at each $n$ such that

$$v_i(n+1) = \max_k q_{ij}^k + \sum_{j=1}^{N} p_{ij}^k v_j(n)$$

then the sequence of vectors $k(n)$ represents an optimal time-dependent policy. This is the optimality principle. If the values of $k$ are held constant for all $n$, we say that the policy is stationary. Schweitzer (10) has shown that, for any set of initial values $v_i(0)$, if all stationary
policies result in single-chain aperiodic Markov processes, then as \( n \to \infty \), \( v_1(n) \to g + \sum_{j=1}^{N} p_{ij} k v_j \), where \( g \) is the gain and the \( v_1 \) satisfy:

\[
(3.4) \quad v_1 = \max_k q_k^1 - g + \sum_{j=1}^{N} p_{ij} k v_j.
\]

In addition, any vector \( k \) which satisfies this equation defines a policy with the maximum gain.

Schweitzer also introduces a notation for considering a continuous state space with finite volume. Careful examination of his proof of the above indicates that a similar theorem for continuous spaces could be shown in an analogous manner using the general notation, and adding some simple assumptions about continuity. We make the following conjecture.

We consider a system with a state space \( S \), which is the union of a finite number of sets with finite volume. That is,

\[
S = \bigcup_{i=1}^{N} S_i \quad \text{where} \quad S_i \subseteq \mathbb{R}^n \quad \text{and} \quad \int_{S_i} dx < \infty.
\]

The state of the system is represented by a vector \( x_i \in S_i \), \( 1 \leq i \leq N \). (Note that if the sets \( S_i \) are disjoint, the subscript of \( x \) may be omitted.) For each state there is a set of controls \( K(x_i) \). From each state \( x_i \in S_i \), for each control \( k \in K(x_i) \), for each \( j=1, \ldots, N \), there exists at most one point \( y_j \in S_j \) which the system may enter. The control \( k \) which is chosen determines a set of probabilities \( p_{ij}^k(x) \),
where $P_{ij}^k(x)$ is the probability that the system will go from state $x \in S_i$ to state $y \in S_j$ if the control $k$ is applied. The reward functions, $r_{ij}^k(x)$ are defined in the obvious manner. With this notation, we rewrite eqs. (3.1), (3.3) and (3.4).

\begin{equation}
q_i^k(x) = \sum_{j=1}^{N} P_{ij}^k(x) r_{ij}^k(x)
\end{equation}

\begin{equation}
v_i(x, n+1) = \sup_k q_i(x)(x) + \sum_{j=1}^{N} P_{ij}^k(x) v_j(y_j, n)
\end{equation}

\begin{equation}
v_i(x) = \sup_k q_i(x) + \sum_{j=1}^{N} P_{ij}^k(x) v_j^k(y_j)
\end{equation}

The sup in eqs. (3.6) and (3.7) can be replaced by max if we assume either that the control sets are finite, or if they are compact and the right hand sides of the equations are continuous in $k$ for all points in the state space.

We conjecture that, for any initial set of values $v_i(x, 0)$, if all stationary policies result in single chain aperiodic Markov processes, then as $n \to \infty$, $v_i(x, n) \to \sigma v_i(x)$, where $\sigma$ is the gain and the $v_i$ satisfy eq. (3.7).

While we do not attempt to prove this conjecture here, it will be seen later that when we calculate approximations to the $v_i(x, n)$ for our problem, these value functions do indeed converge.
3.1.2 The Odoni Bound

Odoni (11) has provided upper and lower bounds for the gain that can be calculated at each iteration of the value iteration algorithm. We can use these bounds to give an estimate of the gain and upper bound the error of our estimate. These bounds generalize easily to the continuous state space. For the continuous state space model described in the previous section, we give the following theorem.

**Theorem.** Let \( q_i^k(x) \) and \( v_i(x,n) \) be defined as in eqs. (3.5) and (3.6). Let \( v_i(x,0) \) and \( r_i(x) \) be bounded for all \( 1 \leq i \leq N, x_i \in S_i \). Then,

i) \( L''(n) \leq \sup_{i,x} (v_i(x,n+1) - v_i(x,n)) \) is monotone decreasing in \( n \).

ii) \( L'(n) \geq \inf_{i,x} (v_i(x,n+1) - v_i(x,n)) \) is monotone increasing in \( n \).

iii) \( L'(n) \leq \liminf_{n' \to \infty} \frac{v_i(x,n')}{n'} \leq \limsup_{n' \to \infty} \frac{v_i(x,n')}{n'} \leq L''(n) \) for all \( n \).

**Proof.** The proof of i) and ii) is completely analogous to the proof given by Odoni, and we do not repeat it here. To prove iii) observe that for fixed \( n \), for any \( n' > n \),

\[
v_i(x,n') = (v_i(x,n') - v_i(x,n'-1)) + \ldots + (v_i(x,n+1) - v_i(x,n)) + v_i(x,n)
\]

\[
\leq \sup_{x} (v_i(x,n') - v_i(x,n'-1)) + \ldots + \sup_{x} (v_i(x,n+1) - v_i(x,n)) - v_i(x,n)
\]

\[
= L''(n'-1) + \ldots + L''(n) + v_i(x,n)
\]

\[
\leq (n'-n) L''(n) + \sup v_i(x,n)
\]
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where the last inequality holds because $L''(n)$ is monotone decreasing in $n$. Therefore,

$$\frac{v_i(x,n')}{n'} \leq (1 - \frac{n}{n'}) L''(n) + \sup_{n'} v_i(x,n) .$$

Now $\sup_{n'} v_i(x,n) \leq \sup_{n} v_i(x,0) + n \sup_{ij} k(x)$ is bounded.

Taking the limit as $n' \to \infty$ we have:

$$\lim_{n' \to \infty} \sup_{n'} v_i(x,n') \leq L''(n) .$$

By a similar argument, we have:

$$L'(n) \leq \lim_{n' \to \infty} \inf_{n'} \frac{v_i(x,n')}{n'}$$

and we are done.

This theorem gives upper and lower bounds on the maximum gain, even when the iterated value functions do not converge. We use this theorem in the computer programs to bound the capacity of Gallager's and Humblet's algorithms, and the single interval algorithm.

### 3.2 Discretizing the State Space to Approximate the Value Functions

With the notation developed in section 3.1, we are ready to write value functions for our model of the single interval contention resolution algorithm. Our state space $S$ is the union of three sets, $S_0 = \{1\}$, $S_1 = \{x \mid x > 0\}$ and $S_2 = \{(x,y) \mid x > 0, y > 0\}$. The control sets for $S_0$ and $S_1$ are the same: $K = \{T \mid T > 0\}$ and the control set for the state $S_2(x,y)$ is $\{T \mid 0 < T < x+y\}$. The state space that we use in
this chapter differs from that used in Chapter 2, in that the variables $x$ and $y$ here represent the normalized lengths of intervals, that is, the units in which $x$ are measured are chosen such that the arrival rate of the messages is 1. The controls $T$, $A$ and $B$ are normalized lengths also.

The reward, which is independent of the control, is 1 for a successful transmission and 0 otherwise. Hence the expected reward on the next transition is just the probability of finding one message in the transmission interval. From eqs. (3.5) and (3.6) we have:

\[(3.8a) \quad v_{S_0}(n+1) = \max_{T > 0} Te^{-T} + (1+T)e^{-T}v_{S_0}(n) + (1-(1+T)e^{-T})v_{S_2}(T,0)(n)\]

\[(3.8b) \quad v_{S_1}(x)(n+1) = \max_{A > 0} \left\{ \begin{aligned}
e^{-A} - x & v_{S_1}(x-A)(n) + \frac{A e^{-A}}{1-e^{-x}} (1-v_{S_0}(n)) \\
+ \frac{1-(1+A)e^{-A}}{1-e^{-x}} v_{S_2}(A,0)(n) & A < x \\
x e^{-A} (1+v_{S_0}(n)) \frac{1}{1-e^{-x}} \\
+ \frac{1-e^{-x}xe^{-A}}{1-e^{-x}} v_{S_2}(x,A-x)(n) & A \geq x
\end{aligned} \right.\]

\[(3.8c) \quad v_{S_2}(x,y)(n+1) = \max_{0 \leq B \leq y} \left\{ \begin{aligned}
e^{-B} - e^{-x} - (x-B)e^{-x-y) & v_{S_2}(x-B,y)(n) \\
+ \frac{B e^{-B} - (x-y)}{1-e^{-x}xe^{-x-y}} (1-v_{S_1}(x-y-B))(n) &
\end{aligned} \right.\]
We use initial values $v_{S_0}(0) = v_{S_1}(x)(0) = v_{S_2}(x,y)(0) = 0$ for all $x > 0$, $y > 0$. With this choice of terminal rewards, we may write closed form expressions for $v_{S_0}(1)$ and $v_{S_1}(x)(1)$, but not for $v_{S_2}(x,y)(1)$ and not for any of the value functions when $n > 1$. Therefore we have written a computer program to solve for the value functions.

The program can calculate the value functions only for a finite number of points. Hence we approximate the state space with a discrete grid. Since we know that at each iteration there is some finite optimal initial interval length, $T(n)$, we may limit the control set for $S_0$ to the set $\{ T | 0 < T < T' \}$, where $T'$ is chosen such $T(n) \leq T'$ for all $n$. It should be clear that for the state $S_1(x)$ we will never want to choose a transmission interval longer than $T'$, and we may also limit the control set for $S_1$. Noting that the control set for $S_2(x,y)$ is already bounded, we see that the sets of non-transient states are bounded, since the system never has to consider an interval longer than $T'$. Hence our discrete approximation to the state space has a finite number of points.
When writing the computer program, it was necessary to guess in advance approximately where the bounds on the set of non-transient states lie. Since we can only store a small number of points, and since we would like the grid to be as fine as possible for accuracy, it is important to choose the bounds on the grid well. The choice of these bounds is discussed in the Appendix.

Since we can only calculate the functions at a finite number of points, and since this calculation will often require values of the functions from the previous iteration at points which are not stored in the grid, it is necessary to approximate the values at these points. The program does this by linearly interpolating between the values of the two points on the grid which are closest to the point whose value we are estimating. This method introduces some error into the calculation of the value functions. It is difficult to analyze this error, but the results of the computer program indicate that it is quite small for even very coarse grids. We discuss this in more detail in section 3.5.

This method of estimating the values of points not on the grid creates a problem when we calculate the value functions at $S_1(\Delta x)$ or $S_2(\Delta x, y)$, where $\Delta x$ is the smallest $x$ on the grid. Calculating $v_{S_1}(\Delta x)(n-1)$ and $v_{S_2}(x, y)(n-1)$ both require knowledge of $v_{S_1}(x)(n)$ and $v_{S_2}(x, y)(n)$ for values of $x<\Delta x$. But there are no points on the grid below
\( \nu_{S_1}(x)(n) \) and \( \nu_{S_2}(x,y)(n) \) to use in the interpolation.

Hence, we define \( \nu_{S_1}(0)(n) = \lim_{x \to 0} \nu_{S_1}(x)(n) \) and \( \nu_{S_2}(0,y)(n) = \lim_{x \to 0} \nu_{S_2}(x,y)(n) \) for \( y \neq 0 \). We let \( \nu_{S_1}(0)(0) = \nu_{S_2}(0,y)(0) = 0 \).

From eqs. (3.8b) and (3.8c) we get:

(3.8d) \( \nu_{S_1}(0)(n+1) = \max_{A \geq 0} e^{-A}(1 + \nu_{S_0}(n)) + (1 - e^{-A})\nu_{S_2}(0,A)(n) \)

(3.8e) \( \nu_{S_2}(0,y)(n+1) = \max_{B \geq 0} \frac{e^{-B} - e^{-y}}{1 - e^{-y}} (1 + \nu_{S_1}(y-B)(n)) + \frac{1 - e^{-B}}{1 - e^{-y}} \nu_{S_2}(0,B)(n) \).

Defining \( \nu_{S_2}(0,0)(n) \) presents a problem, since the value function is discontinuous at this point. That is,

\[
\lim_{x \to 0} \nu_{S_2}(x,0)(n) \neq \lim_{y \to 0} \nu_{S_2}(0,y)(n).
\]

As \( x \) goes to 0, the state \( S_2(x,0) \) represents the knowledge that a very small interval contains two messages. As seen in section 2.4, it will require an average of 3 slots to process these messages. But as \( y \) goes to 0, the state \( S_2(0,y) \) represents the knowledge that two very small intervals each contain one message, requiring only 2 slots to process. Hence, the discontinuity of the value functions arises. To overcome this problem, the program is written to interpolate between the values \( \lim_{x \to 0} \nu_{S_2}(x,0)(n) \) and \( \nu_{S_2}(\Delta x,0)(n) \) whenever a value for \( \nu_{S_2}(x,0)(n) \) is needed where \( 0 < x < \Delta x \). Similarly, the program interpolates between \( \lim_{y \to 0} \nu_{S_2}(0,y)(n) \) and \( \nu_{S_2}(0,\Delta y)(n) \) whenever a value for \( \nu_{S_2}(0,y)(n) \) is needed.
$v_{S_2}(0,y)(n)$ is needed, where $0<y<\Delta y$ and $\Delta y$ is the smallest $y$ on the grid. These limits are given by:

\[
\lim_{x \to 0} v_{S_2}(x,0)(n+1) = \frac{1}{2}(1 + v_{S_1}(0)(n)) + \lim_{x \to 0} v_{S_2}(x,0)(n)
\]

\[
\lim_{y \to 0} v_{S_2}(0,y)(n+1) = 1 + v_{S_1}(0)(n)
\]

In addition to discretizing the state space, we must also discretize the control sets in order to find the maxima in eqs. (3.8(a-e)). Since the control sets have already been shown to be bounded, discretizing insure that they have a finite number of elements.

2.3 The Results of the Computer Programs

In this section we give the results of the computer programs used to analyze the value functions and bound the throughput of the continuous interval algorithm. We first discuss the optimal time-dependent policy for finite horizon and then the optimal stationary policy. Listings of the programs and some descriptive notes are given in the Appendix.

3.3.1 The Optimal Time Dependent Policy

The program results show that for a finite horizon, for the state $S_1(x)$, the optimal control $A$ is greater than $x$ for $x$ less than a threshold dependent on $n$, which we call $x_T(n)$. The control function $A(x,n)$ is discontinuous as $x_T(n)$. For $x$ less than $x_T(n)$, $A$ is increasing in $x$ and decreasing.
in \( n \). The threshold is also decreasing in \( n \). This is illustrated in Figure 5, which shows plots of \( A(x) \) for \( n=3, 4 \) and 5. It was not possible to plot \( A(x) \) for \( n \) greater than 5, since \( x_T(n) \) for larger \( n \) is less than the smallest positive value of \( x \) for which \( v_{S_1}(x) \) is calculated. However, for all successive \( n \), the program shows \( A(0)>0 \), with \( A(0) \) converging to 0.057.

We conjecture that for all finite \( n \), there exists some positive \( x \) such that for \( x' < x \), \( A(x', n) > x' \). This need not be true as \( n \) goes to infinity, even though \( A(0)>0 \) for all \( n \), since the control function is discontinuous.

The discontinuity of \( A(x) \) stems from the fact that the function \( v_{S_1}(x) \), when considered as a function of \( A \) for fixed \( x \) and \( n \), has two local maxima. (See Figure 6.) For example, \( v_{S_1}(x) \) has local maxima of 1.7455 at \( A=0.06 \) and 1.7492 at \( A=0.3 \), and hence the optimal control is greater than \( x \). The threshold for \( n=3 \) occurs at \( x=0.07 \), where the local maxima are both 1.7428 at \( A=0.07 \) and \( A=0.3 \). For \( x=0.05 \), the maxima are 1.7402 at \( A=0.08 \) and 1.7366 at \( A=0.32 \). Hence we see a discontinuity in the control function at \( x=0.07 \), but not in the value function.

For the states \( S_1(x) \), there is a second threshold, \( x_T' \), such that for \( x_T<x<x_T' \), \( A(x)=x \), but for \( x\geq x_T' \), \( A(x)<x \). For large \( n \), \( x_T'=0.78 \) for both Humblet's algorithm and the SIA. The slope of \( A(x) \) is discontinuous at this point. It was this fact that originally led us to suspect that
Figure 5. $A(x)$ versus $x$
Figure 6. $(x)^{(x)}(3)^{(3)}_{S_A}$ as a function of $A$. 
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we might want $A(x) > x$ for $x < 0.78$. We expected that letting $A$ exceed $x$ for $x < 0.78$ would remove this discontinuity in $A(x)$.

The controls for the states $S_2(x,0)$ are also the same as for Humblet's algorithm. In addition, it was found that $B(x,y,n)$ was always less than or equal to $x$, for $y < 0.96$.

### 3.3.2 The Optimal Stationary Policy

The program written to calculate the value functions was designed to stop when the difference between the upper and lower bounds for the gain became less than $10^{-5}$. This occurred after 18 iterations. We assume that the policy at this point is the optimal stationary policy. This policy for the single interval algorithm is indistinguishable from the policy for Humblet's algorithm. It is not clear, however, that the algorithms are identical. As mentioned in the preceding section, for $n > 5$, $x_n(n)$ is too small for the program to calculate. This threshold decreases so rapidly, that we conjecture that $x_n(n) \to 0$ as $n \to \infty$. Even if this is not true, the value $x_\tau$ to which $x_n(n)$ converges is so small, that the probability that the system will ever enter a state $S_1(x)$, where $x < x_\tau$ is nearly zero. Thus, for all practical purposes, Humblet's algorithm is the optimal steady state single interval algorithm.

As mentioned earlier, using Humblet's algorithm, the system will never encounter a state $S_1(x)$ where $x \geq 0.75$. Therefore, $A = x$ for all non-transient states $S_1(x)$. This fact, and a table of values for $B(x)$ completely specify.
the algorithm. A table of $B(x)$ is included on the next page.

3.4 Error in the Value Functions due to Linear Approximations

In this section, we explain why we believe that the errors introduced into the value functions by linear interpolation are negligible.

If the function being approximated is very nearly linear over the region between the points where it is being interpolated, then the error in the interpolation will be small. Even at the first iteration, the functions $v_{S_1}(x)(1)$ and $v_{S_2}(x,0)(1)$ are very nearly linear. After the program converges to a stationary policy, $v_{S_1}(x)(n)$ is even closer to being linear and $v_{S_2}(x,y)(n)$ is nearly linear in both $x$ and $y$.

If the function is monotonic between the points where it is being interpolated, the error will be no greater than the difference between the values of the function at those two points. This difference may be made as small as desired by choosing the grid fine enough with respect to the slope of the function. Since the slope of the functions is low, we can use a relatively coarse grid and still keep errors small.

A powerful argument for neglecting possible interpolation errors is that program results are almost completely independent of the size of the grid used. In particular, a program was written to analyze Gallager's algorithm.
<table>
<thead>
<tr>
<th>X</th>
<th>E</th>
<th>X</th>
<th>B</th>
<th>X</th>
<th>B</th>
<th>X</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.005</td>
<td>0.44</td>
<td>0.214</td>
<td>0.87</td>
<td>0.410</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>0.010</td>
<td>0.45</td>
<td>0.218</td>
<td>0.88</td>
<td>0.415</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td>0.015</td>
<td>0.46</td>
<td>0.223</td>
<td>0.89</td>
<td>0.419</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>0.020</td>
<td>0.47</td>
<td>0.228</td>
<td>0.90</td>
<td>0.423</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.025</td>
<td>0.48</td>
<td>0.232</td>
<td>0.91</td>
<td>0.428</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.06</td>
<td>0.030</td>
<td>0.49</td>
<td>0.237</td>
<td>0.92</td>
<td>0.432</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.07</td>
<td>0.035</td>
<td>0.50</td>
<td>0.242</td>
<td>0.93</td>
<td>0.437</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.08</td>
<td>0.040</td>
<td>0.51</td>
<td>0.246</td>
<td>0.94</td>
<td>0.441</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.09</td>
<td>0.045</td>
<td>0.52</td>
<td>0.251</td>
<td>0.95</td>
<td>0.445</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>0.050</td>
<td>0.53</td>
<td>0.256</td>
<td>0.96</td>
<td>0.450</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.11</td>
<td>0.055</td>
<td>0.54</td>
<td>0.260</td>
<td>0.97</td>
<td>0.454</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.12</td>
<td>0.060</td>
<td>0.55</td>
<td>0.265</td>
<td>0.98</td>
<td>0.458</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.13</td>
<td>0.064</td>
<td>0.56</td>
<td>0.270</td>
<td>0.99</td>
<td>0.463</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.14</td>
<td>0.069</td>
<td>0.57</td>
<td>0.274</td>
<td>1.00</td>
<td>0.467</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>0.074</td>
<td>0.58</td>
<td>0.279</td>
<td>1.01</td>
<td>0.471</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.16</td>
<td>0.079</td>
<td>0.59</td>
<td>0.284</td>
<td>1.02</td>
<td>0.476</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.17</td>
<td>0.084</td>
<td>0.60</td>
<td>0.289</td>
<td>1.03</td>
<td>0.480</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.18</td>
<td>0.089</td>
<td>0.61</td>
<td>0.293</td>
<td>1.04</td>
<td>0.484</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.19</td>
<td>0.094</td>
<td>0.62</td>
<td>0.297</td>
<td>1.05</td>
<td>0.488</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.20</td>
<td>0.099</td>
<td>0.63</td>
<td>0.302</td>
<td>1.06</td>
<td>0.493</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.21</td>
<td>0.104</td>
<td>0.64</td>
<td>0.307</td>
<td>1.07</td>
<td>0.497</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.22</td>
<td>0.108</td>
<td>0.65</td>
<td>0.311</td>
<td>1.08</td>
<td>0.501</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.23</td>
<td>0.113</td>
<td>0.66</td>
<td>0.315</td>
<td>1.09</td>
<td>0.506</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.24</td>
<td>0.115</td>
<td>0.67</td>
<td>0.320</td>
<td>1.10</td>
<td>0.510</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.123</td>
<td>0.68</td>
<td>0.325</td>
<td>1.11</td>
<td>0.514</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.26</td>
<td>0.128</td>
<td>0.69</td>
<td>0.329</td>
<td>1.12</td>
<td>0.519</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.27</td>
<td>0.133</td>
<td>0.70</td>
<td>0.334</td>
<td>1.13</td>
<td>0.523</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.28</td>
<td>0.137</td>
<td>0.71</td>
<td>0.338</td>
<td>1.14</td>
<td>0.527</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.29</td>
<td>0.142</td>
<td>0.72</td>
<td>0.343</td>
<td>1.15</td>
<td>0.531</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>0.147</td>
<td>0.73</td>
<td>0.347</td>
<td>1.16</td>
<td>0.536</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.31</td>
<td>0.152</td>
<td>0.74</td>
<td>0.352</td>
<td>1.17</td>
<td>0.540</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.32</td>
<td>0.157</td>
<td>0.75</td>
<td>0.357</td>
<td>1.18</td>
<td>0.544</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>0.161</td>
<td>0.76</td>
<td>0.361</td>
<td>1.19</td>
<td>0.548</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.34</td>
<td>0.166</td>
<td>0.77</td>
<td>0.365</td>
<td>1.20</td>
<td>0.552</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>0.171</td>
<td>0.78</td>
<td>0.370</td>
<td>1.21</td>
<td>0.557</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.36</td>
<td>0.175</td>
<td>0.79</td>
<td>0.374</td>
<td>1.22</td>
<td>0.561</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.37</td>
<td>0.181</td>
<td>0.80</td>
<td>0.379</td>
<td>1.23</td>
<td>0.565</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.38</td>
<td>0.185</td>
<td>0.81</td>
<td>0.383</td>
<td>1.24</td>
<td>0.569</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.39</td>
<td>0.190</td>
<td>0.82</td>
<td>0.388</td>
<td>1.25</td>
<td>0.573</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.40</td>
<td>0.195</td>
<td>0.83</td>
<td>0.392</td>
<td>1.26</td>
<td>0.578</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.41</td>
<td>0.199</td>
<td>0.84</td>
<td>0.397</td>
<td>1.27</td>
<td>0.582</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.42</td>
<td>0.204</td>
<td>0.85</td>
<td>0.401</td>
<td>1.28</td>
<td>0.586</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.43</td>
<td>0.209</td>
<td>0.86</td>
<td>0.406</td>
<td>1.29</td>
<td>0.590</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1

Values of B as a function of x for Humble's Algorithm
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approximating \( v_{S_1}(x)(n) \) at 100 points between 0 and 1.0, and \( v_{S_2}(x,0)(n) \) at 150 points between 0 and 1.5. After 18 iterations the capacity is bounded below by .48711 and above by .48712, and the optimal initial interval length is \( 1.266/\lambda \). These are exactly the values found by Gallager using other methods. Another program was written approximating \( v_{S_1}(x)(n) \) and \( v_{S_2}(x,0)(n) \) by only two points each: \( v_{S_1}(0)(n) \) and \( v_{S_2}(1)(n) \), \( v_{S_1}(0.65)(n) \), \( v_{S_2}(0,0)(n) \) and \( v_{S_2}(1.3,0)(n) \). After 18 iterations, this program bounded the capacity by .48662 below and .48663 above, and found an optimal initial interval of length \( 1.271/\lambda \). These results represent errors of less than one-tenth and four-tenths of one percent, respectively.

A program analyzing Humblet's algorithm using the first grid described above gave a capacity between .48775 and .48776 with an optimal initial interval of \( 1.275/\lambda \). The program which analyzed the single interval algorithm with a large coarse grid (described in the Appendix) converges to an equivalent stationary policy which has the same capacity and initial interval length, even though the grid uses only \( 1/6 \) as many points.

This insensitivity of the method to grid size and density, and the good agreement with results obtained by other methods indicates that our approximations to the value functions are quite accurate.
3.5 Suggestions for Further Research

Many fundamental questions about the capacity of contention resolution algorithms remain unanswered. Is the best single interval algorithm the best first-come first-served? Is the best first-come first-served the best possible algorithm? How may these algorithms be modified for the case where not all users know the outcome of each trial? How may they be modified when the users are trying to access more than one facility?
A. APPENDIX

Program Notes

In this appendix we include listings of the two Fortran programs that were used to calculate the value function and to bound the capacity.

The first program calculates approximations to \( v_{S_1}(x)(n) \) and \( v_{S_2}(x,y)(n) \) using a large, coarse grid. The grid size was determined from the results of Humblet's program, described in section 2.4. For his algorithm it was found that, in the \( S_1(x) \) state, for values of \( x \) up to .78, the optimal policy chooses \( A=x \). For larger \( x \), \( A \) will be less than \( x \). For this reason, we thought it unlikely that the single interval algorithm would choose \( A>x \) for \( x>.78 \). For safety, however, we chose the grid to allow \( A>x \) for \( x \) up to .96. We expected (incorrectly) that for small \( x \), \( A \) would be much larger than \( x \), and as \( x \) approached .78, \( A \) would decrease to \( x \). Thus we chose to calculate \( v_{S_2}(x,y)(n) \) only for \( x \) and \( y \) such that \( x+y<.96 \), \( y>0 \). Since Humblet's algorithm found an optimal initial interval length larger than Gallager's, it seemed likely that the SIA would use an even larger \( T \). Hence, we calculate \( v_{S_2}(x,0)(n) \) for \( x \) up to 1.47.

The program was initially written for \( \Delta x \) (the distance between grid points) equal to .06. At each iteration the program would calculate value functions for approximately 200 states. Changing a single card in the program (line 4)
would change \( \Delta x \) from .06 to .01. This was never done, since it would increase the number of states from 200 to 5000, and the program would have been too costly to run. The program results, however, indicated that the bounds of the initial grid were much larger than required. The program was re-written with a small, fine grid using approximately the same number of states as the first grid.

The second program uses \( \Delta x = .01 \). Since the first program showed that for \( x \geq .12 \), \( A \leq x \), we restricted the grid to allow \( A > x \) for \( x \) up to .15. This extra margin was included in case the threshold for \( A \) might change due to the finer discretization. Values for \( v_{S_1}(x)(n) \) were calculated only for \( x \leq .79 \), since it had been shown that states \( S_1(x) \) for larger \( x \) were transient. Since the first program showed that the largest \( A > x \) ever used is .3 when \( x = .06 \), we chose to calculate \( v_{S_2}(x,y)(n) \) for \( 0 \leq x \leq .15 \) and \( 0 \leq y \leq .3 \). Since the largest \( T \) ever used is 1.29, we calculated \( v_{S_2}(x,0)(n) \) for \( x \) up to 1.29.

The second program also eliminated two costly routines that were found unnecessary. The control \( B \) for the state \( S_2(x,y) \) was found always less than or equal to \( x \), so the second program searched a much smaller interval for \( B \). For \( v_{S_2}(x,y)(n) \), \( B \) is positive only for very large \( y \), corresponding to transient states, so we let the second program choose \( B(0,y) = 0 \), without doing a search.

The increment for the controls \( T \), \( A \) and \( B \), was chosen
to be $\Delta x/10$. Hence, the finer grid gives more accuracy not only by calculating the functions at more points, but also by allowing more precise determination of the optimal controls.

Even for the coarse grid, however, it is not practical to test all the possible controls for each state. Hence the search for the optimal control is carried out in two parts. First, the control set is searched over a coarse grid, with increments equal to $\Delta x$. Then a fine search is made, using increments of $\Delta x/10$, over an interval of width $2\Delta x$, centered at the optimal control found from the coarse search. Maximizing a function in this way can lead to trouble if the function has two peaks and the true maximum lies between the points tested in the coarse search. However, the difference between the value functions at a control $T$ and at $T+\Delta x$ is small enough that any error of this type is negligible.
1) \( f(x) = x^3 - 2x^2 + x - 1 \)

\( \text{DIMENSION ANGLE} = 15.0 \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \time
\[ x_{k+1} = x_k + \frac{f(x_k)}{f'(x_k)} \]

where \( f(x) \) is the function being minimized and \( f'(x) \) is its derivative. This method is particularly useful when the derivative of the function is not easily computable or when the function is not smooth.
C PLINE SEARCH FOR Y

MAXV = OMAX

IF (YMAX < YMAX) & (YMAX < MAXV)

VX = VX + L + W

X = X + K + T

X = X + E - (X - E)

R = R + D + T + 1, DOT = 1, DOT = 1

D = D - D + T + 1

DO 35 M = K + 1, M1

35

C COARSE SCREEN FOR W

MAXW = OMAX

D = D + 1

D = D - D + T + 1

MAXI = OMAX

C = C + 1

C = C - C + 1

C = C - C + 1

C = C - C + 1
DO 11 L=1,19
C FIND SEARCH FOR T.

IF (MVX.EQ.VMAX) VMAX=VX
IF (VX.EQ.VMAX) VX=L

N=L-1.
L=L+1
IF (L.GT.MAX) DO 10 T=1.,2.,3.

C CALCULATE V AND Z.*

10 X=Z/2.
X=X-1.
T=2.
T=T-1.
N=1.
N=N-1.
N=0.

V=V+0.
V=V+0.
V=V+0.
V=V+0.

A2(1,1)=1.
A2(1,2)=0.
A2(2,1)=1.
A2(2,2)=0.

DO 9 I=1,11

9 DO 8 J=1,11

8 DO 7 J=1,11

7 DO 6 J=1,11

6 DO 5 J=1,11

5 DO 4 J=1,11

4 DO 3 J=1,11

3 DO 2 J=1,11

2 DO 1 J=1,11

1 DO 0 J=1,11

0 DO -1 J=1,11

-1 DO -2 J=1,11

C INITIALIZE CONTENTS OF MATRICES.

C PROGRAM TO CALCULATE V,D, V1(X) AND V2(X) USING A SMALL, FINE GRID.
C )
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