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Sufficient conditions for the stability of the transient response are derived and an upper bound on the eigenvalues obtained. Finally, the mean-square error is evaluated when responding to a chirped signal. The gain coefficient of the LMS algorithm is determined that minimizes the mean-square error for chirped signals as a function of chirp rate and signal and noise powers.
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ABSTRACT

The transient behavior of the LMS adaptive filter is studied when configured as a canceller operating in the presence of a fixed or variable complex frequency sine-wave signal buried in white noise. For a fixed frequency signal, the mean weights are shown to respond to signal more rapidly than to noise alone. For a chirped signal, a fixed parameter matrix first-order difference equation is derived for the mean weights and a closed-form steady-state solution obtained. The transient response is obtained as a function of the eigenvectors and eigenvalues of the input covariance matrix. Sufficient conditions for the stability of the transient response are derived and an upper bound on the eigenvalues obtained. Finally, the mean-square error is evaluated when responding to a chirped signal. The gain coefficient of the LMS algorithm is determined that minimizes the mean-square error for chirped signals as a function of chirp rate and signal and noise powers.
I INTRODUCTION

The LMS adaptive filter has been proposed and used in situations where the statistics of the input processes are unknown or partially known [1-3]. The structure of the LMS algorithm for adjusting the weights of the adaptive filter requires quadratic operations on stochastic input data which, in general, are difficult to analyze. Under the assumption of statistically independent data samples, the mean weight vector and the covariance of the weight fluctuations have been obtained for a variety of stationary input data statistics [1-11]. Special configurations of the LMS algorithm, such as noise cancelling [4], line enhancing [4, 6, 8, 9, 11], spectral analysis, [5, 12] and single frequency line detection [7-10], have been studied in considerable detail. The special characteristics of the LMS filter configuration have been used to aid in the analysis of the behavior of the algorithm.

The purpose of this paper is to present some exact analytical results for the LMS algorithm configured as an adaptive noise canceller when the input process consists of a chirped sine wave in additive stationary white noise. Although some previous work on LMS algorithm behavior in a non-stationary environment has been published [13-16], only one [16] has investigated the response of the LMS algorithm to chirped sinusoids in white noise. The analysis is performed by assuming the chirping is slow enough so that a quasi-stationary model for the mean weights can be used. In this paper, exact analytical results are obtained for the chirped sinusoidal signal with arbitrary chirp rate. Since the adaptive cancelling of dynamic signals is a key element in cancelling, line enhancing and frequency tracking, the analytical results for the above model have wide applicability.

Two principal results of this paper are

1. A closed form analytical expression for the LMS mean weights in a dynamic signal environment.
2. Explicit trade-off results between filter parameters, weight variances, mean-square-error, and input signal dynamics.

The latter result is of special interest since it shows explicitly the compromise between fast adaptation in order to respond to variations in the input statistics and slow adaptation to reduce the fluctuations in the adaptation process itself.
For the narrowband signal in white-noise case, the configuration shown in Figure 1 can be used to model the above LMS algorithm functions.

With reference to Figure 1,

\[ d(n) = \sigma_s e^{j(\omega_0 n\Delta t + \dot{\omega} (n\Delta t)^2/2 + \phi)} + n_1(n\Delta t) \]

\( \Delta \) is chosen so that \( n_1(n\Delta t) \) and \( n_1(n\Delta t - \Delta) \) are un-correlated. On the other hand, because the desired signal is a chirped sine-wave, it decorrelates more slowly than the noise.
II. DYNAMIC MODEL FOR THE INPUTS

The algorithm for changing the complex weights of the adaptive filter is given by [17],

\[
W(n+1) = W(n) + \mu \left[ d(n) - X^T(n) W(n) \right] X^*(n)
\]

\[
= W(n) + \mu \left[ d(n) X^*(n) - X^*(n) X^T(n) W(n) \right]
\]

(1)

where \( W(n) \) = filter weight vector at time \( n \), \( d(n) \) = desired signal, \( X(n) \) = observed data vector at time \( n \), and where * and T denote complex conjugate and vector transpose respectively.

Averaging equation (1) and assuming 1) the data sequence \( X(n) \) is statistically independent over time \([1-4]\) and 2) the present weight vector and the present data vector are statistically independent \([11]\), yields

\[
E[W(n+1)] = E[W(n)] + \mu \left[ R_{dx}(n) - R_{xx}(n) E[W(n)] \right]
\]

(2)

where \( R_{dx}(n) = E[d(n)X^*(n)] \), \( R_{xx}(n) = E[X^*(n)X^T(n)] \).

In practice the algorithm sampling interval \( (\Delta t) \) is usually chosen to correspond to the delay \( \delta \) between the taps of the adaptive filter. Furthermore \( (\Delta t) \) is usually chosen to correspond to independent samples of the noisy data. Hence the delay \( \Delta \) is chosen to be integer multiples of \( (\Delta t) \) in order for the noises in the two inputs to be un-correlated. On the other hand, the longer that \( \Delta \) is chosen, the less correlated is the signal component. Thus choice of \( \Delta = \delta \) is the best that can be accomplished.*

When the input consists of a complex sine-wave with linearly-varying frequency in additive noise,

\[
d(t) = \sigma_s e^{j(\omega_0 t + \dot{\omega} t^2/2 + \delta)} + n(t)
\]

(3)

*Other integer values of \( \delta \) for the bulk delay \( \Delta \) can be studied using the subsequent analysis and the results show that \( \Delta = \delta \) yields the best filter performance.
where \( \sigma_s^2 \) = signal power, \( \omega_0 \) = signal frequency, \( \dot{\omega} \) = rate of change of signal frequency, \( \varphi \) = random phase of signal and the noise is independent of the signal with noise power \( \sigma_n^2 \) and normalized covariance matrix \( G \), then

\[
R_{xx}(n) = \sigma_n^2 G + \sigma_s^2 D(n) D^*(n)^T \tag{4}
\]
\[
R_{dx}(n) = \sigma_s^2 D(n) \tag{5}
\]

where

\[
D^T(n) = \begin{pmatrix}
\exp(j\omega_0 \delta) & \exp(j\omega_0 \delta^2 n - j\delta^2 \dot{\omega}/2) & \ldots \\
\exp(j\omega_0 \delta^2 M) & \exp(j\omega_0 \delta^2 M_2 n - j\delta^2 \dot{\omega}/2) & \ldots \\
\end{pmatrix}
\tag{6}
\]

with \( M \) = number of complex weights.

Using Eqs. (4) and (5) in Eq. (2) yields

\[
E[W(n+1)] = \left[ I - \mu \left( \sigma_n^2 G + \sigma_s^2 D(n) D^*(n)^T \right) \right] E[W(n)] + \mu \sigma_s^2 D(n) \tag{7}
\]

For white noise, \( G = I \). Define

\[
M(n) = I + \frac{\sigma_s^2}{\sigma_n^2} D(n) D^*(n)^T \tag{8}
\]

For any \( n \), the eigenvectors of \( M(n) \) are the vector \( D(n) \) and any set of \((M-1)\) vectors orthogonal to \( D(n) \). The associated eigenvalues are

\[
\lambda_1 = 1 + M \frac{\sigma_s^2}{\sigma_n^2}
\]
\[ \lambda_2 = \lambda_3 = \ldots = \lambda_M = 1 \]

Note that the eigenvalues are independent of time. All the time variations in M(n) are contained in the eigenvectors. This special property of M(n) is exploited to obtain closed form solutions for Eq. (7).
III. SOLUTION OF EQ (7) FOR THE MEAN WEIGHT BEHAVIOR

Since $M(n)$ is Hermitian, there exists a unitary transformation $P(n)$ which diagonalizes $M(n)$ for each $n$,

$$P(n) M(n) P^{-1}(n) = \lambda = \text{Diag}(\lambda_1, \lambda_2 \ldots \lambda_m)$$

(10)

The $\lambda_i$ are not functions of $n$. Due to the special form of $D(n)$,

$$D^T(n) = V^n D^T(o)$$

(11)

where

$$V = \text{Diag}(a, a^2, \ldots, a^M), a = e^{j\omega c^2}$$

Also $P(n)$ can be written in terms of the eigenvectors of $M(n)$,

$$P^+(n) = \frac{1}{\sqrt{M}} \begin{bmatrix} D(n), R_1(n), \ldots, R_{M-1}(n) \end{bmatrix}$$

(12)

where $^+$ denotes conjugate transpose and $R_1, R_2 \ldots R_{M-1}$ are $M-1$ mutually ortho-normal vectors, also orthogonal to $D(n)$ for each $n$. Using Eq. (11),

$$P(n) = P(o) (V^*)^n$$

(13)

Using Eqs. (8), (11) and (13) and defining $Z(n) = P(n) E[w(n)]$, Eq. (7) can be written in terms of $Z$ only as

$$Z(n+1) = P(0) V^* P^{-1}(0) \left[ I - \mu \sigma_n^2 \lambda \right] Z(n) + \mu \sigma_s^2 P(0) V^* D(0)$$

(14)
Since Eq. (14) is a constant coefficient linear difference equation, with $P(0) = P_0$, it follows that

$$Z(n) = \left(P_0 V* P_0^{-1} \left[I - \mu \sigma_n^{2\lambda}\right]\right)^n Z(0)$$

$$+ \mu \sigma_s^2 \sum_{m=1}^{n} \left(P_0 V* P_0^{-1} \left[I - \mu \sigma_n^{2\lambda}\right]\right)^{m-1} P_0 V* D(0)$$

(15)

Before investigating the general case of Eq. (15), consider the fixed frequency sinusoid signal case when $V = I$ and Eq. (15) simplifies to

$$Z(n) = \left[I - \mu \sigma_n^{2\lambda}\right]^n Z(0) + \mu \sigma_s^2 \sum_{m=1}^{n} \left[I - \mu \sigma_n^{2\lambda}\right]^{m-1} S$$

(16)

where $S^T = (\sqrt{M}, 0, 0, \ldots 0)$. Expressing the matrix sum in closed form

$$Z(n) = \left[I - \mu \sigma_n^{2\lambda}\right] Z(0) + \frac{\sigma_s^2}{\sigma_n^{2\lambda}} \left[I - (I - \mu \sigma_n^{2\lambda})^n\right]$$

(17)

Thus, using Eq. (9), the components of $Z(n)$ are given by

$$z_1(n) = \left[1 - \mu \left(\frac{\sigma_n^2}{\sigma_s^2} + M \sigma_s^2\right)\right]^n z_1(0) + \frac{\sqrt{M} \sigma_s^2/\sigma_n^2}{1+M \sigma_s^2/\sigma_n^2} \left\{ \left[1 - \mu \left(\sigma_n^2 + M \sigma_s^2\right)\right]^n - 1 \right\}$$

$$z_j(n) = \left[1 - \mu \sigma_n^{2\lambda}\right]^n z_j(0)$$

(18)

$$j = 2, 3, \ldots, M$$
Hence, for \( \mu (\sigma_n^2 + M \sigma_s^2) < 1 \), the response of the weights to the signal frequency is more rapid than to any other frequency. If \( z_j(0) = 0, j = 1, 2, \ldots M \), then \( z_1(n) \) is the only response,

\[
z_1(n) = \frac{\sqrt{M \sigma_s^2}}{1 + M \sigma_s^2} \frac{\sigma_n^2}{\sigma_n^2} \left\{ 1 - \left[ 1 - \mu \left( \sigma_n^2 + M \sigma_s^2 \right) \right]^n \right\}
\]

(19)

Transforming back to the original coordinate system,

\[
E[W(n)] = P_0^{-1} Z(n) = \frac{\sigma_s^2}{\sigma_n^2} \frac{\sigma_n^2}{\sigma_n^2} \left\{ 1 - \left[ 1 - \mu \left( \sigma_n^2 + M \sigma_s^2 \right) \right]^n \right\} D(0)
\]

(20)

Hence, the mean weights are scaled versions of the desired signal response. From Eq. (18), note that the time it takes the filter to adapt from zero initial conditions and learn the signal is less than the time required to forget the signal if it disappears. That is, from Eq (19), if \( z_j(0) = 0, j = 1, 2, \ldots M \), signal response time is proportional to \( 1 - \mu (\sigma_n^2 + M \sigma_s^2) \). If the signal suddenly disappears so that \( z_1(0) = 0 \), then from Eq. (17) with \( \sigma_s^2 = 0 \), the decay time towards \( z_1(n) = 0 \), is proportional to \( 1 - \mu \sigma_n^2 \).
IV. STEADY-STATE WEIGHT BEHAVIOR

The explicit solution of Eq. (14) requires evaluation of the eigenvalues and eigenvectors of the matrix operator in brackets in Eq. (15) (see Appendix I). However, the steady-state solution to Eq. (14) is obtainable without knowledge of the eigenvalues. In Eq. (15), set \( Z(0) = 0 \) (zero initial conditions) without loss of generality. Let \( Q \) be the matrix of eigenvectors of the matrix \( P_0 V^* P_0^{-1} \{ I - \mu \sigma_n \Lambda \} \) and \( \Lambda = \text{Diag} (\Lambda_1, \Lambda_2 \ldots \Lambda_m) \) be the matrix of eigenvalues. Thus

\[
Z(n) = \mu \sigma_s^2 \sum_{m=1}^{n-1} [Q \Lambda Q^{-1}]^{m-1} P_0 V^* D(o)
\]

\[
= \mu \sigma_s^2 Q \left( \sum_{m=0}^{n-1} \Lambda^m \right) Q^{-1} P_0 V^* D(o) \tag{21}
\]

But

\[
\sum_{m=0}^{n-1} \Lambda^m = \text{Diag} \left[ \frac{1-\Lambda^n}{1-\Lambda}, \frac{1-\Lambda^n}{1-\Lambda}, \ldots \frac{1-\Lambda^n}{1-\Lambda} \right] \tag{22}
\]

for \( |\Lambda| < 1 \) for all \( i \), and

\[
\lim_{n \to \infty} \sum_{m=0}^{n-1} \Lambda^m = (I - \Lambda)^{-1} \tag{23}
\]
In Appendix I, it is shown that \( \lambda_i < 1 \) for all \( i \) if \( 0 < \mu (\sigma_n^2 + M \sigma_s^2) < 2 \). Let \( Z_{ss} = \lim_{n \to \infty} Z(n) \). Then, using Eq. (23), Eq. (21) becomes

\[
Z_{ss} = \mu \sigma_s^2 Q((-\lambda))^{-1} Q^{-1} P_0 V^* D(0)
\]

\[
= \frac{\mu \sigma_s^2 P_0 \left[ V - (1 - \mu \sigma_n^2) I \right]^{-1} D(0)}{1 + \mu \sigma_s^2 D_0 + \left[ V - (1 - \mu \sigma_n^2) I \right]^{-1} D(0)}
\]

The steady-state weights are the quantities of interest. Note that they will be time varying, even though the adaptive filter is in steady-state. Here, steady-state implies that the adaptive filter has converged, interpreted as the convergence of the transformed weight vector \( Z(n) \). However, the filter has converged to a time-varying solution to follow the time-varying, non-stationary input signal. Thus, when \( Z_{ss} \) is inverse transformed back to the mean value of the weights, the transform is via the eigenvectors of the input covariance matrix, which are time-varying. Let \( E(W_{ss}(n)) \) denote the mean value of the steady-state weights at time \( n \).

\[
E[W_{ss}(n)] = P^{-1}(n) Z_{ss}
\]

\[
= \frac{\mu \sigma_s^2 \left[ V - (1 - \mu \sigma_n^2) I \right]^{-1} D(n)}{1 + \mu \sigma_s^2 D_0 + \sum_{k=1}^{M} \frac{1}{e^{j\omega k \delta^2} - (1 - \mu \sigma_n^2)}}
\]

As a check, Eq. (25) can be compared with the steady-state value of the weights in the stationary case, i.e., with \( \omega = 0 \). For that case \( V = I \), \( D(n) = D(0) \) and

\[
E[W_{ss}(n)] = \frac{\sigma_s^2}{\sigma_n^2} D(0)
\]

\[
\omega = 0
\]

which agrees with Eq. (20) when \( n \to \infty \).
Computer evaluation of the steady-state mean weights in Eq. (25) is presented in Figures 2-5 for $f = 5 \text{ Hz/sec}^2$ and in Figure 6-9 for $f = 1.25 \text{ Hz/sec}^2$. In all cases, the filter has 128 taps with $\mu = 0.1$. The signal-to-noise ratios are varied from 10 to $10^{-1}$. The figures display the magnitude and phase of the weights across the filter. Three interesting phenomena are displayed in these figures:

1. As the signal-to-noise ratio decreases, the adaptive filter uses more of the taps but at lower amplitudes,
2. The tap phases follow the movement of the linearly varying frequency input,
3. As $f$ increases, the taps at the far end of the line contribute relatively less to the filter output than those taps at the beginning of the line.

These phenomena can be explained as follows:

1. The two sources of randomness that contribute to the filter output mean-square-error, are input noise and algorithm noise (weight misadjustment). The contribution of the input noise to the mean square error decreases linearly with the number of taps whereas the algorithm noise increases linearly with the number of taps. Thus, at high input signal-to-noise ratios, the algorithm noise is the limiting factor and few taps are needed. At low input signal-to-noise ratios, input noise is the limiting factor and a large number of taps are needed in order to reject the input noise. Eventually algorithm noise becomes the significant factor.

2. The figures show only the mean values of the steady-state weights at a particular instant of time after the filter has converged. Hence, there should be a quadratic phase shift with the tap number in accordance with $D(n)$ in Eq. (6). Comparison of Figure 3-5 with Figure 2 and Figure 7-9 with Figure 6 shows that the steady-state weights do display this behavior.

3. The filter trades off coherent integration (proportional to the number of significantly non-zero weights) against the phase changes required at each tap to follow the chirped signal. Since the phase change required at each iteration for each tap grows linearly with tap number (entries in $V$), weights at the far end of the line must make large phase changes in comparison to those at the beginning of the line. Note that the quadratic phase correction along the line, $D(0)$, is independent of time. Hence,
once the filter estimates \( f_0 \) and \( \dot{f} \), it knows \( D(\omega) \) and can introduce these phase corrections statically. On the other hand, the filter must change phase by the entries in \( V \) at each iteration. Large phase changes are most easily made when the magnitude of the weights are small. In Figure 3-5, \( \Delta \phi = \Delta \delta^2 = \frac{\pi}{10M} \) radians and in Figure 7-9, \( \Delta \phi = \frac{\pi}{40M} \) radians. Hence the \( M^{th} \) weight has to change by \( \pi/5 \) and \( \pi/20 \) radians, respectively. In order to accommodate these large phase changes for the same algorithm step size, the weights of the far end of the line must be smaller than those at the beginning of the line. As \( \dot{f} \) decreases, the difference in phase changes at the two ends of the line decreases and the filter can make use of significant values for the weights at the far end of the line.
V. THE MEAN SQUARE ERROR IN STEADY-STATE

The error, \( \epsilon(n) \), is the difference between \( d(n) \) and the filter output, \( W^T(n) X(n) \). Its mean square value is given by

\[
E \left[ |\epsilon(n)|^2 \right] = E \left[ \left( d(n) - W^T(n) X(n) \right) \left( d^*(n) - W^+(n) X^*(n) \right) \right]
\]

\[
= E[d(n) d(n)^*] - E[W^T(n) X(n) d^*(n)] - E[d(n) W^+(n) X^*(n)] + E[W^T(n) X(n) W^+(n) X^*(n)]
\]

Using the assumptions preceding Eq. (2),

\[
E \left[ |\epsilon(n)|^2 \right] = \left( \sigma_s^2 + \sigma_n^2 \right) - \sigma_s^2 2 \Re \left\{ E \left[ W(n) \right]^+ D(n) \right\} + E \left[ W^T(n) X(n) W^+(n) X^*(n) \right] (28)
\]

The middle term in brackets in Eq. (23) can be evaluated using Eq. (25) and is given by

\[
E \left[ W^T(n) X(n) W^+(n) X^*(n) \right] = \frac{\mu \sigma_s^2 \sum_{k=1}^{M} \left( e^{j \omega k \delta^2 (1-\mu \sigma_n^2)} \right)^{-1}}{1 + \mu \sigma_s^2 \sum_{k=1}^{M} \left( e^{j \omega k \delta^2 (1-\mu \sigma_n^2)} \right)^{-1}} (29)
\]

The last term in Eq. (23) can be evaluated as follows. Let the weight vector be written as a mean value plus a zero-mean fluctuation process.

\[
W(n) = E[W(n)] + \zeta(n)
\]
Then

\[ E[W^T(n) X(n) W^*(n) X^*(n)] = E[W^*(n)] E[X^*(n) X^T(n)] E[W(n)] \]

\[ + E[\xi^*(n) X^*(n) X^T(n) \xi(n)] \]  

(31)

The first term in Eq. (31) is known. The second term in Eq. (31) is

\[ E[\xi^*(n) X^*(n) X^T(n) \xi(n)] = E[\xi^*(n) E[X^*(n) X^T(n)] \xi(n)] \]

\[ = (\sigma_s^2 + \sigma_n^2) E[\xi^*(n) \xi(n)] \]

\[ = (\sigma_s^2 + \sigma_n^2) M \sigma_w^2 \]  

(32)

assuming the weight fluctuations are stationary, uncorrelated from tap-to-tap, and have the same variance \( \sigma_w^2 \) for each individual weight. Thus, using Eqs. (31) and (32) in Eq. (28) yields

\[ E[|\epsilon(n)|^2] = \sigma_s^2 \left[ 1 - E[|W(n)|^2] \right]^2 + \sigma_n^2 \left[ 1 + E[|W(n)|^2] E[|W(n)|] \right] \]

\[ + M \left( \sigma_s^2 + \sigma_n^2 \right) \left[ \frac{\mu \sigma_n^2}{2 - (M+1) \mu \sigma_n^2} \right] \]  

(33)

where \( \sigma_w^2 \) has been approximated by the weight fluctuations under noise alone\[^4, 5, 7\]. The first term in Eq. (33) represents the error in estimating the chirped complex exponential signal. The second term is the sum of the noise power in the reference channel and the noise power passed by the mean weights of the adaptive filter. The last term represents the weight misadjustment variance multiplied by the total input power.

Eq. (33), normalized by the total input power, has been evaluated as a function of \( \mu \sigma_n^2 \) for \( M = 16, 32, 64 \), signal-to-noise ratios of 0 and +10 dB and various \( \omega \delta^2 \). In Figure 10-15, the trade-off can be seen between static and dynamic contributions to
total mean-square error. In each case, there is an optimum selection of \( \mu \sigma_n^2 \) which minimizes the deleterious effects of signal errors, input noise and weight misadjustment noise. Comparison of the filter performance for increasing input signal-to-noise ratios verifies improved system performance. On the other hand, for sufficiently large \( \omega \delta^2 \) and SNR = 10 dB, it is seen that the normalized mean square error increases as \( M \) increases. This effect is due to the weight misadjustment noise exceeding the longer coherent integration gain obtained with larger filters. As \( \omega \delta^2 \) decreases, a point is reached where sufficient smoothing time is available (small \( \mu \sigma_n^2 \)) to reduce the weight misadjustment noise to a level so that improved performance is obtained for longer filters (e.g. \( \omega \delta^2 = 4 \times 10^{-5} \)).

It can be seen from Figure 10-15 that the optimum selection of \( \mu \sigma_n^2 \), for a given filter length \( M \) and signal-to-noise ratio, varies in the same manner as \( \omega \delta^2 \). As \( \omega \delta^2 \) increases, a larger value of \( \mu \sigma_n^2 \) is required to achieve the minimum mean-square error. However this minimum mean-square error increases as \( \omega \delta^2 \). The filter has less time to learn the statistics of the signal and hence must make a larger mean-square-error as the price for responding to a faster moving signal.
CONCLUSIONS

A mathematical model of the mean weight behavior for the LMS adaptive filter has been presented when the filter is operating as a single frequency line enhancer and line follower. For a fixed frequency complex sine wave input, the LMS filter weights have been shown to respond to signal and noise more rapidly than to noise alone. This implies that the filter learns more quickly that a line has appeared than it is able to forget that the line is turned off.

When the signal frequency is changing linearly with time, the mathematical model predicts a time-varying behavior of the filter mean weights necessary to respond to the changing signal frequency. As the chirp rate increases, the filter reduces the relative amplitudes of the weights so as to adjust the effective filter length to optimally match the properties of the signal. That is, for example, suppose the filter designer selects a filter of length \( M = M_1 \). However, the chirp rate is sufficiently large so that the change in signal frequency, between algorithm iterations, is greater than the bandwidth of the filter. Then, the LMS algorithm will automatically scale the amplitude of its weights to have an effective length \( M_2, M_2 < M_1 \), such that the signal remains inside the adaptive filter between iterations. As long as the signal frequency lies within the LMS filter bandwidth, the LMS filter algorithm can track the changing frequency since there is sufficient correlation between the two inputs to drive the LMS algorithm in the correct direction.

The mathematical model of the mean weight behavior has been used for selecting the adaptation coefficient of the algorithm, for a wide variety of signal and noise parameters. The criteria of optimality was that of minimizing the filter output mean square error, since the error is the driving term in the weight adjustment algorithm. (An alternate criteria, based on a signal detection model using the filter output, could also be a candidate for optimization.) A set of curves of normalized mean-square error as a function of signal-to-noise ratio and chirp rate were obtained. From these curves, the following observations can be made:

1. For a given signal-to-noise ratio and chirp rate \( \Delta f^2 \), there exists an optimum selection of \( \mu \) that minimizes the overall mean square error.

2. For slowly changing signal frequency, the mean square error exhibits a relatively broad minimum. This is because a large range of \( \mu \sigma_n^2 \) will follow the slowly changing signal frequency yet allow sufficient smoothing.
so as to keep the weight misadjustment noise below a certain minimum. On the other hand, for a rapidly moving signal frequency, mismatch in selection of $\mu \sigma_n^2$ can cause a significant increase in mean-square error as compared to the optimum selection of $\mu \sigma_n^2$.

3. As a system designer, one would choose a $\mu \sigma_n^2$ that would be optimum for the fastest chirp rate expected. The mean square error would always be upperbounded by the mean square error for the fastest chirp rate.
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APPENDIX I. EIGENVALUES OF TRANSFORMATION MATRIX

In order to easily evaluate the $m^{th}$ power of a matrix, the eigenvalues of the matrix are needed. The matrix in brackets in Eq. (15) is

$$P_0 V^* P_o^{-1} \left[ I - \mu \sigma_n^2 \lambda \right] = P_0 V^* \left[ P_o^{-1} - \mu \sigma_n^2 P_o^{-1} \lambda \right]$$

$$= P_0 V^* \left[ I - \mu \sigma_n^2 \lambda \right] = P_0 V^* \left[ I - \mu \sigma_n^2 \lambda \right]$$

$$= P_0 V^* \left[ I - \mu \sigma_n^2 \lambda \right] P_o^{-1} \quad (I-1)$$

Since $P_o$ premultiplies and $P_o^{-1}$ post-multiplies $R = V^* \left[ I - \mu \sigma_n^2 \lambda \right]$, it is only necessary to find the eigenvalues, $\lambda$, of $R$. The eigenvalues of $R$ satisfy:

$$V^* \left[ I - \mu \left( \sigma_n^2 I + \sigma_s^2 D_0 D_o^+ \right) \right] - \lambda I = \left| \begin{vmatrix} 1 - \mu \sigma_n^2 & \Lambda & \mu \sigma_s^2 D_0 D_o^+ \end{vmatrix} \right| = 0 \quad (I-2)$$

where

$$D_o = D(0) \quad \text{and} \quad \left| \right| \text{denotes the determinant.}$$

Because of the simple structure to $R$, an expression for the eigenvalues can be found. Given a matrix of the form $B = A + a_1 b_1^+$ where $a_1$ and $b_1$ are column vectors,

$$|B| = |A| \left[ 1 + b_1^+ A^{-1} a_1 \right] \quad (I-3)$$
Thus, with $A = (1 - \mu \sigma_n^2) I - \Lambda V$, $a_1 = D_0 = b_1$,

$$
\left| \left(1 - \mu \sigma_n^2 \right) I - \Lambda V - \mu \sigma_s^2 D_0 D_0^+ \right| = 
\left| \left(1 - \mu \sigma_n^2 \right) I - \Lambda V \right| \left(1 - \mu \sigma_s^2 D_0^+ \right)
$$

$$
\text{Diag} \left( \frac{a^2}{(1 - \mu \sigma_n^2)}, \frac{a^2}{(1 - \mu \sigma_n^2)} a^2 - \Lambda, \ldots, \frac{a^M}{(1 - \mu \sigma_n^2)} a^M - \Lambda \right) D_0 \right)
$$

$$
= \left[ 1 - \mu \sigma_n^2 \right]^M \left| 1 - \frac{V}{1 - \mu \sigma_n^2} \right| \left[ 1 - \mu \sigma_s^2 \sum_{m=1}^{M} \frac{a^m}{(1 - \mu \sigma_n^2) a^m - \Lambda} \right] = 0
$$

(I-4)

The term in brackets yields an $M$'th order polynomial in $\Lambda$ for which there is no general analytic solution. Eq. (I-4) must be programmed on a digital computer for various $\mu$, $\sigma_s^2$, $\sigma_n^2$ and $a$.

Although explicit values of $\Lambda$ are not obtainable, a simple upper bound on the eigenvalues of $\Lambda$ and hence on the transient behavior of Eq. (21) are obtainable. This upper bound on the eigenvalues is useful since it is an indication of the slowest possible response of the system.

Let $u$ be an eigenvector of the matrix in Eq. (I-1) with associated eigenvalue, $\Lambda_i$. Then, with $u^T u = 1$, and $u^T = \left[ u_1 u_2 \ldots u_m \right]$,

$$
\Lambda_i u = P_o V^* P_o^{-1} \left(1 - \mu \sigma_n^2 \right) u
$$

(I-5)

Now,

$$
\Lambda_i u^+ u \Lambda_i = \left| \Lambda_i \right|^2 = u^+ (1 - \mu \sigma_n^2) + P_o^{-1} V^* P_o P_o V^* P_o^{-1} (1 - \mu \sigma_n^2) u
$$

(I-6)
Using $P_o^{-1} = P_o^+$ and $V^+ = V^{-1}$

$$|\Lambda_i|^2 = \sum_{j=1}^{M} |u_i|^2 |1 - \mu \sigma_n^2 \lambda_j|^2$$

$$= |u_1|^2 \left|1 - \mu \left(\frac{\sigma_n^2}{\sigma_s^2} + M \sigma_s^2\right)\right|^2 + |1 - \mu \sigma_n^2| \sum_{j=2}^{M} |u_i|^2 \tag{I-7}$$

Let $q = \sum_{i=2}^{M} |u_i|^2 \leq 1$ and $p = 1-Q = |u_1|^2 \leq 1$. Then

$$|\Lambda_1|^2 = (1-q) \left|1 - \mu \left(\frac{\sigma_n^2}{\sigma_s^2} + M \sigma_s^2\right)\right|^2 + q \left|1 - \mu \sigma_n^2\right|^2$$

$$= \left|1 - \mu \left(\sigma_n^2 + M \sigma_s^2\right)\right|^2 + q \left(\left|1 - \mu \sigma_n^2\right|^2 - \left|1 - \mu \left(\sigma_n^2 + M \sigma_s^2\right)\right|^2\right)$$

$$\leq |1 - \mu \sigma_n^2|^2 \quad \text{for} \quad |1 - \mu \sigma_n^2| \geq |1 - \mu \left(\sigma_n^2 + M \sigma_s^2\right)| \tag{I-8}$$

Similarly

$$|\Lambda|^2 = p \left|1 - \mu \left(\sigma_n^2 + M \sigma_s^2\right)\right|^2 + (1-p) \left|1 - \mu \sigma_n^2\right|^2 \leq |1 - \mu \left(\sigma_n^2 + M \sigma_s^2\right)|^2$$

$$\text{for} \quad |1 - \mu \left(\sigma_n^2 + M \sigma_s^2\right)| \geq |1 - \mu \sigma_n^2| \tag{I-9}$$

Eqs. (I-8) and (I-9) lead to the following bounds:

1. If $\mu \left(\sigma_n^2 + M \sigma_s^2\right) \leq 1$, assuming $\sigma_n^2 \neq 0$

$$|\Lambda_1|^2 \leq |1 - \mu \sigma_n^2| < 1 \tag{I-10}$$
(2) If \( \mu \left( \sigma_n^2 + M \sigma_s^2 \right) > 1 \) but \( \mu \sigma_n^2 \leq 1 \), then for \( \sigma_n^2 \neq 0 \)

\[
\left| \Lambda_i \right|^2 \leq \left| 1 - \mu \sigma_n^2 \right|^2 < 1 \quad \text{for} \quad \mu \sigma_n^2 \leq 2\left(1-\mu \sigma_n^2\right)
\]

and

\[
\left| \Lambda_i \right|^2 \leq \left| 1 - \mu \left( \sigma_n^2 + M \sigma_s^2 \right) \right|^2 \quad \text{for} \quad \mu \sigma_n^2 > 2\left(1-\mu \sigma_n^2\right)
\]  (I-11)

In the latter case, \( \left| \Lambda_i \right|^2 < 1 \) if \( \mu \left( \sigma_n^2 + M \sigma_s^2 \right) < 2 \).

(3) If \( \mu \sigma_n^2 > 1 \) then

\[
\left| \Lambda_i \right|^2 \leq \left| 1 - \mu \left( \sigma_n^2 + M \sigma_s^2 \right) \right|^2
\]  (I-12)

and

\[
\left| \Lambda_i \right|^2 < 1 \quad \text{if} \quad \mu \left( \sigma_n^2 + M \sigma_s^2 \right) < 2
\]

Combining these, it can be seen that \( \left| \Lambda_i \right| < 1 \) if \( \mu \left( \sigma_n^2 + M \sigma_s^2 \right) < 2 \). Since \( \left| \Lambda_i \right| < 1 \) is the condition for existence of a steady state mean weight vector, \( \mu \left( \sigma_n^2 + M \sigma_s^2 \right) < 2 \) is a sufficient condition for a steady state solution. It is interesting to note that the bound on \( \left| \Lambda_i \right|^2 \) in each case is just the magnitude of the largest eigenvalue in the stationary frequency case, with \( \sigma_n^2, \sigma_s^2, \mu \) and M unchanged. Further

\[
\mu \left( \sigma_n^2 + M \sigma_s^2 \right) < 2
\]

is the condition for the convergence of the adaptive canceller in the fixed sinusoid case. This leads to the surprising conclusion that if the mean weight vector achieves a steady state value in the stationary case for given \( \sigma_s^2, \sigma_n^2, M \) and \( \mu \), then a steady state solution will exist for those parameter values regardless of the rate of change of frequency.
A more direct result for convergence can be obtained as shown below. This latter approach does not bound the eigenvalues however.

From the discussion following Eq. (I-1) it is seen that $R$ is similar to $Q$ and therefore has the same eigenvalues. From [18],

$$\lim_{n \to \infty} \sum_{m=1}^{n} A^{m-1} = [I - A]^{-1}$$

\hspace{1cm} (I-13)

if the $L_2$ norm of $A$ is less than unity, i.e., $\| A \| < 1$. In our case, $R = A$ and

$$\| R \| = \| V^* \left[ I - \mu \sigma_n^2 \lambda \right] \| \leq \| V^* \| \| I - \mu \sigma_n^2 \lambda \|$$

\hspace{1cm} (I-14)

But $\| V^* \| = 1$ and $\| I - \mu \sigma_n^2 \lambda \|$ can be evaluated explicitly as the square root of the largest eigenvalue of the matrix $\left[ I - \mu \sigma_n^2 \lambda \right] \left[ I - \mu \sigma_n^2 \lambda \right]^*$.

But $\left[ I - \mu \sigma_n^2 \lambda \right]$ is self-adjoint and has only two distinct eigenvalues.

$$\Lambda_1 = 1 - \mu \left( \sigma_n^2 + M \sigma_s^2 \right)$$

$$\Lambda_2 = \Lambda_3 = \lambda_M = 1 - \mu \sigma_n^2$$

\hspace{1cm} (I-15)

Hence $\left| 1 - \mu \left( \sigma_n^2 + M \sigma_s^2 \right) \right| < 1$

and

$$\left| 1 - \mu \sigma_n^2 \right| < 1$$
which implies \( |\Lambda_i| < 1 \) if

\[
0 < \mu \left( \sigma_n^2 + M_\sigma^2 \right) < 2
\]

(1-16)

in agreement with the discussion following Eq. (I-12).
Figure 1. Adaptive Filter Configuration
Figure 2
Undistorted signal, P(\(\tau\))

- \(f_s = 20 \text{ Hz}\)
- \(f = 50 \text{ Hz/Hz}^2\)
- \(S = 0.0125 \text{ Hz}\)
- \(N = 128\)
- \(d = 0.5\)
- \(\mu = 0.1\)
FIGURE 9

STEADY STATE WAVE EQUATION

$F = 20 \text{ Hz}$

$f = 5 \text{ Hz/Sec}$

$\eta = 0.0125 \text{ sec}$

$m = 128$

$\delta = 0$

$P = 1$

$P_{in} = 1$

$\mu = 1$

TAP NO.
FIGURE 4

STEADY STATE WEIGIHTS

\( \rho = 2 \times 10^2 \)
\( \gamma = 5 \text{ H}_2 \text{ Sec}^{-1} \)
\( C \Delta \Phi = 0.0125 \)
\( R = 1 \)
\( \Delta = 0 \)

\( \rho = 1 \quad \text{and} \quad \rho = 1 \)
FIGURE 5

STAND STRAP WEIGHTS

\( F_s = 20 \text{ Hz} \)

\( \rho = \frac{5 \text{ Hz}}{\Delta t} \)

\( \Delta t = 0.0125 \)

\( n = 120 \)

\( \theta = 0 \)

\( R = 1 \quad \rho = 10 \quad \mu = 1 \)

TAP NO.
FIGURE 6

UNOBSERVED SIGNAL, B(x)

\( T_a = 2 \) Hz
\( T = 1.25 \) Hz/sec
\( \delta = \Delta t = 0.0125 \) sec
\( M = 128 \)
\( d = 0 \)
FIGURE 7

STOOL: STATE WEIGTHS

\[ \omega_1 = 20 \text{ Hz} \]
\[ \phi = 1.25 \text{ Hz/sec}^2 \]
\[ \delta = \Delta t = 0.025 \text{ sec} \]
\[ \gamma = 128 \]
\[ \Delta = 0 \]

\[ P_1 = 1 \]
\[ P_0 = 1 \]

\[ \omega \Delta t \delta = \frac{1}{400} \left( \frac{2\pi}{3} \right) \]
FIGURE 8

STATIONARY VELOCITY COMPONENTS

\[ \omega_0 = 20 \, \text{Hz} \]
\[ \beta = 1.25 \, \text{Hz/sec} \]
\[ S = \Delta \tau = 0.125 \]
\[ M = 128 \]
\[ \delta = 0 \]

\[ R = 1 \]
\[ \phi = 1 \]

\[ \omega(t) = \frac{1}{\sqrt{\alpha}} \left( \frac{t}{\tau} \right) \]
FIGURE 9

STADY STATE FREQUENCIES
\[ \omega_0 = 20 \text{ Hz} \]
\[ \theta = 0.35 \text{ Hz/deg} \]
\[ \delta = 0.0 \text{ deg/s} \]
\[ N = 1.28 \]
\[ \alpha = 0 \]

\[ P_1 = 10 \]
\[ P_2 = 0 \]
\[ \dot{\phi} + \dot{\psi} + \alpha \dot{\phi} = \frac{1}{40} \left( \frac{2\pi}{\alpha} \right) \]
Mean Square Error
vs. \( \mu \sigma_n^2 \)

S/N(DB) = 0.0
FILTER TAPS = 16

\( \omega \sigma^2 \) =

\begin{align*}
0.01 & \quad - \quad - \\
0.1 & \quad - \quad - \\
0.5 & \quad - \quad - \\
1.0 & \quad - \quad - \\
5.0 & \quad - \quad - \\
20.0 & \quad - \quad - \\
40.0 & \quad - \quad - \\
\end{align*}

FIGURE 10
Mean Square Error

\[ S/N(\text{DB}) = 0.0 \]

FILTER TAPS = 16

\[ \omega_0^2 \]

\begin{align*}
0.01 & : \text{solid} \\
0.1 & : \text{dashed} \\
0.5 & : \text{dotted} \\
1.0 & : \text{dash-dotted} \\
5.0 & : \text{solid} \\
20.0 & : \text{dashed} \\
40.0 & : \text{dotted}
\end{align*}

FIGURE II
Mean Square Error

\[ \text{S/N (dB)} = 0.0 \]

FILTER TAPS = 32

\[ \omega_n^2 \]

- 0.01
- 0.1
- 0.5
- 1.0
- 5.0
- 20.0
- 40.0

FIGURE 12
Mean Square Error

\[ \text{vs. } \mu \sigma_n^2 \]

\[
\begin{array}{c}
S/N(\text{DB}) = 10.0 \\
\text{FILTER TAPS} = 32 \\
\end{array}
\]

\[
\begin{array}{c}
0.01 \\
0.1 \\
0.5 \\
1.0 \\
5.0 \\
20.0 \\
40.0 \\
\end{array}
\]