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ABSTRACT

Let $A(\varepsilon)$ and $B(\varepsilon)$ be complex valued matrices analytic in $\varepsilon$ at the origin. $A(\varepsilon) \sim B(\varepsilon)$ if $A(\varepsilon)$ is similar to $B(\varepsilon)$ for any $|\varepsilon| < r$, $A(\varepsilon) \sim B(\varepsilon)$ if $B(\varepsilon) = T(\varepsilon)A(\varepsilon)T^{-1}(\varepsilon)$ and $T(\varepsilon)$ is analytic and $|T(\varepsilon)| \neq 0$ for $|\varepsilon| < r$. In this paper we find a necessary and sufficient condition on $A(\varepsilon)$ and $B(\varepsilon)$ such that $A(\varepsilon) \sim B(\varepsilon)$ provided that $A(\varepsilon) \not\sim B(\varepsilon)$. This problem arises in study of certain ordinary differential equations singular with respect to a parameter $\varepsilon$ in the origin and was first stated by Wasow.
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SIGNIFICANCE AND EXPLANATION

The matrix problem considered in this paper arises when studying systems of ordinary differential equations in "boundary-layer" situations. A simple example is the behavior of solutions of \( cy'' + py' + qy = 0 \) (*) as \( \epsilon \to 0 \). In the general situation, a system of first order equations is considered, \( A(e)y' + Cy = 0 \), where \( A, B \) are \( n \times n \) matrices. The first step is to simplify the system using a similarity transformation, i.e., we set \( A = T^{-1}z \) and multiply through by \( T \), replacing the system by

\[
\epsilon^p A(e)T^{-1}x' + TCT^{-1}x = 0.
\]

The matrix \( T \) is chosen so as to simplify the coefficient of the derivative.

A matrix \( A(e) \) is said to be analytic in \( \epsilon \) at the origin if \( A(e) \) can be expanded in a power series in \( \epsilon \). The following problem arises when classifying the various kinds of singular behavior of solutions of (*) for small \( \epsilon \). Suppose that \( B(e) = T(e)A(e)T^{-1}(e) \) where \( A(e), B(e) \) are analytic in \( \epsilon \) at the origin. What conditions must be imposed on \( A(e) \) and \( B(e) \) so that \( T(e) \) is analytic in \( \epsilon \) at the origin and \( T(0) \) is nonsingular? This is the question answered in this paper.

The responsibility for the wording and views expressed in this descriptive summary lies with MRC, and not with the author of this report.
ON POINTWISE AND ANALYTIC SIMILARITY OF MATRICES

Shmuel Friedland

1. INTRODUCTION.

Let $A(c)$ and $B(c)$ be $n \times n$ complex valued matrices analytic in the parameter $c$, in $D_r = \{z, |z| < r\}$ for some $r > 0$. We call such matrices analytic at the origin. That is we have the Maclaurin expansions

\begin{align}
A(c) &= \sum_{k=0}^{\infty} A_k c^k, \quad B(c) = \sum_{k=0}^{\infty} B_k c^k, \quad A_k, B_k \in M_n(\mathbb{C})
\end{align}

which converge in $D_r$. One says that $A(c)$ and $B(c)$ are pointwise similar in $D_r$ (denote it by $A(c) \sim_p B(c)$) if $A(c)$ and $B(c)$ are similar for any $c \in D_r$. $A(c)$ and $B(c)$ are said to be analytically similar in $D_r$, (denote it by $A(c) \sim B(c)$) if there exists $T(c)$

\begin{align}
T(c) &= \sum_{k=0}^{\infty} T_k c^k, \quad T_k \in M_n(\mathbb{C}), \quad (\text{convergent for } |c| < r')
\end{align}

such that

\begin{align}
|T(c)| \neq 0 \quad \text{for } |c| < r'
\end{align}

(here by $|T|$ we denote the determinant of $T$) and

\begin{align}
B(c) = T(c)A(c)T^{-1}(c).
\end{align}

The problem of determining whether two given analytic valued matrices $A(c)$ and $B(c)$ are analytically similar in $D_r$, for some $r' > 0$ is important in study of certain ordinary differential equation singular with respect to a parameter $c$ in the origin (e.g. see [4] and references therein). Clearly if $A(c) \sim B(c)$ in $D_r$, then $A(c) \sim_p B(c)$ in $D_{r'}$. Naturally one poses the following question:

**Problem 1.1. (Wasow [4])** Assume that $A(c) \sim_p B(c)$ in $D_r$. What other conditions should $A(c)$ and $B(c)$ satisfy in order that $A(c) \sim B(c)$ in $D_{r'}$, for some $0 < r' < r$?

Consider the following example

\begin{align}
A(c) = \begin{bmatrix} 1 & c \\ 0 & 1 \end{bmatrix}, \quad B(c) = \begin{bmatrix} 1 & c^2 \\ 0 & 1 \end{bmatrix}.
\end{align}
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Clearly $A(c) \not\sim P B(c)$ in $I$. On the other hand $A(c) \not\sim B(c)$ in any $D_r, (r' > 0)$.

Otherwise

\begin{equation}
A_1(c) = c^{-1}(A(c) - I) = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad B_1(c) = c^{-1}(B(c) - I) = \begin{pmatrix} 0 & c \\ 0 & 0 \end{pmatrix}, \quad |z| < r'.
\end{equation}

But this is impossible since $A_1(0)$ and $B_1(0)$ are not similar. This shows that the above problem does not have a simple solution.

Wasow [3] gave a simple condition when pointwise similarity implies analytic similarity in the neighborhood of the origin. Consider the matrix equation

\begin{equation}
A(c)X - XA(c) = 0.
\end{equation}

Of course, we can view (1.7) as a system of $n^2$ linear homogeneous equations in $n^2$ unknowns $x_{ij}, i, j = 1, \ldots, n$ $(K = (x_{ij})^n)$. Fix $c$ and let $\kappa(c)$ be the number of linearly independent solutions of (1.7). $\kappa(c)$ can be easily determine by the degrees of the invariant polynomials of $A(c)$ (e.g. [1, Ch. 8, Sec. 2]). It is not difficult to see that there exists $0 < \rho$ such that

\begin{equation}
\kappa(c) = \kappa(0) = \kappa,
\end{equation}

Wasow's Condition [3]. Assume that

\begin{equation}
\kappa(0) = \kappa.
\end{equation}

Then $A(c) \not\sim B(c)$ in $D_r$, if and only if $A(c) \not\sim P B(c)$ in $D_r$.

The aim of this paper is to give conditions under which the pointwise similarity implies holomorphic similarity in case that Wasow's condition fails. The starting point of our investigation is the following theorem

Theorem 2.1. Let $A(c)$ and $B(c)$ be $n \times n$ matrices analytic in $c$ for $|c| < r$. There exists a non-negative integer $\omega$ depending only on $A(c)$ such that

$A(c) \not\sim B(c)$ for $c \in D_r, (r' > 0)$ if and only if $A(c) \not\sim P B(c)$ for $c \in D_r$, and there exists $R(c)$ of the form

\begin{equation}
R(c) = \sum_{k=0}^{\omega} R_k c^k, R_k \in M_n, |R_0| \neq 0
\end{equation}

such that

\begin{equation}
A(c)R(c) - R(c)B(c) = c^{\omega+1} 0(1).
\end{equation}
We determine an explicit upper bound for $\omega$. We also give a simple sufficient criterion which implies that the conditions (1.10) and (1.11) for $\omega = 1$ guarantee a positive answer to our problem. In Section 3 we examine the conditions (1.10)-(1.11) for $\omega = 1$. This problem leads us to the notion of conjugacy of two matrices $X$ and $Y$ with respect to a matrix $Z$. In case that $Z = cI$ this is the standard notion of similarity. We give a procedure to determine when $X$ and $Y$ are conjugate with respect to $Z$ and in some cases the verification is quite straightforward. However, the solution of the general problem is incomplete. In Section 4 we show how to determine whether (1.11) is solvable. In fact (1.10)-(1.11) is equivalent to the notion of strong similarity of certain upper block triangular matrices. We also give a simple necessary and sufficient condition for the solution of Problem 1.1 for certain type of matrices $A(c)$ which do not satisfy the Wason condition.

Theorem 4.2. Let $A(c)$ be complex valued matrix analytic in $c$ at the origin.
Assume that the Wason condition fails. Suppose that the subspace of all matrices $R_0$ which satisfy
\begin{equation}
R_0A_0 = A_0R_0, \quad \text{tr}[V(R_0A_1 - A_1R_0)] = 0
\end{equation}
for all $V$ which commute with $A_0$, is of dimension $\kappa$. Then $A(c) \preceq B(c)$ if and only if there exists a nonsingular matrix $P$ commuting with $A_0$ and a matrix $R$ such that
\begin{equation}
P(B_1 - A_1P - A_0R - RA_0) = 0
\end{equation}
provided that $B(c)$ is normalized by the condition
\begin{equation}
B_0 = A_0.
\end{equation}
That is $A_1$ and $B_1$ are conjugate with respect to $A_0$.

We state a conjecture which determine the smallest $\omega$ described on Theorem 2.1. In fact Theorem 4.2 supports this conjecture. In the last section we show that (1.10) - (1.11) for any $\omega$ is equivalent to the same problem with $\omega = 1$ stated for appropriate choice of matrices $A_0$, $A_1$ and $B_0$, $B_1$. 

-3-
2. Main Results.

Proof of Theorem 2.1. Assume that the Weyl condition holds. Then the pointwise similarity implies analytic similarity. In that case the value of the \( \omega \) is zero.

Indeed, as \( A(0) \sim B(0) \) there exists non-singular \( R_0 \) such that

\[
B(0) = R_0^{-1} A(0) R_0
\]

Now

\[
A(c) R_0 - R_0 B(c) = o(1)
\]

as we claimed.

Suppose now that the Weyl condition fails. That is

\[
\kappa < \kappa(0)
\]

Rewrite the system (1.7) as a system of linear equations in \( n^2 \) unknowns \( x_{ij}, i,j = 1,\ldots,n \),

\[
\hat{A}(c) \hat{x} = 0.
\]

Here \( \hat{A}(c) \) is an \( n^2 \times n^2 \) matrix

\[
\hat{A}(c) = (\hat{a}(i,j), (p,q)(c)), \hat{x} = (x(i,j)) - (vector),
\]

\[
\hat{a}(i,j), (p,q) = \alpha p^q - \delta p^q, i,j,p,q = 1,\ldots,n.
\]

Using the tensor product one can write

\[
\hat{A}(c) = A(c) \otimes I - I \otimes A(c)
\]

See, for example [2, p. 8]. The condition (2.3) implies the existence of \( n \times n \) submatrix of \( \hat{A}(c) \) — call it \( P(c) \) such that

\[
|P(c)| = a e^n (1 + o(1)), \ a \neq 0.
\]

Here by \( |P| \) we denote the determinant of a square matrix and

\[
\eta = n^2 - \kappa.
\]

We claim that if one can satisfy the conditions (1.10) and (1.11) with \( \omega = s \) then

\( A(c) \sim B(c) \). Indeed, assume that \( \omega = s \) and (1.10) and (1.11) holds. Since \( |R_0| \neq 0 \) there exists \( 0 < r' \leq r \) such that \( R(c)^{-1} \) exists for \( |c| < r' \). Let

\[
C(c) = R(c) B(c) R(c)^{-1}.
\]
Clearly it is enough to show that $A(\varepsilon) \nleftrightarrow C(\varepsilon)$. Also $A(\varepsilon) \nrightarrow C(\varepsilon)$. Consider the system

(2.10) \[ A(\varepsilon)Y - YC(\varepsilon) = 0 \, . \]

Rewrite (2.10) in the form of the system in $n^2$ variables

(2.11) \[ F(\varepsilon)\dot{Y} = 0 \, . \]

In tensor notation

(2.12) \[ F(\varepsilon) = A(\varepsilon)I - I\otimes C(\varepsilon) \, . \]

According to our assumptions

(2.13) \[ A(\varepsilon) - C(\varepsilon) = \varepsilon^{s+1}0(1) \, . \]

So

(2.14) \[ F(\varepsilon) - \hat{A}(\varepsilon) = I\otimes(A(\varepsilon) - C(\varepsilon)) = \varepsilon^{s+1}0(1) \, . \]

Consider the submatrix $F(\varepsilon)$ of $\hat{A}(\varepsilon)$. Assume that the $n$ rows of $F(\varepsilon)$ form the set $J \subset N \times N$ ($\varepsilon = (1, 2, \ldots, n^2)$ and the $n$ columns of $F(\varepsilon)$ form the set $K \subset N \times N$.

Look at the corresponding submatrix $Q(\varepsilon)$ of $F(\varepsilon)$ which is formed by the rows $J$ and the columns $K$. From (2.14) and (2.7) it follows that

(2.15) \[ |Q(\varepsilon)| = \varepsilon^s(1 + o(1)) \, . \]

As $C(\varepsilon)$ is pointwise similar to $A(\varepsilon)$ we must have that the system (2.10) has the same number of linearly independent solutions as (1.7). Therefore any $(n + 1) \times (n + 1)$ minor of $F(\varepsilon)$ vanishes. Let $Y(\varepsilon)$ be the unique solution of (2.10) satisfying the conditions

(2.16) \[ Y(ij) = \delta_{ij} \text{ if } (i,j) \notin K \, . \]

We assert that $Y(\varepsilon)$ is holomorphic at $\varepsilon = 0$ and

(2.17) \[ Y(0) = I \, . \]

Indeed consider the unique solution $X(\varepsilon)$ of (1.7) satisfying the condition (2.16).

Clearly $X(\varepsilon) = I$ is this solution. Using the Cramer formulas for the solutions of (1.7) and (2.10) (only to the equations corresponding to the entries $(i,j)$, $(i,j) \notin J$) and taking into account (2.7), (2.15) and (2.14) we get

(2.18) \[ Y(\varepsilon) = (1 + o(1))X(\varepsilon) + o(1) \, . \]

This establishes (2.17) and the analyticity of $Y$ around the neighborhood of the origin. So then exists $0 < r'' \leq r'$ such that $Y(\varepsilon)$ and $Y(\varepsilon)^{-1}$ holomorphic in
This proves the existence of \( \omega \) depending only on \( A(\epsilon) \) such that (1.10), (1.11) together with the assumptions \( A(\epsilon) \supset B(\epsilon) \) at the origin imply that \( A(\epsilon) \supset B(\epsilon) \) at \( \epsilon = 0 \). Vice versa, if \( A(\epsilon) \supset B(\epsilon) \) for \( \epsilon \in D_\epsilon \), then \( A(\epsilon) \supset B(\epsilon) \) for \( \epsilon \in D_\epsilon \), and (1.10) and (1.11) hold for any integer . The proof of theorem is completed.

**Definition 2.1.** Let \( A(\epsilon) \) be complex valued matrix analytic in \( \epsilon \) at the origin.

Then \( \mu \) is called the minimal index of \( A(\epsilon) \) at \( \epsilon = 0 \) if Theorem 2.1 holds for \( \omega = \mu \), but if \( \omega < \mu \) then there exists \( B(\epsilon) \) which satisfies the conditions of Theorem 2.1 but (1.10) and (1.11) do not imply that \( A(\epsilon) \supset B(\epsilon) \).

As we pointed out in the proof of Theorem 2.1 Wasow's condition (1.9) implies that \( \mu = 0 \). From the proof of Theorem 2.1 we deduce.

**Theorem 2.2.** Let \( n \) be given by (2.8) and consider all non-zero \( n \times n \) minors of \( A(c) \) which must be of the form (2.7). Let \( \nu \) be the minimum of all possible exponents \( s \) appearing in (2.7). Then

\[
(2.19) \quad \mu \leq \nu
\]

Clearly that \( \nu = 0 \) if and only if the Wasow condition (1.9) holds. Next we give a sufficient condition for \( \mu = 1 \).

**Theorem 2.3.** Let \( A(\epsilon) \) satisfy the assumptions of Theorem 2.1. Assume that the Wasow condition fails (i.e. (2.3) holds). Suppose that \( \nu \) given in Theorem 2.2 equals to

\[
(2.20) \quad \nu = k(0) - \kappa
\]

Then the minimal index of \( A(\epsilon) \) at the origin does not exceed 1.

To prove this theorem we need the following lemma

**Lemma 2.1.** Let \( X \) be an \( n \times n \) matrix whose rank is \( k(c) \leq n \). Then for any \( n \times n \) matrix \( Y \) and analytic valued \( n \times n \) matrix \( Z(\epsilon) \) \((|\epsilon| < r)\) the following relations hold

\[
(2.21) \quad |X + \epsilon Y| = \epsilon^{n-k} 0(1)
\]

\[
(2.22) \quad |X + \epsilon Y + \epsilon^2 Z(\epsilon)| = |X + \epsilon Y| + \epsilon^{n-k+1} 0(1)
\]

**Proof.** Let \( A(\epsilon) = (a_{ij}(\epsilon))_1^n \) be an analytic valued matrix at \( \epsilon = 0 \). Let \( r = (r_1, \ldots, r_n) \) be a vector with non-negative integer coordinates. As usual denote
By \((r_i)\) denote the matrix whose \(i\)-th row is the \(r\)-th derivative of \(A(c)\). From the standard formula of the derivative of the determinant we deduce

\[
(2.23) \quad \frac{d^p}{dc} |A(c)| = \sum_{\{p\}} \frac{p!}{r_1! \ldots r_n!} |[a_{ij}]^{(r_i)}(c)|^n
\]

Put

\[
(2.24) \quad A(c) = X + \epsilon Y + \epsilon^2 Z(c)
\]

and let \(\epsilon = 0\) in \((2.23)\). Set

\[
(2.25) \quad G = \begin{bmatrix} (r_i) \\ i = 1 \end{bmatrix}^{n \times n} \quad r_i = p, \quad r_i = \ldots = r_q = 0, \quad r_j > 0 \text{ if } j \neq i_1, \ldots, i_q
\]

Let \(G = \begin{bmatrix} i_1, \ldots, i_q \\ j_1, \ldots, j_q \end{bmatrix}^{n \times n} \be a \ q \times q \ minor \ of \ G \ composed \ of \ i_1, \ldots, i_q \ rows \ and \ j_1, \ldots, j_q \ columns \ of \ G. \ In \ view \ of \ (2.25) \ we \ have

\[
(2.26) \quad G = X^{i_1, \ldots, i_q} + Y^{j_1, \ldots, j_q} + \epsilon Z^{i_1, \ldots, i_q, j_1, \ldots, j_q} \quad \text{where} \quad 1 \leq i_1, \ldots, i_k \leq n.
\]

Assume first that \(p < n - k\). Then \(q \geq k + 1\) and since \(r(X) = k\) both sides of \((2.26)\) equal to zero. Expanding the determinant of \(G\) by the rows \(i_1, \ldots, i_q\) we obtain that \(|G| = 0\). So

\[
(2.27) \quad \frac{d^p}{dc} |A(c)| \bigg|_{\epsilon = 0} = 0, \quad p = 0, \ldots, n - k - 1.
\]

Assume now that \(p = n - k\). Again if \(q \geq k + 1\), \(|G| = 0\). So we are left with the case where \(q = k\). That is, there exist \(1 \leq i_1^{'} < i_2^{'} < \ldots < i_{n-k}^{'} \leq n\) such that

\[
(2.28) \quad r_{i_1} = \ldots = r_{i_{n-k}}^{'} = 1.
\]

In this case \(G\) is composed of \(i_1^{'} \ldots, i_{n-k}^{'}\) rows of \(Y\) and \(i_1, \ldots, i_k\) rows of \(X\). Therefore we showed

\[
(2.29) \quad \frac{d^{n-k}}{dc} |A(c)| \bigg|_{\epsilon = 0} = \frac{d^{n-k}}{dc} |X + \epsilon Y| \bigg|_{\epsilon = 0}.
\]

This verifies \((2.20)\) and \((2.21)\).
Proof of Theorem 2.3. Assume that \( B(\epsilon) \supset A(\epsilon) \) for \( \epsilon \in \mathbb{R}_+ \). Suppose that (1.10) and (1.11) holds for \( \omega = 1 \). We claim that \( B(\epsilon) \supset A(\epsilon) \) for \( \epsilon \in \mathbb{R}_+ \) if (2.20) holds. Our proof is a modified version of the proof of Theorem 2.1. We just point out the arguments which should be modified. According to (2.20) and the definition of \( \nu \) we may assume that \( s \) given in (2.7) equals to \( \nu \). From (2.6), (2.12) and the equality \( \omega = 1 \) we get

\[
\hat{A}(\epsilon) = (A_0 \mathbf{1} - I \mathbf{1} A_0) + \epsilon (A_1 \mathbf{1} - I \mathbf{1} A_1) + \epsilon^2 0(1),
\]

\[
P(\epsilon) = (A_0 \mathbf{1} - I \mathbf{1} A_0) + \epsilon (A_1 \mathbf{1} - I \mathbf{1} A_1) + \epsilon^2 0(1).
\]

Thus we can apply Lemma 2.1 to the \( J \times K \) minors of \( \hat{A}(\epsilon) \) and \( P(\epsilon) \). So

\[
|Q(\epsilon)| - |P(\epsilon)| = \epsilon^{n-n(0)+1} 0(1), \quad n(0) = n^2 - \epsilon(0).
\]

This establishes (2.15). It is left to show (2.18). Use again the Cramer formulas for the solutions of (1.7) and (2.10) (only for the equations corresponding to the entries \( (i,j),(i,j) \in J \)). Thus we have to consider \( \eta \times \eta \) minors consisting of \( \eta - 1 \) columns of \( \hat{A}(\epsilon) \) \( (P(\epsilon)) \) from the set \( K \) and a column which is a linear combination of the columns of \( \hat{A}(\epsilon) \) \( (P(\epsilon)) \) which do not belong to \( K \). Clearly the rank of such a minor at \( \epsilon = 0 \) is at most \( n(0) \). Using (2.31) and (2.22) we obtain that the difference between the corresponding minors of \( \hat{A}(\epsilon) \) and \( P(\epsilon) \) is at least of the form \( \epsilon^{n-n(0)+1} 0(1) \), i.e. \( \epsilon^{v+1} 0(1) \). Dividing the minors of \( \hat{A}(\epsilon) \) by \( |P(\epsilon)| \) and the minors of \( P(\epsilon) \) by \( |Q(\epsilon)| \) from (2.7) and (2.15) we deduce (2.18). The proof of the theorem is completed.
3. **THE CASE \( \omega = 1 \).**

Assume that \( A(t) \) and \( B(t) \) are analytic valued at the origin and have the expansions (1.1). Assume that \( A(c) \sim B(c) \) for \( c \in D \). In particular \( A(0) \) is similar to \( B(0) \). By considering \( TB(t)T^{-1} \) for a suitable \( T \in M_n(\mathbb{C}) \) we may assume in (1.1) that

\[
A_0 = B_0.
\]

In that case the conditions (1.10) and (1.11) for \( \omega = 1 \) are equivalent to

\[
(3.2) \quad A_0 R_0 - R_0 A_0 = 0, \quad |R_0| \neq 0,
\]

\[
(3.3) \quad A_0 R_1 + A_1 R_0 - R_0 A_1 - R_1 B_0 = 0.
\]

**Definition 3.1.** Let \( X,Y,Z \in M_n(\mathbb{C}) \). The matrix \( X \) is conjugate to \( Y \) with respect to \( Z \), if there exists a non-singular matrix \( P \) commuting with \( Z \)

\[
(3.4) \quad ZP - PZ = 0,
\]

such that

\[
(3.5) \quad XP - PY = ZQ - QZ
\]

for some \( Q \in M_n(\mathbb{C}) \).

Denote this relation by \( X \sim Y(Z) \). Clearly, if \( Z = cI \) then \( X \) is conjugate to \( Y \) if and only if \( X \) is similar to \( Y \). It is easy to check that for a fixed \( Z \) the relation \( X \sim Y(Z) \) is an equivalence relation. Thus, the problem of determining whether (3.2) - (3.3) are solvable is equivalent to the problem whether \( A_1 = B_1(A_0) \). In this section we shall give a partial answer to the following problem

**Problem 3.1.** Given \( X,Y,Z \in M_n(\mathbb{C}) \), find necessary and sufficient conditions for \( X \) to be conjugate to \( Y \) with respect to \( Z \).

Clearly this problem makes sense if \( X,Y,Z \in M_n(F) \) for any field \( F \). We shall restrict ourselves to the field of complex numbers although our approach will apply for any field \( F \). Our first observation is

**Lemma 3.1.** Let \( U,Z \in M_n(\mathbb{C}) \). Then \( U \) is a commutator of \( Z \) and \( Q \), i.e.

\[
(3.6) \quad U = ZQ - QZ
\]

for some \( Q \), if and only if

\[
(3.7) \quad \text{tr}(VU) = 0
\]

for any \( V \) which commutes with \( Z \). (Here \( \text{tr}(W) \) denotes the trace of \( W \).)
Proof. Clearly if \( V \) commutes with \( Z \) then

\[
(3.8) \quad \text{tr}(\mathcal{V}) = \text{tr}(\mathcal{V}Z - \mathcal{V}Q) = \text{tr}(Z\mathcal{V}Q - \mathcal{V}QZ) = \text{tr}[\mathcal{V}(ZQ - QZ)] = 0.
\]

Vice versa, suppose that (3.7) holds for any \( V \) which commutes with \( Z \). Consider the equality (3.6) as a system of \( n^2 \) non-homogeneous equations in the unknowns \( q_{ij}, i, j = 1, \ldots, n \) \( (Q = (q_{ij})_n^1) \). In tensor form (3.6) is given as

\[
(3.9) \quad (2\mathcal{I} - \mathcal{I}Z)\hat{Q} = \hat{U}
\]

if we adopt the notation of the previous section. It is well known that (3.9) is solvable if and only if \( \hat{U} \) is orthogonal to any solution of the adjoint system. That is

\[
(3.10) \quad 0 = \sum_{i,j=1}^n w_{ij}(u_{ij})_1^W = \text{tr}(\mathcal{W}U), \quad W = (u_{ij})_1^n, \quad U = (u_{ij})_1^n,
\]

(3.11) \( (2\mathcal{I} - \mathcal{I}Z)^T\hat{W} = (Z^T\mathcal{I} - \mathcal{I}Z)^T\hat{W} = 0 \).

Now (3.11) means that

\[
(3.12) \quad Z^T\mathcal{W} - \mathcal{W}Z^T = 0.
\]

Thus \( \mathcal{W}^T \) commutes with \( Z \) and (3.10) is equivalent to (3.7). End of proof.

Let \( \mathcal{V}_1, \ldots, \mathcal{V}_k \) form a basis for the subspace of all matrices in \( \mathcal{M}(\mathbb{C}) \) which commute with \( Z \). Thus any \( \mathcal{P} \) which satisfies (3.4) is of the form

\[
(3.13) \quad \mathcal{P} = \sum_{i=1}^k \mathcal{V}_i \mathcal{V}_i^T.
\]

According to Lemma 3.1 (3.5) is solvable for some \( \mathcal{Q} \) if and only if

\[
(3.14) \quad \text{tr}[\mathcal{V}_j(\mathcal{X}\mathcal{P} - \mathcal{P}\mathcal{Y})] = 0, \quad j = 1, \ldots, k.
\]

The equations (3.13) - (3.14) determine the subspace \( \mathcal{P} \) of all matrices \( \mathcal{P} \) which solve (3.4) - (3.5). It is left to find whether \( \mathcal{P} \) contains a non-singular matrix.

In principle this can be done by verifying a finite number of conditions.

Indeed let

\[
(3.15) \quad F(\mathcal{V}_1, \ldots, \mathcal{V}_k) = | \sum_{i=1}^k v_{ij} v_{ij} | = \sum_{p=1}^n a^p, \quad p = (p_1, \ldots, p_k), \quad v^\mathcal{P} = \mathcal{V}_1 \ldots \mathcal{V}_k.
\]

Thus \( \mathcal{P} \) does not contain a non-singular matrix if and only if \( F \) is zero identically.
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It is a standard fact that a polynomial $F$ of degree $n$ is zero identically if and only if $F$ vanishes at the test points

$$v_i = 0, 1, \ldots, n, \ i = 1, \ldots, k.$$  

Moreover the number of test points can be reduced by observing that

$$F(tv_1, \ldots, tv_k) = t^n F(v_1, \ldots, v_k).$$

Next we observe that

$$X \sim Y(Z) \text{ if and only if } TXT^{-1} \sim YT^{-1}(TZX^{-1}).$$

Since we are working over $M_n(\mathbb{F})$ we may assume that $Z$ is in the Jordan canonical form

$$Z = \text{diag}(J_1, \ldots, J_u), \ J_k = \lambda_k I_k + N_k, \ \dim J_k = n_k, \ k = 1, \ldots, u.$$  

Here $I_k$ is the identity matrix and $N_k$ a $0$-$1$ matrix whose non-zero elements are on the upper diagonal. In that case the subspace of all commuting matrices $P$ with $Z$ is well known (e.g. [1, Ch. 8, Sec. 1]).

Lemma 3.2. Let $Z \in M_n(\mathbb{F})$ be a matrix given by (3.19). Then a block matrix

$$P = (P_{ab})_{i,j} \in M_n(\mathbb{F})$$

commutes with $Z$ if and only if the blocks

$$p_{ij} = [p(ab)]_{ij} \ i = 1, \ldots, n_a, \ j = 1, \ldots, n_b$$

satisfy the following conditions

$$(1.20) \quad \text{if } \lambda_a \neq \lambda_b, \quad p_{ab} = 0,$$

$$\text{if } \lambda_a = \lambda_b, \quad p_{ij} = \begin{cases} p(ab)_{ij} = 0 \text{ for } j \geq i + n_b - \min(n_a, n_b), \\ p(ab)_{ij} = p_{i+1}(j+1) \text{ for } j \geq i + n_b - \min(n_a, n_b). \end{cases}$$  

In fact if $n_1, \ldots, n_t$ are the degrees of the non-constant invariant polynomials $i_1(1), \ldots, i_t(1)$ of $Z$ then the number of free parameters in $P$ is

$$N = \sum_{i=1}^{t} (2i - 1)n_i.$$  

Applying Lemmas 3.1 and 3.2 we obtain

Lemma 3.3. Assume that $Z$ is of the form (3.19). Then $P$ solves (3.4) and (3.5)

if and only if for any two indices $a, b$ such that $\lambda_a = \lambda_b$ and any $v_{ab}$ of the form (3.21) the following equality holds
provided that \( P \) is of the form (3.20) - (3.21). Noting that \( V_{ja} = P_{ja} = 0 \) if \( i \neq j \), we deduce

**Theorem 3.1.** Assume that \( Z \) is of the form

\[
Z = \text{diag}(Z_1, \ldots, Z_v)
\]

such that

\[
(u_j, - Z_j)^n = 0, \quad u_j \neq u_k, \quad j \neq k, \quad j, k = 1, \ldots, v
\]

Then \( X \) is conjugate to \( Y \) with respect to \( Z \) if and only if

\[
X_{ii} \sim Y_{ii}(Z_i), \quad i = 1, \ldots, v, \quad X = (X_{ij})^v, \quad Y = (Y_{ij})^v.
\]

Thus in Problem 3.1 we may assume that \( Z \) is a nilpotent matrix. In case that \( Z \) is similar to a diagonal matrix then Problem 3.1 has a simple solution.

**Corollary 3.1.** Let the assumptions of Theorem 3.1 hold. Assume furthermore that \( Z \) is similar to a diagonal matrix. Then \( X \sim Y(Z) \) if and only if \( X_{ii} \) is similar to \( Y_{ii} \) for \( i = 1, \ldots, v \).

**Theorem 3.2.** Assume that \( Z \) consists of one Jordan block

\[
Z = H, \quad H = (h_{ij})^n, \quad h_{ij} = \delta_{(i+1)j}, i, j = 1, \ldots, n
\]

Then \( X = (X_{ij})^n \) is similar to \( Y = (Y_{ij})^n \) with respect to \( Z \) if and only if

\[
\sum_{k=1}^{n-i} X_{(i+k)k} = \sum_{k=1}^{n-i} Y_{(i+k)k}, \quad i = 0, \ldots, n - 1
\]

**Proof.** It is a well known fact that any \( P \) which commutes with \( Z \) given by (3.27) is a polynomial in \( H \)

\[
P = \sum_{i=0}^{n-1} a_i H_i
\]

The assumption that \( P \) is a nonsingular is equivalent to the fact that \( a_0 \neq 0 \). So we may assume that \( a_0 = 1 \). Then the condition (3.14) states
(3.30) \[ 0 = \text{tr}(H^j X P - H^j Y P) = \text{tr}(XPH^j - YPH^j P) = \text{tr} \left[ (X - Y) \sum_{i=0}^{n-1} a_i^j H^{i+1} \right] , \quad j = n - 1, \ldots, 0 \]

For \( j = n - 1 \) (3.30) is equivalent to

(3.31) \[ \text{tr}((X - Y)H^j) = 0 . \]

Assume that we already proved (3.31) for \( j = n - 1, \ldots, k \). By letting \( j \) in (3.30) be \( k - 1 \) we deduce that \( X \) and \( Y \) satisfy (3.31) for \( k - 1 \). So (3.31) holds for \( j = n - 1, \ldots, 0 \). This is exactly the conditions (3.28). Conversely if (3.28) hold then (3.30) is fulfilled when \( P = I \). So \( X \sim Y(Z) \). The proof of the theorem is completed.
4. THE GENERAL PROBLEM.

The conditions (1.11) can be stated in terms of matrix equalities

\[(4.1) \quad A_0 R_k - R_k A_0 = \sum_{i=1}^{k} (R_i R_{k-i} - A_i R_{k-i}) ,\]

for \( k = 0,1,\ldots,\omega, \) where we assumed the normalization \( A_0 = B_0. \) A sequence \( \{R_0,\ldots,R_j\} \) is called a solution if \( R_0,\ldots,R_j \) satisfy (4.1) for \( k = 0,1,\ldots,j. \)

Denote by \( L_j \) the subspace of all solutions \( \{R_0,\ldots,R_j\} \) and by \( L_{j,i} \) the subspace of the first \( i \) matrices \( \{R_0,\ldots,R_i\} \) in the solutions \( \{R_0,\ldots,R_j\} \) where \( 0 \leq i \leq j. \)

Clearly

\[(4.2) \quad L_{j,i} \subset L_{j+1,i} \]

According to Lemma 3.1 \( L_{j+1,i} \) is the subspace of all solutions \( \{R_0,\ldots,R_j\} \) such that

\[(4.3) \quad \text{tr}[V \sum_{i=1}^{j+1} (R_{j+1-i} B_i - A_i R_{j+1-i})] = 0, \quad VA_0 = A_0 V ,\]

for all \( V \) which commute with \( A_0. \) Thus if we constructed \( L_j \) (4.3) determines \( L_{j+1,j}. \) Now by solving (4.1) for \( k = j + 1 \) where \( \{R_0,\ldots,R_j\} \in L_{j+1,j} \) we obtain the subspace \( L_{j+1,j}. \) Thus if \( A(c) \sim B(c) \) then \( A(c) \sim B(c) \) if and only if \( L_{j+1,j} \) contains a non-singular matrix \( (\sim \text{-is given in Theorem 2.2).} \)

Theorem 4.1. Assume that \( A(c) \) and \( B(c) \) are analytically similar at the origin.

Consider the system (4.1) for \( k = 0,\ldots,j. \) Then

\[(4.4) \quad \dim L_{j,0} \geq \kappa \]

for any \( j \geq 0. \) Moreover the equality sign holds if \( j \) is not less \( \kappa \) (given in Theorem 2.2).

To prove this theorem we need the following lemma.

Lemma 4.1. Let \( A(c) \) be complex valued matrix analytic in \( c \) at the origin. Consider all complex valued matrices \( X(c) = \sum_{k=0}^{\infty} X_k c^k \) analytic in \( c \) at the origin and satisfying the equation (1.7). Then the set of all possible \( X_0 \) form a subspace \( V \) of dimension \( \kappa. \)
Proof. First we claim
\[ \dim U \leq \kappa . \]
Indeed let \( X^{(1)}(\epsilon), \ldots, X^{(\kappa+1)}(\epsilon) \) be \( \kappa + 1 \) analytic solutions of (1.7). Let \( G(\epsilon) \)
be \( n^2 \times (\kappa + 1) \) matrix whose columns are the vectors \( X^{(1)}(\epsilon), \ldots, X^{(\kappa+1)}(\epsilon) \). By the
definition of \( \kappa \), \( X^{(1)}(\epsilon), \ldots, X^{(\kappa+1)}(\epsilon) \) are linearly dependent. So \( r(G(\epsilon)) \) - the rank
of \( G(\epsilon) \) - satisfies \( r(G(\epsilon)) \leq \kappa \). In particular \( r(G(0)) \leq \kappa \) which proves the assertion.

Next we show the existence of \( \kappa \) analytic solutions \( X^{(1)}(\epsilon), \ldots, X^{(\kappa)}(\epsilon) \) of (1.7)
which are linearly independent for \( \epsilon \neq 0 \). We follow the notation in the proof of
Theorem 2.1. So all \( (n+1) \times (n+1) \) \( (n = n^2 - \kappa) \) minors of \( A(\epsilon) \) (2.6) vanish
identically and there exist \( \kappa \times \kappa \) minor \( P(\epsilon) \) of the form (2.7).

Let \( K' \) be the complementary set of \( K \) in \( N \times N \). For \( \alpha \in K' \) define
\[ y^{(\alpha)}(\epsilon) = (y_{ij}^{(\alpha)}(\epsilon))_1^n \] to be the following unique solution of (1.7)
\[ y_{ij}^{(\alpha)}(\epsilon) = \epsilon^i \] if \( (i,j) = \alpha \), \[ y_{ij}^{(\alpha)}(\epsilon) = 0 \] if \( \alpha \neq (i,j) \in K' . \]

From the proof of Theorem 2.1 it follows that \( y^{(\alpha)}(\epsilon) \) are analytic. Clearly
\( (y^{(\alpha)}(\epsilon)) \), \( \alpha \in K' \), are linearly independent for \( |\epsilon| > 0 \). Let \( H(\epsilon) \) be an \( n^2 \times \kappa \)
matrix whose columns are vectors \( X^{(1)}(\epsilon), \ldots, X^{(\kappa)}(\epsilon) \) which are analytic solutions of
(1.7). Assume that \( r(H(\epsilon)) = \kappa \). If \( r(H(0)) = \kappa \) we finished the proof. Assume that
\( r(H(0)) < \kappa \). So there exists \( \kappa \times \kappa \) minor of \( H(\epsilon) \) of the form
\[ |Q(\epsilon)| = a' \epsilon^{s'-(1 + r(0))}, \quad a' \neq 0, \quad s' \geq 1 . \]
As \( X^{(1)}(0), \ldots, X^{(\kappa)}(0) \) are linearly dependent we have
\[ \sum_{i=1}^{\kappa} a_i X^{(i)}(0) = 0 . \]
For simplicity of notation we may assume that \( a_{\kappa} = 1 \). Consider a new set
\( \tilde{X}^{(1)}(\epsilon), \ldots, \tilde{X}^{(\kappa)}(\epsilon) \) of linearly independent analytic solutions of (1.7).
\[ \tilde{X}^{(1)}(\epsilon) = X^{(1)}(\epsilon), \quad i = 1, \ldots, \kappa - 1, \quad \tilde{X}^{(\kappa)}(\epsilon) = \epsilon^{-1} \sum_{i=1}^{\kappa} a_i X^{(i)}(\epsilon) . \]

Let \( \tilde{H}(\epsilon) \) be the matrix composed of \( \tilde{X}^{(1)}(\epsilon), \ldots, \tilde{X}^{(\kappa)}(\epsilon) \). Again if \( r(\tilde{H}(0)) = \kappa \) we are
done. Otherwise considering the corresponding minor \( \tilde{Q}(\epsilon) \) which consists of the same
rows and columns as $Q(c)$, we easily deduce that

\[(4.9) \quad |Q(c)| = a^{-s-1}(1 + c0(1)).\]

Continuing in the same manner we shall finally deduce the lemma.

**Proof of Theorem 4.1.** Let $X(c)$ be an analytic solution of (1.7). Denote

\[(4.10) \quad R(c) = X(c)T^{-1}(c)\]

where $T(c)$ satisfies (1.4). Thus

\[(4.11) \quad A(c)R(c) - R(c)B(c) = 0.\]

We also have

\[(4.12) \quad R_0 = X_0^T0.\]

As $R(c) = \sum_{k=0}^{m} R(c) = (4.1)$ is satisfied for $k = 0, 1, 2, \ldots$. From Lemma 4.1 we deduce the inequality (4.4). To finish the proof of the theorem we have to verify the equality

\[(4.13) \quad \dim L_{v,0} = \kappa.\]

Assume that $R(c) = \sum_{k=0}^{m} R(c) = \kappa$ satisfy (1.11). Here we do not demand that $R_0 \neq 0$. Moreover assume that $\omega = v$. Define $X(c)$ by the equation (4.10). From (1.11) and (1.4) we get

\[A(c)X(c) - X(c)A(c) = \varepsilon^{v+1}0(1)\]

Repeating the arguments of the proof of Theorem 2.1 we obtain the existence of the unique analytic solution $Y(c)$ of (1.7) such that $X_{ij}(c) = y_{ij}(c)$ if $(i,j) \in K'$. Moreover $X(0) = Y(0)$. This manifests that $\dim U \geq \dim L_{v,0} \geq \kappa$. Now Lemma 4.1 implies (4.13). The proof of theorem is completed.

Theorem 4.1 can be obviously applied to the case $B(c) = A(c)$.

**Definition 4.1.** Consider the system of matrix equations

\[(4.14) \quad A_R^k - R_k^A = \sum_{i=1}^{k} R_{k-i}A_i - A_iR_{k-i}\]

for $k = 0, 1, \ldots, j$. Let $U_j$ be the subspace spanned by the matrices $R_0$ in the solutions $(R_0, \ldots, R_j)$. Define $\omega_0$ to be the following non-negative integer

\[(4.15) \quad U_{\omega_0 - 1} \neq U, \quad U_{\omega_0} = U,\]

where $U$ is given by Lemma 4.1.
Theorem 4.1 implies

\[(4.16) \quad \mu' \leq \nu.\]

We conjecture

Conjecture. Let \( \mu \) be the minimal index at the origin (Definition 2.1). Let \( \mu' \) be given as above. Then

\[(4.17) \quad \mu = \mu'.\]

In case that \( \mu' = 0 \) we have that \( \kappa = \kappa(0) \) and the conjecture follows from

Wasow’s result. Suppose that \( \mu' = 1 \). Thus \( A(\xi) \) satisfies the conditions of Theorem
4.2 (see Introduction). It is easy to show that \( A(\xi) \) given in (1.5) fulfills the
conditions of Theorem 4.2. Therefore the example (1.5) manifests that \( \mu > 0 \). Thus,
indeed, Theorem 4.2 establishes the equality (4.17) in case that \( \mu' = 1 \). To prove
Theorem 4.2 we need an auxiliary lemma.

Lemma 4.2. Let \( X \) and \( Y \) be \( m \times m \) matrices. Assume that \( r(X) = k \). Consider the
subspace \( U \) of all vectors \( x \) of the form

\[(4.18) \quad Xx = 0, \xi^T Y x = 0, \xi^T X = 0,\]

for all possible \( \xi \). Assume that

\[(4.19) \quad \dim U = m - k' ( \leq m - k) .\]

Then all \( k' \times k' \) minors of \( X + \xi Y \) are of the form \( \epsilon^{k' - k} (1 + \epsilon \alpha(1)) \). Moreover there
exists an \( k' \times k' \) minor \( Q(\xi) \) of \( X + \xi Y \) such that

\[(4.20) \quad |Q(\xi)| = \epsilon^{k' - k} (1 + \epsilon \alpha(1)), \ b \neq 0 .\]

Proof. From Lemma 2.1 it follows that any \( k' \times k' \) minor of \( X + \xi Y \) is of the form
\( \epsilon^{k' - k} (1 + \epsilon \alpha(1)) \). Suppose that (4.20) does not hold. Thus all \( k' \times k' \) minors of \( X + \xi Y \)
are of the form \( \epsilon^{k' - k+1} (1 + \epsilon \alpha(1)) \). Let \( S_1, S_2 \) be two nonsingular matrices. Applying the
Cauchy-Binet formula we deduce that all \( k' \times k' \) minors of \( S_1 X S_2 + \epsilon S_1 Y S_2 \) are of
the form \( \epsilon^{k' - k+1} (1 + \epsilon \alpha(1)) \). We establish the lemma by showing that the above conclusion
fails for some choice of nonsingular \( S_1 \) and \( S_2 \). Let

\[(4.21) \quad X_1 = S_1 X S_2, \ Y_1 = S_1 Y S_2 .\]
We can choose $S_1$ and $S_2$ such that

\[
X_1 = \begin{bmatrix} I_k & 0 \\ 0 & 0 \end{bmatrix}, \quad Y_1 = \begin{bmatrix} Y_{11} & Y_{12} \\ Y_{21} & Y_{22} \end{bmatrix}, \quad Y_2 = \begin{bmatrix} I_L & 0 \\ 0 & 0 \end{bmatrix}.
\]

Here $X_1$ and $Y_1$ are partitioned in the same manner and $I_j$ is the $j \times j$ identity matrix. Clearly (4.18) - (4.19) holds if we replace $X$ and $Y$ by $X_1$ and $Y_1$. However in that case we immediately deduce that $m - k' = m - k - L$. Consider $k' \times k'$ minor $Q(c)$ of $X_1 + cY_1$ based on the first $k'$ rows and columns. Applying the Laplace expansion to the last $\ell$ rows of $Q(c)$ we deduce straightforward (4.20) with $b = 1$. This establishes the lemma.

**Proof of Theorem 4.2.** Consider the expansion $\hat{A}(c)$ given by (2.30). Let

\[
X = A_0 \Theta I - I \Theta A_0, \quad Y = A_1 \Theta I - I \Theta A_1.
\]

So $r(X) = n^2 - r(0)$ and $\dim U = \kappa$. Thus according to Lemma 4.2 the conditions of Theorem 2.3 are satisfied so $v \leq 1$. This in return is equivalent to (3.2) - (3.3).

That is $A_1 \sim B_1(A_0)$.

We conclude this section with a different formulation of the system (4.1). Let $A_0, \ldots, A_{j-1}$ be $n \times n$ matrices. Define $C(A_0, \ldots, A_{j-1})$ to be $nj \times nj$ matrix which is block upper triangular

\[
C(A_0, \ldots, A_{j-1}) = (C_{pq})_{1 \leq p, q \leq j}, \quad C_{pq} = 0 \quad \text{for} \quad q < p, \quad C_{pq} = A_{q-p} \quad \text{for} \quad q \geq p.
\]

**Definition 4.2.** Let $A_0, B_0, \ldots, A_{j-1}, B_{j-1}$ be given $n \times n$ matrices. The matrices $C(A_0, \ldots, A_{j-1})$ and $C(B_0, \ldots, B_{j-1})$ are called strongly similar if there exist $n \times n$ matrices $R_0, \ldots, R_{j-1}$ satisfying

\[
C(A_0, \ldots, A_{j-1})C(R_0, \ldots, R_{j-1}) = C(R_0, \ldots, R_{j-1})C(B_0, \ldots, B_{j-1}), \quad \text{where} \quad |R_0| \neq 0
\]

As

\[
|C(R_0, \ldots, R_{j-1})| = |R_0|^j
\]

the assumption that $|R_0| \neq 0$ implies in particular that $C(A_0, \ldots, A_{j-1})$ is similar to $C(B_0, \ldots, B_{j-1})$. Now the system (4.1) for $k = 0, \ldots, j - 1$ is equivalent to one matrix equation (4.25).
Theorem 4.3. Let $A(\epsilon)$ and $B(\epsilon)$ be $n \times n$ matrices analytic in $\epsilon$ at the origin. Then (1.10) - (1.11) are satisfied if and only if $C(A_0, \ldots, A_w)$ and $C(B_0, \ldots, B_w)$ are strongly similar. In particular if $A(\epsilon) \equiv B(\epsilon)$ then $C(A_0, \ldots, A_w)$ and $C(B_0, \ldots, B_w)$ are similar for any $w \geq 0$.

It is left to show that the notion of strong similarity is indeed stronger than the similarity notion. Choose

\begin{equation}
A_0 = B_0 = \begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix}, \quad A_1 = \begin{bmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{bmatrix}, \quad B_1 = \begin{bmatrix}
c_{11} & c_{12} \\
c_{21} & c_{22}
\end{bmatrix}.
\end{equation}

According to Theorem 3.2 $C(A_0, A_1)$ is strongly similar to $C(A_0, B_1)$ if and only if

\begin{equation}
a_{11} + a_{22} = c_{11} + c_{22}, \quad a_{21} = c_{21}.
\end{equation}

On the other hand if $a_{21} \neq 0$ then $C(A_0, A_1)$ has only one linearly independent eigenvector. Thus if $a_{21} \neq 0$ $C(A_0, A_1)$ is similar to

\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}

Therefore if $a_{21} \neq 0$ and $c_{21} \neq 0$ $C(A_0, A_1)$ and $C(A_0, B_1)$ are similar.
5. OBSERVATIONS AND REMARKS.

We observe that the general problem stated in terms of the equations (4.1) for
$k = 0, 1, \ldots, \omega$ is in fact of the same degree of complexity as Problem 3.1 (i.e., $\omega = 1$).

More precisely we have

Theorem 5.1. Let $Z$ be $kn \times kn$ a block diagonal matrix of the form

\[(5.1) \quad Z = \text{diag}(H, \ldots, H), \quad H = (\delta_{(i+1)j})^N_{i=1}\]

Let $X$ and $Y$ be $kn \times kn$ block matrices

\[(5.2) \quad X = (X_{pq})_{pq=1}^{kn}, \quad Y = (Y_{pq})_{pq=1}^{kn}\]

Define

\[(5.3) \quad A = (a^{(r)}_{pq})_{r=1}^{n, pq=1} \quad B = (b^{(r)}_{pq})_{r=1}^{n, pq=1}\]

\[a^{(r)}_{pq} = \sum_{i=1}^{r+1} x_{(n-r+i-1)i}, \quad b^{(r)}_{pq} = \sum_{i=1}^{r+1} y_{(n-r+i-1)i}, \quad r = 0, \ldots, n-1\]

Then $X$ is conjugated to $Y$ with respect to $Z$ if and only if $C(A_0, \ldots, A_{n-1})$ is
strongly similar to $C(B_0, \ldots, B_{n-1})$.

To prove the theorem we need the following lemma.

Lemma 5.1. Let $X$ be an $kn \times kn$ block matrix given by (5.2). Assume furthermore
that each $X_{pq}$ matrix is an upper triangular matrix. Then

\[(5.4) \quad |X| = \prod_{r=1}^{n} |(X_{rr}^{(pq)})_{p,q=1,r=1}^{kn}| \]

Proof. Expand $X$ by the rows $n, 2n, \ldots, kn$. Obviously the only $k \times k$ non-vanishing
minor which consists of $n, 2n, \ldots, kn$ rows is the minor composed of the columns
$n, 2n, \ldots, kn$ of $X$. This minor is equal $|(x_{nn}^{(pq)})_{1}|$. Now the lemma follows by
induction.

Proof of Theorem 5.1. According to Lemma 3.2 if $P$ commutes with $Z$ then $P$ has
the following form

\[(5.5) \quad P = (P_{pq})_{pq=1}^{kn}, \quad P_{pq} = \sum_{i=0}^{n-1} x_{(i+n-1)i, pq}, \quad R_{i} = (r^{(i)})_{pq=1}^{kn}, \quad i = 0, \ldots, n-1\]
Here $R_0, \ldots, R_{n-1}$ are arbitrary $k \times k$ matrices. According to Lemma 5.1

\begin{equation}
(5.6) \quad p = |R_0|^n.
\end{equation}

The subspace of all commuting matrices with $Z$ is spanned by $k^2n$ linearly independent matrices

\begin{equation}
(5.7) \quad V_{pq} = (V_{pq})^k, \quad (p,q) = \delta_{a,\beta,\gamma}, \quad a,\beta,\gamma, p, q = 1, \ldots, k, \ i = 0, \ldots, n - 1.
\end{equation}

According to Lemma 3.1 $P$ satisfies (3.5) for some $Q$ if and only if

\begin{equation}
(5.8) \quad \text{tr}(V_{pq}(XP - PY)) = 0, \quad p, q = 1, \ldots, k, \ i = 0, \ldots, n - 1.
\end{equation}

Now

\begin{equation}
(5.9) \quad \text{tr}(V_{pq}(XP - PY)) = \text{tr}\left[ \sum_{j=1}^{k} (X_{qj} p - Y_{pj} q_j) H_i \right]
\end{equation}

Note that (5.3) is equivalent to

\begin{equation}
(5.10) \quad \frac{a^{(r)}}{pq} = \text{tr}(X_{pq} H^{n-r-1}), \quad \frac{b^{(r)}}{pq} = \text{tr}(Y_{pq} H^{n-r-1}).
\end{equation}

Thus (5.8) for $p, q = 1, \ldots, k$ reduces to

\begin{equation}
(5.11) \quad \sum_{m=0}^{n-i-1} (A_{m-n-i} R - R B_{n-n-m-i}) = 0, \quad i = 0, \ldots, n - 1.
\end{equation}

That is we have the equalities (4.1) for $\omega = n - 1$. The assumption that $P$ is non-singular together with (5.6) yields that $R_0$ is non-singular. So $C(A_0, \ldots, A_{n-1})$ is strongly similar to $C(B_0, \ldots, B_{n-1})$. The proof of the theorem is concluded.

So if $Z$ is of the form $\text{diag}(H, H)$ then Problem 3.1 is reducible to the equalities (4.1) with $\omega = n - 1$ where all matrices are $2 \times 2$. This in principle should not be difficult.

We conclude our paper with the following remarks about pointwise similarity of $A(c)$ and $B(c)$ in $D_r$ for a small $r$. Obviously if $A(c) \not\sim B(c)$ then they must have the same characteristic polynomial

\begin{equation}
(5.12) \quad \lambda^n + \sum_{j=1}^{n} a_j(c)\lambda^{n-j} = 0.
\end{equation}
Moreover there exists \( r' > 0 \) such that for \( 0 < |\epsilon| < r' \) the invariant polynomials of \( A(\epsilon) \) and \( B(\epsilon) \) are also analytic functions in \( \epsilon \). Therefore the elementary divisors \( \psi_1(\lambda, \epsilon), \ldots, \psi_p(\lambda, \epsilon) \) and \( \psi_1(\lambda, \epsilon), \ldots, \psi_q(\lambda, \epsilon) \) of \( A(\epsilon) \) and \( B(\epsilon) \) respectively are analytic in \( \epsilon \) for \( 0 < |\epsilon| < r'' \). This in particular means that in this region the degrees of the elementary divisors are constant. So if \( A(\epsilon) \) and \( B(\epsilon) \) have the same characteristic polynomial (5.12) and are similar at \( 0 < |\epsilon| < r'' \) they must be pointwise similar for \( 0 < |\epsilon| < r'' \). So if \( A(0) \sim B(0) \) we have that \( A(\epsilon) \sim B(\epsilon), \; \epsilon \in D_{r''} \).
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### Abstract
Let \( A(\epsilon) \) and \( B(\epsilon) \) be complex valued matrices analytic in \( \epsilon \) at the origin. \( A(\epsilon) \sim B(\epsilon) \) if \( A(\epsilon) \) is similar to \( B(\epsilon) \) for any \( |\epsilon| < r \),\( A(\epsilon) \sim B(\epsilon) \) if \( B(\epsilon) = T(\epsilon)A(\epsilon)T^{-1}(\epsilon) \) and \( T(\epsilon) \) is analytic and \( |T(\epsilon)| \neq 0 \) for \( |\epsilon| < r \). In this paper we find a necessary and sufficient condition on \( A(\epsilon) \) and \( B(\epsilon) \) such that \( A(\epsilon) \sim B(\epsilon) \) provided that \( A(\epsilon) \sim B(\epsilon) \). This problem arises in study of certain ordinary differential equations singular with respect to a parameter \( \epsilon \) in the origin and was first stated by Wasow.