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ABSTRACT

Because of the event-driven nature of asynchronous, concurrent processes, production systems (PS's) are an attractive modelling tool. The system of interest can be modelled with a large number of independent states, with independent actions, and the knowledge base can be conveniently encoded declaratively. However, asynchronous, concurrent processes normally have strict requirements for inter-process communication and co-ordination; this requires a substantial degree of inter-rule communication in the PS. The result of this is that a complex control structure is embedded in the short term memory (STM); this is generally considered unattractive for a number of reasons. This paper proposes a separate, explicit control structure for modelling asynchronous, concurrent processes with PS's. Specifically, the use of a Petri net is addressed. A system of asynchronous, concurrent processes can be modelled using PS's to model the individual processes or events and using a Petri net to model the relationships between the processes. Furthermore, a hierarchy of such networks is proposed; an allowable production rule action is the instantiation of another network. This is supported with a structured, hierarchical STM.

1.0 INTRODUCTION

Davis and King [2] suggest that production systems (PS) are most useful in problem domains which are generally modelled by a large number of independent states, with independent actions, and where the knowledge base is best encoded declaratively as opposed to procedurally. Furthermore, they suggest that a fundamental characteristic of PS's is their restriction on the interaction between rules. To produce a degree of interaction between rules requires the introduction of indirect communication through the short term memory (STM). This results in using the STM.
both for data and for complex control mechanisms.

This paper investigates the possibility of introducing a separate explicit control structure for PS's where there is a need for substantial interaction between rules. Specifically, we are interested in developing a formalism for modelling a system which is composed of a collection of asynchronous concurrent events. The particular problem domain of interest to us is that of office procedures. We are interested in developing a formalism with which we can model procedures which exist in many office environments; we choose to view instances of these procedures as asynchronous concurrent processes. Modelling office procedures in this way is attractive because an office can be viewed as an environment in which a large number of independent tasks are in progress and these tasks tend to be primarily event driven (i.e., recognize/act logic).

PS's initially seem attractive for modelling in this domain since the domain has many of the positive characteristics outlined in [2]. There are generally a large number of independent (asynchronous and concurrent) states and the knowledge base can be conveniently encoded declaratively (because of its event driven nature). However, most systems of asynchronous, concurrent processes have strict requirements for inter-process communication and coordination. To handle this communication with standard PS's would require a large number of state variables for
inter-rule communication resulting in a complex control structure being embedded in the STM. We are faced with a situation, then, where certain characteristics of the problem domain make a PS representation very attractive and where other characteristics seriously discourage the use of PS's.

We suggest that by augmenting the PS representation to explicitly deal with complex inter-rule interaction we can mitigate some of the difficulties of PS's and still capitalize on the advantages of the PS representation. In this paper, we will suggest that Petri Nets be used to provide this explicit control structure. We will use PS's to model each individual process (event) and the Petri net to model the interaction and temporal relationships between these events. The Petri net will be used to dynamically extract from all of the available rules about the system, those rules which are relevant given the present system state (the present state being defined as the union of all enabled transitions). In this way, the Petri net adds structure to the PS formalism.

Before developing this model further, an example of a "typical" office procedure will be useful. Consider the procedure whereby a journal editor might process papers submitted for publication. When the paper is submitted to the journal secretary, an acknowledgement letter is sent to the author and a request is made of the editor for the names
of referees for the paper. If the editor does not respond within a certain time period a reminder message is sent to him. When he does respond with the names of referees, a message is sent to each referee asking if he might review the paper. Each returns a postcard indicating whether or not he can review the paper; if he cannot, the editor must choose another referee. If he can review the paper, he is given a reasonable amount of time in which to do so; if he does not submit the review in this amount of time, a reminder letter is sent to him. When all of the referees have submitted their reports, a decision is requested of the editor. When the editor makes a decision, the author is informed.

2.0 PROCESS REPRESENTATION

Let us assume for the moment the PS's are a useful formalism for modelling each individual process in a system of asynchronous, concurrent processes. In this section, we will look at various formalisms for modelling the relationships between these processes. We will call this the process representation, as opposed to the knowledge representation. Here, we will review formalisms for representing systems which are composed of a sequence of asynchronous and possibly concurrent events (e.g., an office procedure composed of several steps handled by different people). We will consider finite state machines, partial
orderings (PERT networks) and finally Petri nets.

2.1 State Machines

A state machine is a finite state automaton which can be represented either by a state diagram (a directed graph) or by a state transition table.

In graphical form, a state machine consists of a number of states, which are nodes in the graph, and a number of directed arcs connecting states. Some state is labelled as the initial state.

At any time, the system is in one and only one state. Based on input to the system, or more generally, some observation about the environment, the system takes an action and changes states. By definition, this is a sequential process. Although it is physically possible to represent concurrent processes with a state machine, the number of states will grow exponentially with the number of tasks to be performed concurrently.

The difficulties with state machines in our problem domain are easily illustrated by considering three variations of the same modelling problem. First, assume that there are a number of tasks to be performed in a fixed order and only one task can be performed at a time. A state machine will easily represent this system and the number of states will grow linearly with the number of tasks. Next,
consider the case where the tasks still must be performed one at a time but where we remove the specific ordering constraint. This would be the case if the tasks were independent but all required some unique resource. In any state, we would like to know which tasks have been completed, and which task, if any, is now in progress. In this case, the number of states will grow exponentially with the number of tasks. Lastly, consider the case where the tasks can be performed in any order and where any degree of concurrency is allowed. Again, if we wish to know, for each state, which tasks have been completed and which are in progress, the number of states will grow exponentially with the number of tasks.

As can be seen, the representation of concurrency is possible in a state machine, but it becomes unwieldy for a large number of tasks.

2.2 Partial Orderings

A partial order for a set of events is represented by a directed graph where the arcs represent events to be completed and the nodes represent the termination and commencement of events. The events on a path of the graph represent events which must occur in a fixed order (i.e., the order of their occurrence in the path). Events not on the same path have no ordering relation. All arcs in the graph must be traversed.
Consider again the examples we used to analyze state machines. Representing n tasks which must be performed in a fixed order is simply a partial order graph with one path. One arc is required for each task, so we will need n arcs and n+1 nodes. The graph will grow linearly with the number of tasks.

If we wish to represent the case where the tasks can be performed in any order with any degree of concurrency, partial order graphs are still satisfactory. This is simply a graph with 2 nodes and n arcs. The graph will grow linearly with the number of tasks.

Partial order graphs cannot be used to represent the case where the tasks can be performed in any order but only one at a time. For each possible ordering, we would need a separate graph, or n! graphs. The difficulty here is that partial order graphs can represent only two extremes—fixed order and complete concurrency. Either two events have a precedence relation or they have no relation. There is no way to represent the case where two events can proceed in any order but one must wait for the completion of the other. This capability is obviously fundamental to resource allocation.

As we can see, the problem with partial order graphs is that they are a fixed representation for what is inherently a dynamic system. We must determine a priori all of the precedence relations in the system. For example, in PERT
networks, we first determine how long each event will take to complete; this allows the PERT system to determine all of the precedence relationships. Partial order graphs have no power for describing coordination between events that do not have a strict precedence relation.

This ability to represent coordination among concurrent processes is crucial to our representation of office processes. Resource allocation is an obvious example. Another example is the need to make a choice among alternative actions and to resolve conflicts among competing events. We have shown that state machines can represent choice and conflict but are very unwieldy for representing concurrency. Partial order graphs, on the other hand, can represent concurrency but cannot represent choice, conflict, and coordination among processes. We now turn our attention to a representation which will address these problems.

2.3 Petri Nets

In 1962, C.A. Petri devised a general graphical representation for systems [7]. His work was extended in the late 1960's by Anatol Holt [3,4]. Holt called his representation "Petri nets" since they were based on the work of C.A. Petri.
We will assume here that the reader has some acquaintance with Petri nets and only a brief description will be given here. An excellent tutorial can be found in Holt [3].

Like state machines and partial order graphs, Petri nets are represented as directed graphs. They have been used in the study of parallel computation, multi-processing, and computer systems modelling as well as the modelling of other physical processes and human activity processes. The following definition of Petri nets is from Miller [5].

"A Petri net is a graphical representation with directed edges between two different types of nodes. A node represented as a circle is called a place and a node represented as a bar is called a transition. The places in a Petri net have the capability of holding tokens. For a given transition, those places that have edges directed into the transition are called input places and those places having edges directed out of this transition are called output places for the transition. If all the input places for a transition contain a token, then the transition is said to be active. An active transition may fire. The firing removes a token from each input place and puts a token on each output place. Thus a token in a place can be used in the firing of only one transition. A simple example of a Petri net is shown in figure 1. Here tokens are shown as black dots. The starting condition has a token only in place P1. The activity of the net (or process) is then described by the successive firings of transitions. In this example, T1 can fire followed by T2 and T3. Only after both T2 and T3 have fired are T4 and T5 active. Either T4 or T5 can fire but not both. When either T4 or T5 fires it brings the net back to its starting condition and the process is ready to repeat."
We note here that state machines and partial order graphs are both restricted forms of Petri nets. A state machine is a Petri net where each transition can have exactly one input place and exactly one output place. Since each arc then has just one transition, we remove the bar from the diagram. A partial order graph is a Petri net where each place has exactly one input arc and exactly one output arc (in Petri net terms, this is called a marked graph). Since each arc then has exactly one place, we remove the circle from the graph and simply place a dot on each arc where a token resides.

We now turn our attention to the same problem we used to study state machines and partial order graphs. First we wish to represent the case where n tasks are to be performed in a fixed order, one at a time. Figure 2a shows the Petri net for this case. Two states are required for each task (since we want to represent the system at rest as well as busy), so the number of states will grow linearly with the number of tasks.

Next we consider the case where the tasks are to be performed in any order, but only one at a time. Figure 2b represents this case. Each letter indicates a distinct task. Letters before the "/" indicate tasks already completed and letters after the "/" indicate tasks in progress. Place P1 is the resource allocator and the token in P1 represents the unique resource. Once it is "assigned"
to one task, it is unavailable until that task completes. All other tasks will be held up until the active task completes. This scheme will work for any number of resources and competing tasks. We simply initialize the net with one token for each resource. The number of states required for this representation is three for each task and one for the resource allocator, so growth is linear with the number of tasks.

The last case we consider is where the tasks can be performed in any order and any degree of concurrency is allowed. Figure 2c shows the Petri net for this representation. In this case three states are required for each task (not started, in progress, and complete), hence the number of states still grows linearly with the number of tasks.

It is instructive to compare this representation to the state machine example. With the state machine, the machine could be in only one state at a time. This forced us to code all relevant information about the process into each state. With Petri nets, we effectively partition the state into a number of components. Each place, or state, represents a possible assertion about the total system state. If there is a token in a place, that component of the state is asserted. A token in P2 of figure 2b is an assertion that task A is in progress. Thus we can represent all 27 combinations of a three task problem with only 9
places. With a state machine, we need a state for each possible combination and hence 27 states. To represent 20 tasks requires 60 states in a Petri net and 3.5 billion states with a state machine for the same level of information content. When we place the state machine restriction on Petri nets, we allow each transition to have only one input and only one output place. This means that the total information about when a transition can fire must be stored in only one place and all of the information associated with a transition firing must flow to only one place. In the more general Petri net, we allow information from several places to influence the occurrence of events, thus partitioning the total system state into logical components.

Comparing Petri nets to partial orderings, the key addition is a coordination mechanism. Although implicit in coordination, it is worth noting that Petri nets also provide for communication among processes. This coordination is achieved by allowing a place to be input to more than one transition. Although a very simple construct, it proves very powerful in describing required coordination. Note that this construct is specifically not allowed in the partial order graph restriction of Petri nets.
2.4 Choice Of Process Representation

As can be seen, state machines and partial order graphs are restricted forms of Petri nets. Partial order graphs do not have the capability to model coordination among concurrent processes and choice among alternative actions which we require for our representation of asynchronous, concurrent processes. While state machines can represent choice and conflict easily, they are very unwieldy for representing concurrency because the number of states grows exponentially. Petri nets can represent asynchronous, concurrent processes, process coordination, and choice and conflict among events. They can also be used to model resource allocation. Since Petri nets subsume the other formalisms which we have discussed, it is clear that we should use Petri nets for our problem.

To gain an appreciation for the descriptive power of Petri nets as they apply to office processes, we show a simple example. In the journal editing case, there are several instances when a message is sent from the system to the environment for which a reply is expected within a certain period. When the response arrives, the activity continues. However, if the response does not arrive within the specified period, some other action must be taken (such as generating another document). Figure 3 shows the Petri net representation for this. When we are in state P1 we are waiting for a reply within a certain period. Note that both
T1 and T2 are enabled, hence we have a conflict. This Petri net is non-deterministic since we cannot state with certainty whether T1 or T2 will fire. If the reply arrives within the specified period, T1 fires. If it does not arrive, however, T2 fires. The actions specified at T2 are taken and a token is placed back in P1, once again enabling T1 and T2. This will let us wait another time period before taking remedial (T2) action. We have not stated how we will resolve the conflict between firing T1 and T2. Clearly, conflict resolution requires that we have some knowledge about the conflict. We will directly address this issue in the next section when we take up knowledge representation.

3.0 KNOWLEDGE REPRESENTATION

One of the major research efforts in the field of artificial intelligence concerns the representation of knowledge. For a program to exhibit intelligence, it must possess knowledge. The difficulty lies in determining the proper structure for representing the knowledge applicable to the problem domain. Obviously, this difficulty increases as the scope of the problem domain broadens.

In representing asynchronous, concurrent processes, we clearly would like to encode knowledge about each process into our representation. This allows the system interpreting the representation to exhibit at least limited intelligence about the problem domain.
A number of formalisms for knowledge representation could be considered for this problem. Planner-like formalisms could be employed (e.g., in our example, we could have a goal of judging a paper which could be decomposed into a number of subgoals) or we could use a form of frame system formalism. However, given the event driven nature of these problems, production systems seem ideally suited.

3.1 Production Systems

A PS consists of a set of rules, or "productions", which are of the form (condition)->(action), a database or "context" which maintains state data, and a rule interpreter. The condition portion of each rule (left hand side or LHS) is tested. If the condition is true, the consequent action (right hand side or RHS) is executed. In a "pure" PS [2], the rules are in a sequential list, and rules are evaluated one at a time according to their order in the list. When a rule is found which is true in the current context, the RHS is executed and rule testing begins again at the top of the list of rules. When no rules have true LHS's or a "halt" RHS is executed, the system terminates processing.

In some uses of PS's, the methods for choosing which rules to evaluate and in what order, varies. However, the reader should note that the method chosen for determining "rule priority" is crucial to the efficiency and correctness
of the production system.

The use of production systems varies from simple string rewriting rules to the modeling of human cognitive processes [6], a system for assisting in medical diagnosis [8], and the development of an intelligent terminal agent [11]. The rules can be as simple as testing and replacing substrings in an input string or as general as predicate conditions which perform subtle pattern matching on the database and invoke arbitrary procedures which modify the database and produce side effects.

A simple example of production systems provides some interesting insights. This example deals with rewriting rules. These are used to examine an input string which is normally a sentence from some grammar and to reduce it according to the production rules.

Figure 4a is a set of production rules for reversing a string from an alphabet which does not contain the symbols $ and * (these are used as "marker" symbols). This is what we have called a "pure" production system so rules are chosen for testing according to their order in the rule list. For each rule, the input string is examined from left to right with a moving window looking for a match with the LHS of the rule being tested. If a match is found, the input string is modified by replacing the matched substring in the input string with the RHS of the production rule. Rule testing then resumes with P1. If any rule does not have a match in
the input string, then the next rule in the list is tested. If no rules match, then the system halts. Figure 4b shows how the input string "ABC" is modified during this process.

Upon first examining the production system in figure 4a, it may appear that the relatively simple task of reversing a string should not require six rules for its proper specification. The reason six rules are required here is because of the lack of control structure; we must be very careful that the actions of rules do not interfere with each other. In fact, this is precisely why two marker variables are required instead of just one. Furthermore, the ordering of rules in this example is crucial. If the relative ordering of certain rules is changed, the system will not operate as desired. For example, the reader should consider the effect of switching P1 and P6, or of switching P2 and P4.

It is, of course, possible to add control structure to the production system model and thereby increase its efficiency and/or decrease the number of rules required. One possibility is to add some information to each rule which we will call a branch label. This will be the label of some rule in the rule set. When a rule LHS is tested and found to be false, the next rule in the list is tested. However, if the rule LHS is found to be true, the RHS is executed and the next rule selected for testing is the one specified in the branch label.
It seems intuitive that once a certain rule is tested and found to be true, that this should give us some clue as to which other rules are now likely to be true. Pure production systems do not use this information, but blindly resume their search at the top of the rule list at each cycle. As we implied above, one way to make use of this information is to append to each rule a rule number which should be tried next if this rule is true. This branch instruction gives the system advice on how to proceed.

Figure 4c shows the production system for reversing a string with this added control structure. This added structure allows us to reduce the number of rules by one third and the number of marker variables by one half in this particular example. We argue that this makes the entire production system easier to understand. As far as efficiency is concerned, reversing the three character string required 57 rule tests in the production system without branching and only 18 rule tests in the production system with branch labels.

Adding control structure to the production system by the "branch if successful" label allows us to neatly represent the system as a state machine. (The original production system can also be represented by a state machine, but this is of little use.) Each rule is a state and each state has two outgoing arcs, marked true and false. When the system enters a state, it tests the rule in that
state. If the LHS is true, the RHS is executed and the system follows the arc marked true to its next state. If the LHS is not true, the RHS is not executed and the system follows the arc marked false to its next state. The process terminates when the "eureka" state is reached. Figure 5 shows the state machine corresponding to the production system in figure 4c.

Since a production system of this sort can be represented by a state machine, and a state machine is a restricted form of Petri net, it is certainly possible to represent a production system in a Petri net.

4.0 A REPRESENTATION FOR ASYNCHRONOUS, CONCURRENT PROCESSES

In the last two sections, we have discussed formalisms for process representation and formalisms for knowledge representation. Now we wish to derive a formalism suitable for the representation of asynchronous, concurrent processes. It is our contention that there is a real advantage, at least initially, in viewing process representation and knowledge representation separately. In those problems which exhibit some sort of flow characteristic, the current state of the system can often be used to determine which "chunks" of knowledge are likely to be useful in determining what to do next. Stated in a slightly different way, knowledge about the process flow can be a very useful aid in partitioning the total knowledge set.
into useful subsets (not necessarily disjoint).

We suggest that each process in a system of asynchronous, concurrent processes be modelled as a set of productions. We can then develop a Petri net structure for this system of processes. Each transition in the net represents a process; since these processes are described by productions, the transition is really a "home" for the rules describing the process. When a transition is enabled (all input places have at least one token), its firing will be determined by the rules "residing" at the transition. All rules at all enabled transitions (the fact that there can be more than one enabled transition is key) will constitute what we will call the active rule set. Obviously, membership in this active rule set is transitory. The FS interpreter will continually cycle through rules in the active rule set; when a rule LHS becomes true, the rule actions will be executed and the transition from which this rule came will be fired. This will enable some transitions and disable others, thus modifying the active rule set. The Petri net will be used to dynamically extract from all of the available rules about the system those rules which are relevant given the current state of the system (the current state being defined as the union of all enabled transitions).
In this way, the Petri net adds structure to the PS formalism. The firing of a rule provides direct information (through the Petri net) to the rule interpreter about which other rules are now applicable. This provides, in essence, for direct rule interaction.

We will call this combined formalism an **augmented Petri net**. It is possible, and oftentimes advisable, to describe a system of asynchronous, concurrent processes as a hierarchy of augmented Petri nets. For example, we may want to describe the journal editing system as two augmented Petri nets, one from the viewpoint of the editor and one from the viewpoint of the referee. One of the allowed production rule actions is the (concurrent) instantiation of another augmented Petri net. Attached to each Petri net is its own STM. Lower level networks inherit the STM's of all parent nodes; the result is a structured, hierarchical STM.

We note the similarity between augmented Petri nets and augmented transition networks (ATN) [9]. Just as the ATN is a generalization of state machines, the augmented Petri net is a generalization of Petri nets. The registers in an ATN are analogous to our STM's and the conditions and actions on ATN arcs are equivalent to the production rules which reside at transitions. The main difference, of course, is that in the augmented Petri net, a number of transitions can be enabled simultaneously.
5.0 AN EXAMPLE

We will now describe the journal editing process in the augmented Petri net representation. First we list the states in which the system can exist:

1. waiting for a paper to arrive;
2. waiting for the editor to designate referees;
3. waiting for the referee to respond;
4. waiting for the referee to submit his report;
5. waiting for all reports to arrive;
6. waiting for the editor to make a decision.

Next we describe what can happen in each of these states:

1. When a paper arrives, generate an acknowledgement letter to the author and request that the editor designate referees.
2. If the editor does not respond within two weeks, generate a reminder letter to him and continue to do so every two weeks. When he does respond, generate letters to each of the referees requesting their services.
3. If the referee does not respond within two weeks, generate a reminder letter to him. If he does respond and states that he cannot review the paper, inform the editor and request that another referee be designated. If the referee agrees to review the paper, allow one month for him to submit his report.
4. If the referee does not respond within one month, generate a reminder letter. When the report is received, inform the editor of its arrival.
5. When all of the reports are in, request that the editor make a decision.
6. If the editor does not make a decision within two weeks after all reports are in, generate a reminder letter. When he does make a decision, inform the author and executive editor.
At each step in the process, we wish to generate the proper documentation and to "file" it appropriately. Figure 6 is an augmented Petri net description of this system. Note that the system is described by two nets, one for the editor and one for the referee. The rule in T02 of the editor net instantiates the referee process for each referee selected by the editor. The two nets communicate through the hierarchial STM.

6.0 CONCLUSION

In this paper, we have developed a representation which we feel is useful for describing asynchronous, concurrent processes. This was done by separately studying the formalisms available for process representation and those available for knowledge representation. For reasons discussed throughout this paper, we have chosen to integrate PS's, a formalism for knowledge representation, with Petri nets, a formalism for process representation. We call this an augmented Petri net. By adding the Petri net as an explicit control structure for PS's, we have provided a formalism wherein a system of asynchronous, concurrent processes can be modelled with a collection of inter-related PS's sharing a common, structured STM. This extends the use of PS's to new problem domains.
A computer system for processing the augmented Petri nets in an office automation environment has been implemented on the Wharton School DEC-10 [10,11]; and is currently being used to manage the workflow for an associate editor of CACM. This is a particular use of the system; it accepts as input a general augmented Petri net and then interfaces with a number of office systems (e.g., mail system, document generators, filing systems, etc.) to carry out the work specified in the net.
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Production Rules for String Reversal
Pure Production System

P1: $$ -> *
P2: *$ -> *
P3: *x -> x*
P4: * -> null.
P5: $xy -> y$x
P6: null ->$

Figure 4a

Application of Above Rules
to String "ABC"

ABC => $ABC P6
=> B$AC P5
=> BC$A P5
=> $BC$A P6
=> C$B$A P5
=> $C$B$A P6
=> $C$B$A P5
=> C*B$A P6
=> C*B$A P5
=> CBA* P3
=> CBA P4

Figure 4b

Modified Production Rules
for String Reversal

P1: $$ -> null (P4)
P2: $xy -> y$x (P2)
P3: null -> $ (P1)
P4: $ -> null (P4)

Figure 4c
Production Rules for Figure 6a

T01: If a paper is received => send acknowledgement letter to author and request names of referees (any number) from editor.

T02: If the editor supplies the names of referees => instantiate the referee process for each referee.

T03: If all of the referee activities terminate (i.e., fire T08) => request that the editor make a decision.

T04: If the editor supplies a decision on the paper => generate final documentation to author and editor-in-chief.

T05: If the author withdraws the paper => instantiate termination procedure.

T06: If the editor does not respond within two weeks of T06 enabling => send reminder letter to editor.

T07: If the editor does not make a decision within two weeks from T07 enabling => send reminder letter to editor.

T08: If (null condition, fires upon instantiation) => send letter to referee requesting services.

T09: If the referee returns postcard and can review the paper, then allow one month for report.

T10: If report is received => send thank-you letter to referee.

T11: If referee does not send report within one month from enabling of T11 => send reminder to referee.

T12: If referee does not return postcard within two weeks from enabling of T12 => send reminder letter to referee.

T13: If referee returns postcard and cannot review paper => request that editor supply another referee.

T14: If editor does not respond with two weeks from enabling of T14 => send reminder letter to editor.

T15: If editor does supply referee name => send letter to referee requesting services.