CRITERION-REFERENCED TESTING:
A CRITICAL ANALYSIS OF SELECTED MODELS

Frederick H. Steinheiser, Jr., Kenneth I. Epstein, and Angelo Mirabella

and

George B. Macready, University of Maryland

UNIT TRAINING AND EVALUATION SYSTEMS TECHNICAL AREA

U. S. Army
Research Institute for the Behavioral and Social Sciences

August 1978

Approved for public release; distribution unlimited.
U. S. ARMY RESEARCH INSTITUTE
FOR THE BEHAVIORAL AND SOCIAL SCIENCES
A Field Operating Agency under the Jurisdiction of the
Deputy Chief of Staff for Personnel

JOSEPH ZEIDNER
Technical Director (Designate)

WILLIAM L. HAUSER
Colonel, US Army
Commander

Research accomplished
under contract to the Department of the Army

University of Maryland

NOTICES

DISTRIBUTION: Primary distribution of this report has been made by ARI. Please address correspondence
concerning distribution of reports to: U. S. Army Research Institute for the Behavioral and Social Sciences,
ATTN: PERI-P, 5001 Eisenhower Avenue, Alexandria, Virginia 22333.

FINAL DISPOSITION: This report may be destroyed when it is no longer needed. Please do not return it to
the U. S. Army Research Institute for the Behavioral and Social Sciences.

NOTE: The findings in this report are not to be construed as an official Department of the Army position,
unless so designated by other authorized documents.
TECHNICAL PAPER 306, CRITERION-REFERENCED TESTING: CRITICAL ANALYSIS OF SELECTED MODELS

ERRATA SHEET

Page 25, equation 16: integral sign needs to be inserted between the 0 and x term, thus:

\[
\frac{\Gamma(a + b)}{\Gamma(a)\Gamma(b)} \int_0^x u^{a-1}(1 - u)^{b-1} du.
\]

Page 25, equation 17: The "equals" sign between "a = b" should be replaced by a "plus" sign, thus:

\[
\frac{\Gamma(a + b)u^{a-1}(1 - u)^{b-1}}{\Gamma(a)\Gamma(b)}
\]

Page 34, para 6, line 3 -- (sp) "deviation" -- not "devision"
Several mathematical models for use in criterion-referenced testing are reviewed and compared. The models are evaluated on both formal-analytic and empirical grounds. Predictive models include probabilistic formulations, a binomial model, and a Bayesian model. Descriptive methods include a categorization scheme, a one-parameter logistic model, and linear regression. An empirical method for relating mastery criteria to derived educational outcomes is also included. Problems inherent in each model or class of models are described. Such problems...
include tenability of assumptions, ease of application, assessment of item characteristics, and assessment of the model's fit to data. Each method/model appears to be appropriate for specific types of testing situations, although further development will depend upon computer simulation and empirical research.
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BRIEF

Requirement:
To develop a theoretical base for research and eventual application of methods for assigning pass-fail scores in personnel and unit evaluation using the criterion-referenced testing approach.

Procedure:
Relevant literature for each of five approaches to criterion-referenced testing was reviewed. The approaches were compared on the basis of the following: assumptions and rationale, the interactive effects of test length and passing criteria on classification accuracy, and areas of applicability. A computational example was prepared for each model, and strengths and weaknesses were also evaluated.

Findings:
Four of the five models were able to specify an "optimal" test length and cutoff score, although they differed as to the required parameter estimates from the test developer. For example, expert "prior" information can be used to reduce test length. Each of the models also provides an estimate for misclassifications, or Type I and Type II errors. The models are neither redundant nor interchangeable. No "best" method was identified. Rather, the selection of a model depends upon the particular measurement requirements and constraints as identified by the test developer.

Utilization of findings:
This research provides qualitative and quantitative guidelines for developers of criterion-referenced tests. The models have been applied to analyze data from the handgun qualification course at the U.S. Army Military Police School. Application of the models has also been addressed to revision of Table VIII tank gunnery.
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INTRODUCTION

Scoring and decisionmaking models for criterion-referenced testing deal with two questions of practical and theoretical importance: (1) how much test information should be collected to provide a basis for confident decisions about the mastery or nonmastery of trained skills; and (2) what are the methods of establishing statistically valid standards of achievement. Criterion-referenced testing (CRT) requires that the data provide information about performance capabilities measured against some external criterion (Glaser & Nitko, 1971; Carver, 1974). Such criteria are properly derived from an analysis of the requirements for performing specific tasks successfully.

Measurement of mastery implies that CRT's should represent the skills to be measured with high fidelity. However, serious constraints are imposed by requiring high fidelity: (1) the time needed to administer the test may be more than is readily available; (2) the number of examiners needed to administer the test and collect data may be excessive; (3) the expenditure of materials used in testing may be prohibitively high; and (4) the appropriate testing materials or apparatus may not be available for a long enough time. These constraints place a premium upon limiting test data to the minimum amount sufficient for the desired quality of decisionmaking. Statistical models offer one means of accomplishing this goal.

Two problems arise in establishing achievement standards on CRT's. The first is related to the congruence between CRT performance and real-world requirements. The second is related to the statistical inferences applied to observed CRT scores.

Before any statistical model can be used in a CRT situation, the requirements for mastery over the domain in general must be specified. The requirements usually describe the capabilities of persons who can successfully perform the tasks included in the domain. Glaser and Klaus (1963) suggest that "proficiency standards can be established at any value between the point where the system will not perform at all and the point where any further contribution from the human component will not yield any increase in system performance (p. 424)."

These system requirements may include the human performance components of industrial-vocational tasks, minimal competencies in an educational system, or basic literacy skills. System requirements may also reflect manpower needs, the criticality of the task, or the consequences of poor performance. Such idealized standards must then be converted to standards on a particular CRT. The conversion process
involves issues of test validity which are beyond the scope of this paper. Meskauskas (1976) discusses several methods that have been used to bridge the gap between operational tests and real-world requirements.

If the CRT includes the entire full fidelity task, such as disassembling and cleaning a particular piece of machinery, then setting mastery standards is relatively clear and unambiguous. However, if the CRT includes only a sample of the full fidelity task, or if fidelity is decreased for practical purposes, then mastery standards for the CRT are not clearcut. Heretofore, the use of arbitrary cutoff scores has kept this problem at a manageable level. For example, objectives often include a statement of standards requiring a certain minimum percent correct for attainment of mastery status. Two criticisms can be directed at this concept of mastery.

First, any percentage correct is a relative standard. The definition of mastery has been shown (Millman, 1972; Novick & Lewis, 1974; Epstein & Steinheiser, 1975) to be a function both of the percentage correct and of the number of trials or items that comprise the test. A more comprehensive definition could be based either upon (1) an idealization, such as the proportion of correct answers of all possible test items, or (2) the position on an underlying continuum of ability hypothesized to score an examinee on a given test. By stating standards in terms of such an idealization or ability continuum, it is possible to explicitly define mastery cutoff scores for any test length.

The second criticism refers to the level of ability required for mastery. For example, why should one standard (such as 80% correct) be set rather than another (such as 70% or 90%)? Perhaps this question could be answered by empirical studies showing the relationship between CRT scores and the transfer or retention of training. The required level of mastery could also be determined by system requirements, criticality, and similar factors.

Each of the models discussed in this paper, with the exception of Block's (1972) approach to setting standards empirically, assumes that a well-defined universe of items exists or can be generated. The authors also assume that the role of the statistical model is to describe accurately an examinee with respect to that universe. The validity of the generalization from the universe of items to the real world is not investigated. The models further assume that a mastery standard relative to the entire universe can be established. Given these assumptions, the problem is how to interpret the observations. The following section discusses theoretical issues which may produce possible solutions. Table 1 then introduces and summarizes the specific models.

The problem of setting standards arises because it is often impractical to insist upon complete mastery of a task, or even to require a very high percentage of correct answers to the items comprising a CRT. Furthermore, it is often impossible to list all of the potential items
<table>
<thead>
<tr>
<th>Model</th>
<th>Theoretical observed score: $x = \text{score}$, $n = # \text{items}$, $A = \text{true ability}$</th>
<th>True score distribution</th>
<th>Cutoff score specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block</td>
<td>Undefined</td>
<td>Undefined</td>
<td>Empirical, based upon external criterion</td>
</tr>
<tr>
<td>Crehan</td>
<td>Undefined</td>
<td>Pre-instr: $x = 0$</td>
<td>Empirical; pre-post instruction classification</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Post-instr: $x = n$</td>
<td></td>
</tr>
<tr>
<td>Emrick</td>
<td>All-or-none</td>
<td>Nonmaster: $x = 0$</td>
<td>Choose score that best dichotomizes observed score distribution, assuming guessing and forgetting errors.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Master: $x = n$</td>
<td></td>
</tr>
<tr>
<td>Dayton &amp; Macready</td>
<td>All-or-none</td>
<td>Nonmaster: $x = 0$</td>
<td>Choose score that best dichotomizes observed score distribution, assuming guessing and forgetting errors.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Master: $x = n$</td>
<td></td>
</tr>
<tr>
<td>Kriewall-Millman (Binomial)</td>
<td>Continuous</td>
<td>$p(x</td>
<td>A) = \binom{n}{x} A^x (1 - A)^{n-x}$</td>
</tr>
<tr>
<td>Novick et al. (Bayesian)</td>
<td>Continuous</td>
<td>$p(x</td>
<td>A) = \binom{n}{x} A^x (1 - A)^{n-x}$</td>
</tr>
</tbody>
</table>
Table 1 (continued)

Summary Comparison of Some Methods and Models Used in Criterion-Referenced Testing

<table>
<thead>
<tr>
<th>Model</th>
<th>Nature of performance acquisition</th>
<th>Theoretical observed score: ( x = \text{score}, \ n = # \text{items}, \ A = \text{true ability} )</th>
<th>True score distribution</th>
<th>Cutoff score specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rasch (logistic)</td>
<td>Continuous</td>
<td>[ p(x</td>
<td>A) = \frac{(b_i - A)}{\prod_{i=1}^{n} (b_i - A)} e^{b_i + e} ]</td>
<td>Normal</td>
</tr>
<tr>
<td>Classical regression</td>
<td>Continuous</td>
<td>( x = A - e, ) where ( e = ) error of measurement</td>
<td>Normal</td>
<td>Choose minimum &quot;true&quot; score criterion. Calculate estimated true score from observed score.</td>
</tr>
</tbody>
</table>
of a given task domain. For example, an indefinitely large number of multiplication items could comprise an item universe from which a sample of items are selected. An arbitrary standard would determine that the examinee answering a specified number (or percentage) of the sample correctly will be classified as a "master" of multiplication. The main purpose of the present paper is to evaluate several mathematical models that claim to reduce the arbitrariness in setting criteria for mastery on tests representing a sample of the test-item universe. The motivation for developing models by which criteria for mastery can be derived formally arises from the goal of trying to minimize misclassifications (i.e., designating a "true master" as a "nonmaster" or vice versa). The more complex the skills assessed by the CRT, the smaller the sample of items, and the more varied the type of performance included in the universe, the greater the danger of misclassification.

Theoretical Problems for CRT Models

**Nature of Performance Acquisition.** Is the attainment of mastery an "all-or-none" occurrence, or is there a continuum of varying degrees of skill acquisition? The widely accepted dichotomy of master vs. nonmaster may be overly simplistic. The alternative is a continuum of varying degrees of mastery. Both dichotomous and continuous CRT models are available in the literature.

**Measurement Error.** One type of error, similar to the classical psychometric notion of measurement error, refers to random inappropriate responses due to temporary environmental distractions, lucky guesses, lapses in attention, etc. The magnitude of such error can be estimated and included in the estimation of actual ability and in the determination of test standards and lengths.

A second type, "classification" error, refers to the (usually) dichotomous classification of an examinee as a master or nonmaster. Its magnitude and direction are primarily a function of how a cutoff score is chosen. Classification error will tend to increase as the accuracy in estimating actual ability decreases, but a mathematically defined relationship between measurement error and classification error has not been derived (Guilford, 1956, pp. 380-384).

**Test Length to Distinguish Masters from Nonmasters.** One technique to improve ability estimation and reduce the chance for misclassification is to increase the number of test items. In some situations this may be possible simply by repeating items until the desired level of precision is attained. However, in most cases, test length cannot be indefinitely increased. Therefore, a statistical model that provides increased information per item is highly desirable. Generally, a CRT model should provide sufficient information to decisionmakers so that they will know the risks of committing false positive and false negative errors before the test is conducted.
Overview of Selected CRT Models

The CRT models discussed in this paper were chosen to try to illustrate the diversity in approaches to the problems outlined in the preceding section. Methods developed by Crehan (1974) and Block (1972) are basically empirical in that cutoff scores are based upon empirically derived requirements. Models derived by Emrick (1971) and by Macready and Dayton (1976) assume a dichotomous definition of mastery and analytically describe procedures for establishing cutoff scores. Kriewall (1969) and Millman (1972, 1974) assume that responses to test items and examinee ability can be described by the family of binomial distributions. Their basic models can be extended by applying the theory of binomial error models (Lord & Novick, 1968). Novick and Lewis (1974) discuss the application of a Bayesian approach to CRT issues. A one-parameter logistic model (Rasch, 1960; Wright, 1967) provides a practical example of how latent trait theory may be applied to CRT data analysis. Finally, an approach for CRT data analysis derived from classical regression theory is discussed. Each model is examined in terms of rationale and assumptions, empirical support and applications, illustrative examples of the type of input required and output provided, and critical evaluation.

REVIEW OF MODELS

Block

Block's (1972) research provides an experimental approach to setting mastery standards. He studied the relationship between the level of performance required on each unit of a three-unit instructional sequence and five cognitive and affective outcome variables. The rationale for this study was the intuitive notion that maximum performance on an external measure of achievement would be observed in students having the most stringent passing requirements in the instruction. A second question concerned the relationship between scores on an affective measure of interest and attitude and passing requirements in instruction.

Block's experiment included four treatment groups that differed from one instructional unit to the next with respect to the standard required for advancement. If the student did not meet the standard (65%, 75%, 85%, or 95% of the items correct on a 20-item test), remedial instruction was provided. Students in a control group proceeded from one unit to the next with no remediation, regardless of their test score. Five outcome variables were defined: achievement, learning rate, transfer, interest, and attitude.

Transfer was measured by a 10-item test which required the use of the learned skills to solve a novel set of problems. It was given both as a pretest and after instruction. Interest and attitude were measured using a 24-item questionnaire.
Most of the results supported the intuitive hypothesis. The control group did consistently worse on achievement, transfer, and retention, than any of the experimental groups, and the learning curves suggested that high standards early in an instructional sequence may produce increased efficiency later in the sequence. However, several interesting exceptions to the intuitive expectations suggest that higher standards are not always better standards. For example, the 85% and 95% groups did not differ from one another on retention or achievement measures, although they both differed from the control group. Only the 85% group produced sustained high levels of interest and attitude.

Block's research suggests that a unitary definition of an "optimum" CRT cutting score may be questionable. If uniformly high achievement and transfer are required at the possible expense of positive interest and attitude, it may be that the highest mastery standard should be used. However, if some "mix" of cognitive and affective outcomes is desired, then a lower standard seems appropriate.

Similar studies could be conducted on a wide range of instructional programs for a wide variety of outcomes. The results could lead to usable and meaningful guidelines for setting cutting scores to optimize a number of instructional outcomes. Because the results may not be generalizable across content areas and instructional programs, such an optimization strategy would require costly and extensive research. This empirical verification of a decisionmaking strategy for finding optimal mixes of cognitive and affective outcomes does not mathematically model any of the problems outlined in the previous section of this paper. A truly complete scoring and decisionmaking CRT model would take into account both the psychological variables that characterize optimum learning and the constraints imposed by test length, cutting scores, and misclassification rates.

Crehan

A method used by Crehan (1974) also relies heavily on a training context for its interpretation. The method's rationale for specifying cutting scores is based upon the comparison of the test scores of students who have completed training with the test scores of those who have not yet received training. This method provides a means of assessing the proportion of misclassified students within each group when various cutting scores are used.

Correct classification occurs when posttraining students pass the test and students with no training fail the test. Using a 2 x 2 matrix of pass-fail and training-no training for each cutting score, the proportion of correct classifications $P_c$ can be obtained as follows:

$$P_c = \frac{[\text{number who had training and passed} + \text{number who had no training and failed}]}{\text{sum of all four entries in the matrix}}.$$
A cutting score is found by choosing the score that maximizes the proportion of correct classifications.

For example, assume that the distribution of scores on a five-item CRT for an untrained group and a group that has completed training is as follows:

<table>
<thead>
<tr>
<th>Number Correct</th>
<th>No Training</th>
<th>Completed Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>

A series of fourfold tables in Table 2 displays the relationships between cutting score, pass-fail decisions, and the amount of training. \( P_c \), the proportion of correct classifications, is calculated for each fourfold table. The highest value of \( P_c \) in this example is found when three correct responses are used as the cutting score. Therefore, for this training program, a cutting score of 3 would be recommended as the optimal cutting score.

The major strength of this procedure is that it provides an estimate of the optimal cutting score for differentiating between trained and untrained groups while remaining relatively simple to implement. However, these two groups do not necessarily correspond to the categories of "masters" and "nonmasters" in terms of the ability of group members to complete an objective. Instead, one might expect the post-training group to perform less well than a group consisting entirely of examinees who have mastered the objective, and the pretraining group to perform somewhat better than a group of examinees, none of whom has mastered the objective.

The simplicity of Crehan's procedure is partially offset by a number of weaknesses, including the following: (1) lack of a procedure for estimating the minimum item sample size necessary to keep the probability of misclassification at or below some specified level; and (2) lack of statistical criteria for differentiating between \( P_c \)'s which "seem" to be similar (or different).

Macready and Dayton - Emrick

Assumptions and Rationale. Two related probabilistic models that provide probability estimates of the \( 2^n \) possible response patterns on a dichotomously scored, \( n \)-item test are discussed in this section (Emrick, 1971; Dayton & Macready, 1976; and Macready & Dayton, 1975). Both models assume that all examinees belong to one of two possible
Table 2
Example Data Matrices for the Crehan Procedure

<table>
<thead>
<tr>
<th>Cutting score</th>
<th>Training experience</th>
<th>No training</th>
<th>Completed training</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 Pass</td>
<td>20</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>0 Fail</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Pc = 20/40 = .5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 Pass</td>
<td>10</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>1 Fail</td>
<td>10</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Pc = 30/40 = .75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Pass</td>
<td>5</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>2 Fail</td>
<td>15</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Pc = 35/40 = .875</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 Pass</td>
<td>1</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>3 Fail</td>
<td>19</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Pc = 38/40 = .95</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 Pass</td>
<td>1</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>4 Fail</td>
<td>19</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Pc = 33/40 = .825</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 Pass</td>
<td>0</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5 Fail</td>
<td>20</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>Pc = 24/40 = .60</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
"true score types" for any given domain: masters, (M); and nonmasters, (\(\overline{M}\)). Masters are those individuals who have acquired the necessary skills to respond correctly to all items within the domain. Thus for a three-item test with items sampled from the domain of interest, a master's true score response pattern would be 111, where a "one" indicates a correct response to an item. Conversely, nonmasters have not acquired the necessary skills to respond correctly to any item within the domain; thus their true score response pattern would be 000, where a "zero" indicates an incorrect response to an item. This dichotomous classification of individuals appears reasonable to the degree that all items within a domain involve the same skill.

In general, it is assumed that the only way that any non-true score response pattern can occur is for a nonmaster to make one or more correct "guessing" errors or for a master to make one or more forgetting errors. For the first model (Macready & Dayton, 1975), the error probabilities are unrestricted except for the usual 0, 1 bounds for probabilities. \(a_i\) and \(b_i\) represent the probabilities of a "guessing" and "forgetting" error, respectively, for item i. Furthermore, \(P(M)\) and \(P(\overline{M})\) represent the proportions of examinees who are masters and nonmasters, respectively, with the usual restrictions: \(0 < P(M) < 1\) and \(P(M) + P(\overline{M}) = 1\). If local independence among responses is assumed, then the probability of the jth observed response pattern on an n-item test is

\[
p(j) = p(j|\overline{M})p(\overline{M}) + p(j|M)p(M)
\]

\[
= \left[ \prod_{i=1}^{n} a_i^{x_{ij}} (1 - a_i)^{1 - x_{ij}} \right] p(\overline{M}) + \left[ \prod_{i=1}^{n} b_i^{1 - x_{ij}} (1 - b_i)^{x_{ij}} \right] p(M),
\]

where \(x_{ij} = [0,1]\) is the score of the ith item for the jth response pattern. Maximum likelihood estimates of these parameters are obtained from test data by means of the Newton-Raphson iteration procedure (Rao, 1965, pp. 302-309).

Because of the relatively large number of parameters (2n + 1) under this first model, there are circumstances in which it is desirable to utilize a second model (Dayton & Macready, 1976) based on a more restrictive set of assumptions; guessing errors for all items are equal (i.e., \(a_i = a\)) and "forgetting" errors for all items are equal (i.e., \(b_i = b\)). These assumptions reduce the number of parameters to be estimated to three for tests composed of any number of items and allow for a
simplification of the formula defining the probability of the occurrence of the jth response pattern on an n-item test to

\[ p(j) = p(j|\bar{M}) + p(j|M) = a^j (1 - a)^{n - s_j} p(\bar{M}) + b^j (1 - b)^{n - s_j} p(M), \]

(2)

where \( s_j \) is the number of correct responses (i.e., number of 1's) in the response pattern.

Macready and Dayton provide a discussion of how these models can be used for making classification decisions with respect to mastery of specific concepts or skills, and they provide several examples. The discussion includes the development of procedures for (1) assessing the adequacy of "fit" provided by the models, (2) identifying optimal decision rules for mastery classification that incorporate utility functions related to costs of false negatives and false positives, and (3) identifying minimally sufficient numbers of items necessary to obtain acceptable levels of misclassification.

Example. For the case of a three-item test, there are eight possible response patterns: (000), (001), (010), (100), (110), (101), (011), (111). For the first model, the 2n + 1 necessary parameters correspond to guessing (a_i) and forgetting (b_i) parameters for each item and the proportion of subjects in the examinee group who are masters. Maximum likelihood estimates of these parameters are obtained from the test data.

For purposes of example for Model I, assume the following parameter values: \( a_1 = .01, b_1 = .20; a_2 = .05, b_2 = .10; a_3 = .10, b_3 = .05; \) and \( P(M) = P(\bar{M}) = .5. \) This might correspond to a test in which the items appeared to be growing increasingly easy. For the second model, only three parameters are found: \( a, b, \) and \( P(M). \) Again for purposes of example for Model II, assume that the obtained estimates for the parameters are \( a = .06, b = .12, P(M) = P(\bar{M}) = .5. \)

To find the probability of observing each response pattern in a given examinee group, the probability of observing each response pattern given mastery status must be multiplied by the proportion of the group in that mastery status. For this example, each response pattern must be multiplied by \( p(M) = P(M) = .5. \) Table 3 shows the results of these calculations.

The mastery/nonmastery decision rule is based on the score that minimizes the probability of misclassification. Probability of misclassification is defined as the probability that a master will not achieve the cutting score times the proportion of masters in the group.
### Table 3

Probability of Observing Response Patterns Under the Macready and Dayton Models, Assuming $P(M) = P(\bar{M}) = .5$

<table>
<thead>
<tr>
<th>Response pattern</th>
<th>Model I</th>
<th>Model II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Master</td>
<td>Nonmaster</td>
</tr>
<tr>
<td>000</td>
<td>.0005</td>
<td>.423225</td>
</tr>
<tr>
<td>001</td>
<td>.0095</td>
<td>.047025</td>
</tr>
<tr>
<td>010</td>
<td>.00450</td>
<td>.022275</td>
</tr>
<tr>
<td>100</td>
<td>.0020</td>
<td>.004725</td>
</tr>
<tr>
<td>110</td>
<td>.0180(^a)</td>
<td>.000225(^b)</td>
</tr>
<tr>
<td>101</td>
<td>.0380</td>
<td>.000475</td>
</tr>
<tr>
<td>011</td>
<td>.0855</td>
<td>.002475</td>
</tr>
<tr>
<td>111</td>
<td>.3420</td>
<td>.000025</td>
</tr>
</tbody>
</table>

$P(M) = .5$  $P(\bar{M}) = .5$

\(^a\) $p(M) = (.2^1 \times .8^1) \times (.1^0 \times .9^1) \times (.05^1 \times .95^0) \times .5 = .0180.$

\(^b\) $p(\bar{M}) = (.01^1 \times .99^0) \times (.05^1 \times .95^0) \times (.1^0 \times .9^1) \times .5 = .000225.$

\(^c\) $p(M) = .12^2 \times .88^1 \times .5 = .006336.$

\(^d\) $p(\bar{M}) = .06^1 \times .94^2 \times .5 = .026508.$
plus the probability that a nonmaster will equal or exceed it times the proportion of nonmasters in the group. The probabilities for both models and all possible cutting scores are given in Table 4.

The final column of Table 4 indicates that for both models the optimal cutting score is 2 correct. Note that although the cutting score is the same for both models, the misclassification under the richer Model I is consistently smaller than Model II.

Emrick (1971) developed a procedure related to the restricted form of the Macready and Dayton model. He generated a function for identifying optimal cutoff scores in terms of relative costs of incorrect mastery/nonmastery decisions and the ratio of a to b errors. The optimized formula is

\[
k = \log \frac{b}{1-a} + \frac{1}{n} \log \frac{L_2 P(M)}{L_1 P(M)}
\]

(3)

where

- \( k \) = percentage of items correct required for a mastery decision;
- \( L_1 \) = loss incurred from a false positive;
- \( L_2 \) = loss incurred from a false negative.

This cutscore value is the same as that suggested by Macready and Dayton under their restricted model when the same parameter estimates are used. However, Emrick suggests a different approach for parameter estimation. He constructs a fourfold table relating true mastery state and observed item responses to a single item, with the cell entries being the error probabilities a and b. Emrick then treats a and b as response contingencies and computes a phi coefficient to indicate the correlation between observed single item responses and true mastery state:

\[
\phi = \frac{1 - a - b}{\sqrt{1 - (a - b)^2}}
\]

(4)

He uses the average iteritem correlation of examinee responses to compute an unbiased estimate of the reliability of a single item using the Spearman-Brown prophecy formula.

Since reliability is defined as the proportion of total variance that is true variance, it can be interpreted as an unbiased estimate of the squared correlation between an examinee's true mastery state and his
Table 4

Probability of Misclassification as a Function of Cutting Score Under the Macready and Dayton Models, Assuming $P(M) = P(\bar{M}) = .5$

<table>
<thead>
<tr>
<th>Cutting score</th>
<th>P(False negative)</th>
<th>P(False positive)</th>
<th>P(Misclassification)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model I</td>
<td>Model II</td>
<td>Model I</td>
</tr>
<tr>
<td>0 (all pass)</td>
<td>0</td>
<td>0</td>
<td>.5</td>
</tr>
<tr>
<td>1</td>
<td>.0005</td>
<td>.000864</td>
<td>.076775</td>
</tr>
<tr>
<td>2</td>
<td>.01650\textsuperscript{a}</td>
<td>.019872\textsuperscript{b}</td>
<td>.0032\textsuperscript{c}</td>
</tr>
<tr>
<td>3</td>
<td>.1580</td>
<td>.159264</td>
<td>.000025</td>
</tr>
<tr>
<td>4 (all fail)</td>
<td>.5</td>
<td>.5</td>
<td>0</td>
</tr>
</tbody>
</table>

\textsuperscript{a, b} The probability that a master will be misclassified when the cutoff score is set at 2 correct equals the sum of the probabilities that a master will get only 0 or 1 items correct times the proportion of masters in the group. For Model I, this probability equals .0005 + .0095 + .0045 + .002 = .0165. For Model II, .000864 + 3(.006336) = .019872.

\textsuperscript{c, d} The probability that a nonmaster will be misclassified when the cutoff score is set at 2 correct equals the sum of the probabilities that a nonmaster will get 2 or 3 items correct times the proportion of nonmasters in the group. For Model I, this probability equals .000025 + .002475 + .000475 + .000225 = .0032. For Model II, .000108 + 3(.001692) = .005184.
or her item response. Hence, item responses, true mastery state, and error probabilities can be directly related through the test reliability. If the ratio of $a$ to $b$ is known (or if it can be estimated), values for $a$ and $b$ can be directly calculated.

For the Macready-Dayton model example values ($a = .06$, $b = .12$), the value of $\phi$ is .821. Squaring this value and applying the Spearman-Brown prophecy formula for a three-item test indicates that the test reliability for this example would be .86. Assuming a loss ratio of 1 and equal proportions of masters and nonmasters, the value for $k$ in Emrick's optimization formula is .4339. This implies a cutting score of 1.3 on a three-item test, or rounding up to the next higher integer, 2. Thus, the final result is the same as the result obtained with Macready and Dayton.

**Evaluation.** An important constraint of this approach is that the proportion of masters and nonmasters must be equal. (The computations for the preceding example and a more general form of the Emrick model are presented in Appendix A.)

Other possible weaknesses in Emrick's approach to parameter estimation are the subjectivity required and the somewhat overly restrictive assumptions necessary to implement his approach. In addition, the complexity of both conceptualizing and quantifying $L_1$ and $L_2$ may greatly complicate the derivation of cutoff scores under these models.

If the assumptions are met, an optimal differentiation between masters and nonmasters will result. Furthermore, a means is provided to determine how many items are needed to keep the probability of misclassification at or below some specified critical level. The relationships among test items may also be explored. A major potential weakness concerns the assumption that learning occurs in an "all-or-none" manner, with no partial learning or overlearning. Failure to satisfy this assumption could produce a poor fit of data to the model, which will in turn produce a far less than optimal cutting score.

**Binomial Model**

**Assumptions and Rationale.** In contrast to the all-or-none learning assumption of the Emrick and Macready models is the assumption that learning is a continuous process. A binomial distribution model, first suggested and derived by Kriewall (1969) and subsequently developed by Millman (1972), defines proficiency as the probability that a person will correctly respond to any test item randomly chosen from a specified domain of items. Proficiency may also be defined as the proportion of items that would be correct if all items in the domain could be administered. Since the proficiency value can take on values from zero to one, the model allows for partial acquisition.
The following assumptions are pertinent: (1) dichotomously scorable items, (2) local independence of items, (3) no systematic learning or forgetting during test taking, and (4) items equally difficult for any given examinee. The percentage of items answered correctly is taken as a point estimate of the examinee's true proficiency. For a given proficiency, the probability of observing any score may be determined. The hypothesis to be tested in this model involves the likelihood of a specific score, if indeed the examinee had the given level of proficiency.

The basic equation for the binomial model yields the probability distribution of scores for an examinee with proficiency "p" for repeated random samples of items of size "n" from a given domain of items:

\[ f(x) = \binom{n}{x} p^x (1 - p)^{n - x}, \]

where

- \( x \) = the total number of correct responses,
- \( f(x) \) = the probability of test score \( x \),
- \( \binom{n}{x} \) = the binomial coefficient:

\[ \binom{n}{x} = \frac{n!}{x!(n-x)!} \]

The binomial model can be used to provide two types of information. First, the proportion correct is the maximum likelihood estimate of an individual's proficiency relative to the particular domain. Second, the model can be used to investigate the interaction between test length and classification error when individuals are divided into two groups. One group will contain students with proficiency greater than or equal to some minimal proficiency criterion. The other group will have students with proficiency levels less than or equal to some maximum nonmastery criterion.

To calculate the expected error in decisionmaking, it is necessary to specify two parameters. The first is the lowest proficiency level required for an individual to be considered a master. The second is the highest proficiency level that a student could obtain and still be considered a nonmaster. When these values are set by the decisionmaker, the probability of false negative and false positive errors for minimal masters and maximal nonmasters, respectively, can be calculated for any given test length and cutting score. This procedure, it should be noted, is generally conservative. That is, if the group contains examinees with abilities above minimal mastery or below maximal nonmastery, the number of misclassifications observed will be less than that predicted by the model.
Example. Suppose that a cutoff score of 80% correct was selected (i.e., in order to be classified as a master, a student must get correct at least 80% of whatever number of items are included on the test). Assume also that a true proficiency of 90% is defined as the minimal mastery level, and that a true proficiency of 70% is defined as the maximal nonmastery level. The region between these cutoff scores is an "area of indifference." That is, if an examinee's true proficiency lies between 70% and 90%, the decisionmaker would be indifferent as to whether the examinee is classified as a master or as a nonmaster.

Values for misclassification error that can be tolerated must also be specified. Continuing with the above example, assume that the decisionmaker is unwilling to accept more than 26% of the students whose true ability is 70%, and he or she wants to reject not more than 19% of those whose true ability is 90%. Thus, the probabilities of a false positive and false negative are .26 and .19, respectively. Given these values, it is possible to determine the minimal number of test items.

The following notation will be used:

\[ n = \text{the total number of test items}, \]
\[ c = \text{the cutoff score (in this example } c = .8n \text{ or the next highest integer value of } .8n \text{ since an 80% standard was chosen)}, \]
\[ x = \text{the observed score, and the formula for cumulative terms of the binomial distribution is} \]
\[ \sum_{x=1}^{n} \binom{n}{x} p^x (1 - p)^{n-x}. \]  

Specifying that the probability of falsely rejecting a master must not exceed .19 means that the cumulative probability of a master obtaining a score from 0 correct to \( c - 1 \) correct must not exceed .19. This constraint may be expressed as the inequality
\[ F(x \leq c - 1) \leq .19. \]  

Therefore,
\[ .19 \leq \sum_{x=0}^{c-1} \binom{n}{x} (.9)^x (.1)^{n-x}, \]

where \( p = .9 \), the minimal mastery level.

A similar relationship exists for nonmasters. Since the probability of falsely accepting a nonmaster must not exceed .26, the cumulative
probability of a nonmaster obtaining a score greater than or equal to $c$ must not exceed 0.26. The inequality for nonmasters is

$$ P(x \geq c) \leq 0.26. $$

Therefore,

$$ 0.26 \leq \sum_{x = c}^{n} \binom{n}{x} (0.7)^x (0.3)^{n-x}, $$

where $p = 0.7$, the maximal nonmastery level.

Reference to a table of cumulative terms of the binomial distribution shows that the minimum value of $n$ for which these relationships hold is 8.

Since $0.8 \times 8 = 6.4$, a cutoff score of 7 correct is chosen. Substituting these values for $c$ and $n$ yields

$$ 0.19 = \sum_{x = 0}^{8} \binom{8}{x} (0.9)^x (0.1)^{8-x} \quad \text{and} $$

$$ 0.26 = \sum_{x = 7}^{8} \binom{8}{x} (0.7)^x (0.3)^{8-x}. $$

These are the numerical solutions for the above inequalities.

The conservative nature of the model results from the fact that the calculations are based on two point values of true proficiency, 70% and 90%. The previous calculations reflect the probabilities of false positives and false negatives, assuming that the examinee group is composed only of people with true proficiencies of 70% and 90%. However, if an examinee had a true proficiency of 95%, the probability that he or she would obtain a score of less than seven correct out of eight items, and therefore be classified as a nonmaster, may be expressed as

$$ \sum_{x = 0}^{6} \binom{8}{x} (0.95)^x (0.05)^{8-x} = 0.06. $$

This value is considerably less than the probability of a false negative as previously obtained, 0.19.

On the other hand, if a person had a true proficiency equal to 60%, the probability that he or she would obtain a score of seven or more
correct on an eight-item test, and therefore be classified as a master, may be expressed as

\[ x = \sum_{x=7}^{8} \binom{8}{x} (0.6)^x (0.4)^{8-x} = 0.11. \]  

(12)

This value is much less than the probability of a false positive as previously obtained, .26.

Millman (1972) has prepared tables which allow the decisionmaker to reach these same conclusions without calculations. His tables also give the expected misclassification error for a variety of test lengths, cutoff percentages, and true ability levels.

**Evaluation.** The binomial model actually describes the worst possible situation. For most practical applications, the examinee population will contain persons with true ability above the minimal mastery level and below the maximal nonmastery level. To arrive at a more realistic estimate of total misclassification, the equations would have to be solved for each representative ability and be weighted by the proportion of the group with each ability. Such a procedure is, of course, feasible but its value is questionable. The values obtained from the simple procedure are overly pessimistic; any decision derived from empirical data could be no worse, and would probably be better.

A virtue of this model is that it is relatively straightforward, being based on the familiar binomial distribution. It is one of the simpler quantitative models to derive test lengths and cutting scores. The model can be criticized, however, because of its conceptual foundations. Specifically, the output of the model tells us the probability that a student will attain a certain test score, given his or her true ability level. However, it is by no means clear or obvious that the decisionmaker would know the student’s true level of functioning. Indeed, if the true ability level were known, there would be no need for models to determine test length and cutting scores. In using the binomial model, the decisionmaker has to set estimated (or desired) limits on the true level of functioning of the student. This allows him or her to infer the conditional probability of the observed test score, given the hypothesized level(s) of proficiency. This binomial model is most useful for initial approximations of test length and cutting score before test data have been collected.

**Bayesian Model**

**Assumptions and Rationale.** If information can be obtained about the quality of the examinee population (perhaps on the basis of previous similar populations) before the test scores are observed, then a Bayesian model may be appropriate for deriving test lengths and cutting
scores. The input consists of an estimate of the ability distribution in the examinee population, and the conditional probabilities that a randomly chosen item would be answered correctly given some ability level. The output is the conditional probability that an individual's ability equals (or, in some cases, exceeds) some criterion ability, conditional upon his or her test score.

The Bayesian, like the binomial, model makes the following assumptions: (1) items must be dichotomously scored, (2) responses are independent, (3) items are equally difficult for any given examinee within a particular ability group, and (4) there is no systematic learning or fatigue during test taking. As in the binomial model, ability is defined as the probability of responding correctly to a randomly chosen item from the domain. We will continue to use the term proficiency (p) when referring to this definition of ability.

Examples. The first model to be discussed assumes \( i \geq 2 \) discrete states of mastery.

Epstein and Steinheiser (1975) developed a two-step algorithm based on work by Hershman (1971). The first step yields the probability of an examinee being in mastery state \( i \), conditional on an item score:

\[
p(M_i | t) = \frac{\sum_{t=1}^{s} p(t|M_i) p(M_i)}{\sum_{t=1}^{s} p(t|M_i) p(M_i)}
\]

where \( s \) = the number of states, \( t \) = the item score (0 or 1), \( M_i \) = the mastery state being considered, \( p(M_i) \) = the prior probability that an individual is in mastery state \( i \), and \( p(t|M_i) \) = the probability of the score \( t \), given the mastery state.

The second step in the procedure combines the decisions for each item into a final probability of being in mastery state \( i \), given the total test score:

\[
p(M_i | T) = \frac{\sum_{j=1}^{n} p(M_i | t_j) n - 1}{\sum_{i=1}^{n} \prod_{j=1}^{n} p(M_i | t_j) p(M_i)^{n-1}}
\]
where

\[ j = 1, 2, \ldots, n \] = the number of items and
\[ T = the total test score. \]

For example, consider the case previously described for the binomial model. Two mastery states are assumed, minimal mastery and maximal nonmastery.

For the minimal mastery state \((M_1)\), \(p(t_j = \text{correct} \mid M_1) = .9\) and \(p(t_j = \text{incorrect} \mid M_1) = .1\), for all \(j\).

For the maximal nonmastery state \((M_2)\), \(p(t_j = \text{correct} \mid M_2) = .7\) and \(p(t_j = \text{incorrect} \mid M_2) = .3\).

Values must be given for the priors, \(p(M_1)\) and \(p(M_2)\). Their value may be determined on the basis of past experience, or may simply reflect the beliefs or expectations of the evaluator. Three cases will be considered: \(p(M_1) = p(M_2) = .5\); \(p(M_1) = .12, p(M_2) = .88\); and \(p(M_1) = .62, p(M_2) = .38\). These correspond to little prior information, relatively low expectations, and relatively high expectations. The example was computed for an observed score of seven correct on an eight-item test. The results are shown in Table 5.

For Cases 2 and 3, where prior information favored the nonmastery and mastery states, the final decision can be made with a relatively high degree of confidence. For the case of little prior information, Case 1, the probabilities of misclassification are greater. The effects on the final decision of the priors are also clear. For the equal priors case, the weight of the observed evidence favors a mastery decision. However, where the nonmastery state is favored in the prior probabilities (Case 2), the evidence does not overcome the priors and a nonmastery decision is made.

Whereas the Epstein and Steinheiser technique seems to offer a method for reducing the uncertainty in decisionmaking for a given number of test items, their procedure is limited by the constraint that only discrete mastery groups are considered. The second model to be reviewed deals with continuous distributions of proficiency and classifies examinees based upon the probability that their proficiency equals or exceeds some minimal criterion. Novick and Lewis (1974) achieve this by assuming that the distribution of examinee proficiencies can be approximated by a member of the family of Beta distributions. The probability of achieving any score of interest, given the proficiency, remains binomial. The form of Bayes' Theorem is then a probability density function of the form \(p(T \mid x) = p(x \mid T)p(T)\), where \(T\) is the proficiency and \(x\) is the test score.

If \(p(x \mid T)\) is binomial and \(p(T)\) is a Beta distribution, then \(p(T \mid x)\) will also be a member of the Beta family. In fact, if the prior
Table 5

Changes in Posterior Probability of Mastery as a Function of Changes in Prior Probability of Mastery

<table>
<thead>
<tr>
<th>Prior</th>
<th>Posterior</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p(M_1)$</td>
<td>0.5</td>
</tr>
<tr>
<td>$p(M_2)$</td>
<td>0.5</td>
</tr>
<tr>
<td>$p(M_1\mid T)$</td>
<td>0.66</td>
</tr>
<tr>
<td>$p(M_2\mid T)$</td>
<td>0.33</td>
</tr>
</tbody>
</table>

*Computational steps: $p(t_j = 1) = 0.12 \times 0.9 + 0.88 \times 0.7 = 0.724$

$p(t_j = 0) = 0.12 \times 0.1 + 0.88 \times 0.3 = 0.276$

$p(M_1\mid t_j = 1) = (0.12 \times 0.9)/0.724 = 0.149$

$p(M_1\mid t_j = 0) = (0.12 \times 0.1)/0.276 = 0.043$

$\Pi p(M_1\mid t_j) = 0.149 \times 0.043 = 0.006$

$p(M_1\mid T) = 0.006 / [(0.12^7)(0.7^{10^{-8}}/0.12^7 + 0.12^7/0.88^7)] = 0.205$

$p(M_2\mid T) = 0.309 / [0.88^7(0.36 + 0.755)] = 0.796$

$p(M_1\mid t_j = 1) = (0.88 \times 0.7)/0.724 = 0.851$

$p(M_1\mid t_j = 0) = (0.88 \times 0.3)/0.276 = 0.957$

$\Pi p(M_2\mid t_j) = 0.851 \times 0.956 = 0.309$
distribution is Beta \((a,b)\) (i.e., \(B(a,b)\)), and a score of \(x\) is observed in \(n\) trials, then the posterior distribution is \(B(a + x, b + n - x)\).

Continuing with the previous example in the continuous framework, we shall now consider three prior distributions. Integer values of \(a\) and \(b\), the parameters of the Beta distribution, will be used. We may therefore use the Incomplete Beta function \(I_p(a, b)\), which has the following relationship to the cumulative binomial distribution:

\[
\sum_{x = x'}^{n} \binom{n}{x} p^x (1-p)^{n-x} = I_p(x', n - x' + 1),
\]

where \(n\) is the number of test trials, \(p\) is the probability of success on a randomly selected trial, and \(x'\) is the observed number of successes.

Tabled values are available (Beyer, 1966, Table III.2). For non-integer values of \(a\) and \(b\), programmed numerical methods may be required (Novick & Jackson, 1974).

For the first example, assume that little is known about the examinee population, i.e., a randomly selected examinee may get a test score that would place him or her in the mastery or nonmaster category with equal probability. In terms of the Beta distribution, this means that examinee proficiency would be rectangularly distributed, resulting in \(a = 1, b = 1\), or \(B(1,1)\) (Novick & Jackson, 1974, p. 114).

For the second case, assume that the prior probability that a randomly chosen examinee has proficiency greater than or equal to \(.8\) is \(.12\), i.e., \(P(p \geq .8) = .12\). Therefore, \(1 - \bar{p}\) is used to enter the cumulative binomial table at the top (since tabled \(\bar{p}\) values stop at \(\bar{p} = .50\)), and \(.12\) is the table value.

However, we cannot use the table until one more parameter is specified; so let us assume that the examiner's "certainty of prior belief" can be quantified as being equivalent to the information that would be available if a 10-item test were given (Winkler, 1972, p. 187). With \(n = 10\), we find that an entry with a value of \(.12\) in the .20 column for \(n = 10\) has an associated \(x'\) value equal to 4. Unfortunately, \(x'\) does not equal 4, due mainly to a limitation of the table, since \(\bar{p}\) values stop at \(.50\) and do not extend to .80 or beyond. Note, however, that if we let \(x' = 4\) in the cumulative binomial, and subtract the result from 1, we obtain

\[
\sum_{x=4}^{10} \binom{10}{x} (.2)^x (.8)^{10-x}, \text{ which equals } 1 - .1208, \text{ or } .88.
\]
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If the table had extended to \( \tilde{p} = .8 \), then the value .879 would have been found as the entry corresponding to \( n = 10 \) and \( x' = 7 \). Hence, the value for \( x' \) is 7. Substituting \( x' = 7 \) and \( n = 10 \) in equation (15), we obtain \( \text{I}_p(7, 4) \) as the Beta distribution which represents the prior information that \( P(\tilde{p} \geq .8) = .12 \) is equivalent to 10 additional test trials.

The third example considers that the prior probability of a randomly chosen examinee having proficiency greater than or equal to .8 is .62—which is also comparable to information that could be obtained from a 10-item test. Again, entering the table with \( n = 10, 1 - \tilde{p} = .2 \), we find that a tabled value of .62 this time corresponds to \( x' = 2 \). Substituting \( x' = 2 \) in the cumulative binomial and subtracting that result from 1 yields .38. Again, an extension of the table to \( \tilde{p} = .8 \) would show that when \( n = 10 \), a tabled value of .38 corresponds to an \( x' \) value of 9. Therefore, the parameters for the Beta distribution in this case are \( \text{I}_p(9, 2) \).

Having thus derived the prior distributions, let us now consider some hypothetical test scores, and then derive the posterior distributions.

Suppose that a score of seven correct on an eight-item test were observed. Then the posterior proficiency distributions will be \( B(a + \text{number correct}, b + \text{number of trials} - \text{number correct}) \). For the three examples, we therefore have \( B(8, 2), B(14, 5), \) and \( B(16, 3) \).

The posterior probability that an examinee with a score of seven correct out of eight items has a proficiency greater than or equal to .8 (i.e., \( P(\tilde{p} \geq .8 \mid 7, 8) \)) can be found by determining the area in the upper tail of the appropriate Incomplete Beta function (Winkler, 1972, Table 5; Schlaifer, 1969, Table T3; Novick & Jackson, 1974, Table A-14). For the three examples, these values are: \( \text{I}_8(8, 2) = .56; \text{I}_8(14, 5) = .28; \) and \( \text{I}_8(16, 3) = .73. \)

Since the origin of these values may not be intuitively obvious, we shall outline the steps required to complete the first example, using the Novick and Jackson tables.

**Step 1:** Since \( p > q \), reverse the order, and enter the table with \( p = 2 \) and \( q = 8 \).

**Step 2:** The table gives the cumulative area (of proficiency); however, since we want to determine the area in the upper part of the Beta function, we need to subtract the stated proficiency of .8 from 1, and thereby obtain .2. This represents the symmetric area in the lower 20% of the distribution.

**Step 3:** .2 lies between the tabled values of .1796 and .2723, with associated probabilities (fractiles) of those tabled proficiencies equal to 50% and 75%, respectively.
Step 4: Interpolation yields the fact that a 20% or less proficiency would occur 56% of the time; therefore, 80% or greater proficiency should also be observed 56% of the time.

Novick and Jackson also provide a convenient set of charts (pp. 122-123) for rapid approximations, although it should be noted that for the current example, the solution is found to be .44 from their chart A. This value must be subtracted from 1, since the .44 represents the cumulative area in the lower portion of the B(8, 2) curve.

If the probability of having a proficiency greater than or equal to .8 must be at least .5 for an examinee to be classified as a master, then a score of 7 out of 8 would lead to a mastery classification only in the first and third examples previously described. The weight of the low prior reversed the decision rule in the second example.

For another approach to deriving prior distributions, assume that prior information can be described as equivalent to 7 correct on a 10-item test. (This is an assumption not without criticism, as we shall note in a subsequent section.) Assume also that proficiency is distributed as Beta—a helpful and reasonably appropriate assumption. The mean of the examinees' proficiency then equals (x/n + 1) or 7/11 = .636. The variance equals x(n - x + 1)/(n + 1)^2(n + 2) = 28/1452 = .019. Since the parameters are integers, we may once again use the cumulative binomial as a means of obtaining the Incomplete Beta density function:

\[ \Gamma(a + b) \times \frac{u^a - 1}{\Gamma(a)} \times \frac{(1 - u)^b - 1}{\Gamma(b)} \]

Equation (16) is the probability that a given proficiency is less than or equal to p. We can compute this probability by assigning specific values to p, as shown in Table 6. The values for P(p ≥ p) up to the 50th fractile may be found directly (Beyer, 1966, Table III.2) for x' = 7 and n = 10. Values for .6 and greater can be computed according to the cumulative binomial equation (16). When the values obtained (as in Table 6) are plotted, the result is a smooth ogive-like curve (Winkler, 1972, pp. 153, 186; Schlaifer, 1969, p. 438).

To plot the proficiency distribution, we may use the Beta distribution function:

\[ f(p) = \frac{\Gamma(a + b)u^a - 1}{\Gamma(a)} \times \frac{(1 - u)^b - 1}{\Gamma(b)} \]

Equation (17)
Table 6
Cumulative Estimation of Prior Probabilities for Various Assumed Proficiencies

<table>
<thead>
<tr>
<th>p = Proficiency</th>
<th>$I_p(7,4)$, or $P(p \leq p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>.1</td>
<td>.0000</td>
</tr>
<tr>
<td>.2</td>
<td>.0009</td>
</tr>
<tr>
<td>.3</td>
<td>.0106</td>
</tr>
<tr>
<td>.4</td>
<td>.0548</td>
</tr>
<tr>
<td>.5</td>
<td>.1719</td>
</tr>
<tr>
<td>.6</td>
<td>.3823</td>
</tr>
<tr>
<td>.7</td>
<td>.6496</td>
</tr>
<tr>
<td>.8</td>
<td>.8791</td>
</tr>
<tr>
<td>.9</td>
<td>.9872</td>
</tr>
</tbody>
</table>
Values of the proficiency \( (p) \) may be chosen, but \( a = x' = 7 \), and 
\[ b = n - x' + 1 = 4. \]
Since \( (n + 1) = n! \) for integers, we can easily solve equation (16):
\[ \Gamma(a + b) = \Gamma(11) = 10! = 3.6288 \times 10^6; \]
\[ \Gamma(a) = \Gamma(7) = 6! = 7.2 \times 10^2; \]
\[ \Gamma(b) = \Gamma(4) = 3! = 6. \]
Therefore, \( \Gamma(a + b) / \Gamma(a) \Gamma(b) = 3.6288 \times 10^6 / (720)(6) = 840. \)
Table 7 shows how values of \( f(p) \) may be obtained.

A plot of the tabled values for \( p \) on the abscissa and \( f(p) \) on the ordinate could then be made. Such plots may also be found in Winkler (1972, sec. 4.3 and 4.4), Schlaifer (1969, sec. 11.1.2) and Novick and Jackson (1974, p. 112). Note that this is a prior distribution of hypothesized proficiencies in which we assumed at the outset that the information could be characterized as comparable to the information that would be obtained from observing a score of seven correct on a ten-item test.

Evaluation. Bayesian models offer the possibility of enhancing the assessment of examinee proficiency by using prior information, e.g., knowledge that content experts or examiners have about previous similar examinee populations. As the validity and accuracy of this prior information increases, fewer test items will be needed to achieve a given level of classification accuracy in comparison to the binomial model and in comparison to the Bayesian case of equal priors. As more is known about the examinee population (i.e., the more that prior information departs from a \( B(1, 1) \) distribution), the more the variability in the posterior distribution is reduced, and the more the number of items to attain a desired level of accuracy is reduced.

In comparing the binomial and Bayesian models, note that the former produced as output the probability of observing a specific score conditional upon some hypothesized true ability level. In the spirit of classical hypothesis testing, one need not know anything about an examinee's proficiency, except that he or she is more or less likely to come from the mastery side of the cutoff score. Since some true level of functioning must be hypothesized, it is possible to determine the probabilities of falsely passing a nonmaster and falsely failing a master if the test score suggests a true proficiency level either above or below the hypothesized true level of functioning.

In contrast, the Bayesian model provides as output the probability that a specific examinee has a true ability equal to or greater than the criterion (minimal) ability, conditional upon the observed test score. But since no true ability was hypothesized, false positive and false negative error rates cannot be specified as was possible with the binomial model. While both models give the probability that an examinee is a member of some ability level group, the binomial estimate refers to the probability of a score occurring conditional upon the assumed true proficiency; whereas the Bayesian estimate refers to the probability of a specific examinee being at or beyond some proficiency level conditional upon his or her observed test score.
Table 7

Point Values for Prior Proficiency Distribution

<table>
<thead>
<tr>
<th>Proficiency values</th>
<th>$p^{a-1}(1-p)^{b-1}$</th>
<th>$f(p) = 840(p)^{a-1}(1-p)^{b-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>.1</td>
<td>$7.29 \times 10^{-7}$</td>
<td>$6.12 \times 10^{-4}$</td>
</tr>
<tr>
<td>.2</td>
<td>$3.28 \times 10^{-5}$</td>
<td>$2.75 \times 10^{-2}$</td>
</tr>
<tr>
<td>.3</td>
<td>$2.50 \times 10^{-4}$</td>
<td>$2.10 \times 10^{-1}$</td>
</tr>
<tr>
<td>.4</td>
<td>$8.85 \times 10^{-4}$</td>
<td>$7.44 \times 10^{-1}$</td>
</tr>
<tr>
<td>.5</td>
<td>$1.95 \times 10^{-3}$</td>
<td>$1.64 \times 10^{0}$</td>
</tr>
<tr>
<td>.6</td>
<td>$2.99 \times 10^{-3}$</td>
<td>$2.51 \times 10^{0}$</td>
</tr>
<tr>
<td>.7</td>
<td>$3.18 \times 10^{-3}$</td>
<td>$2.67 \times 10^{0}$</td>
</tr>
<tr>
<td>.8</td>
<td>$2.10 \times 10^{-3}$</td>
<td>$1.76 \times 10^{0}$</td>
</tr>
<tr>
<td>.9</td>
<td>$5.31 \times 10^{-4}$</td>
<td>$4.48 \times 10^{1}$</td>
</tr>
</tbody>
</table>
There are several difficulties confronting the potential use of a Bayesian model for CRT purposes. First, the mathematics can become rather cumbersome, since the Beta distribution must be used when ability is assumed to be distributed continuously. Second, a methodological difficulty arises in the determination of prior probabilities (Winkler, 1972, sec. 4.8). It is methodologically unsound to merely ask the examiner or expert to "state his priors," since simple human judgment of probabilities is often unreliable, inconsistent, and distorted (Kaplan & Schwartz, 1975). A method used in the present paper—equating prior information to comparable test length and score information—may be suitable for purposes of illustration, but it may be difficult to implement in applied settings.

There is at present a dearth of research about how prior probabilities can actually be obtained from experts. Perhaps a pair comparison or forced-choice procedure could be used in which various combinations of proficiency (or expected scores) and associated probabilities are presented to the expert (Steinheiser, 1976). Thus, the judge's prior distribution would be directly obtained, and the best fitting Beta distribution used to provide the necessary parameter values.

**Rasch's One-Parameter Logistic Model**

Assumptions and Rationale. The latent trait model developed by Rasch (1960, 1961, 1966) is claimed to yield person-free test calibrations and item-free person measurements (Wright & Panchapakesan, 1969). The model attempts to reproduce an item by score group matrix in which items are ordered by their difficulties, and n - 1 score groups are ordered by the raw scores. Cell entries represent the probability that item i will be passed by a person in score group j (Whitely & Dawis, 1974).

There are two parameters in the model. The first is person ability \( A \); the second is item difficulty \( D \). The odds \( O \) of a person correctly answering an item are equal to the product of the person's ability times the item's difficulty: \( O = A \times D \). If we express the odds as a probability, we find that the probability \( P \) of a person with ability \( A \) succeeding on an item with difficulty \( D \) can be expressed as \( P = \frac{A \times D}{1 + A \times D} \). Replacing \( A \) and \( D \) with their logarithms, \( \log A = a \) and \( \log D = d \), we may finally express \( P \) as a logistic function (Wright, 1967):

\[
P = \frac{1}{1 + e^{-(a - d)}}.
\]

This model assumes that (1) all items measure the same unidimensional trait; (2) all items have equal discriminating power and vary
only in difficulty (the restriction of a common discrimination index results in a set of nonintersecting item characteristic curves which differ only by a translation along the ability scale); (3) subjects and items are locally independent; (4) guessing effects are negligible, and (5) there is no time constraint on answering items (Rasch, 1966).

Tests comprised of items all of which fit the model have the following properties (Wright & Panchapakesan, 1969; Whitely & Dawis, 1974): (1) estimates of item difficulty parameters will not differ significantly for any sample of examinees; (2) estimates of person ability will not differ significantly for any sample of calibrated items; (3) individual ability estimates can be measured on at least an interval, and perhaps a ratio scale (Wright, 1967); (4) the scale of abilities is defined regardless of the characteristics of the subject population who take the test; and (5) a unique standard error of measurement is associated with each ability level.

The significance of the Rasch logistic model may be appreciated by comparing it to "classical" models of test development:

A psychological test having these general characteristics would become directly analogous to a yardstick that measures the length of objects. That is, the intervals on the yardstick are independent of the length of the objects, and the length of individual objects is interpretable without respect to which particular yardstick is used. In contrast, tests developed according to the classical model have neither characteristic. The score obtained by a person is not interpretable without referring to both some norm group and the particular test form used. . . . No longer would equivalent forms need to be carefully developed, since measurement is instrument independent and any two subsets of the calibrated item pool could be used as alternative instruments. Similarly, independence of measurement from a particular population distribution implies that tests can be used for persons dissimilar from the standardization population without the necessity of collecting new norms (Whitely & Dawis, 1974, 163-164).

Examples. Calibrating a test using the Rasch model results in a logarithmic ability estimate being assigned to every possible raw score. This estimate indicates the amount of ability required to achieve that raw score. A comparison of the ability estimates assigned to a given raw score by two samples with different ability distributions indicates the degree to which the Rasch model calibrates a test independently of the ability level of the calibration sample.

Wright (1967) studied the responses of 976 beginning law students to 48 reading comprehension items on the L.S.A.T. To obtain samples with different ability distributions, he selected two contrasting
groups from his total sample. The lower group included the 325 students who did poorest on the test, with a top score of 23. The higher group included the 303 students with the highest scores, with a bottom score of 33. Wright compared the similarity between the two sets of Rasch ability estimates and the two sets of percentile ranks. Figure 1 shows the results, in terms of "person-bound test calibration," where a plot of raw score against percentile rank clearly shows two different ability groups. If a person is said to be in the nth percentile, reference must be made to which group that person belongs.

After subjecting these same data to the Rasch logistic analysis, the test scores are transformed into ability measurements along the ordinate. Figure 2 shows that the curves for the best and worst examinees almost completely overlap.

The difficulty estimates based upon these dichotomous examinee groups are statistically equivalent. Therefore, these estimates are independent of the ability of the examinees in the calibration sample, and may be used over the entire range of ability. Comparing the calibration curves of these figures shows the contrast between (1) calibration based upon the ability distribution of a standardizing sample, and (2) calibration that is free from the effects of the ability distribution of the examinees used for the calibration.

Can ability be measured in a fashion that frees it from dependence on the use of a fixed set of items? If a pool of test items has been calibrated on a common scale, can any set of items be selected from that pool to make statistically equivalent ability measurements?

Wright (1967) tested these hypotheses by making it as difficult as possible for person measurement to be item free. He divided the original test items into two non-overlapping subtests, the easiest items comprising one subtest and the hardest items comprising the other subtest. The model predicts that ability estimates based upon the easy subtest should be statistically equivalent to those estimates based upon the hard subtest.

The solution required converting the scores to log abilities, and then standardizing the differences in ability estimates. First, for each score, the corresponding log ability on the calibration curves was obtained (see Figure 2). For each pair of scores (from the easy and hard subtests), a pair of estimated log abilities was obtained. Then, a standardized difference was found by dividing the difference between the easy and hard subtest ability estimates by the measurement error of the differences. If the ability estimates are statistically equivalent, then the distribution of standardized differences should have a mean equal to zero and a standard deviation equal to one. The obtained values were .003 and 1.014, respectively.
Figure 1. "Person-bound" test calibration using non-overlapping groups of masters and nonmasters (adapted from Wright, 1967).
Figure 2. "Person-free" test calibration using the Rasch logistic model ("o" = master, "•" = nonmaster); (adapted from Wright, 1967).
Applications. A more detailed example will show how the Rasch model was used to analyze the results of a criterion-referenced test (Kifer & Bramble, 1974). The data were obtained from 201 college students taking an 84-item multiple choice examination in introductory educational psychology. After discarding items that did not fit the model, the final test contained 68 items.

Comparison of the Rasch-derived ability estimates to a criterion score can proceed in two ways.

The first is analogous to determining the probability of committing a Type I error in classical hypothesis testing. That is, if the criterion ability corresponds to the null hypothesis, we must determine the probability that an obtained ability could have arisen from random sampling from a distribution with a mean equal to the criterion ability and a standard deviation equal to the error associated with the criterion ability.

The second is analogous to determining the probability of committing a Type II error in classical hypothesis testing. That is, given an obtained ability estimate and associated error (standard deviation), we seek the probability that the criterion ability could have been observed from random sampling from the distribution corresponding to the obtained ability estimate.

Kifer and Bramble chose to define their criterion score as 80% of the items correct or 54.4 items correct. Their cutoff score was therefore 55. A raw score of 55 yields an ability estimate of 1.69, with a standard error of .33. Suppose a raw score of 60 were obtained. What is the probability that this score exceeds the criterion score of 55?

The solution requires that we find the probability that this score is part of the criterion distribution, with mean equal to 1.69 and standard deviation equal to .33. (1) Kifer and Bramble's parameter estimates show that an observed score of 60 has an ability value equal to 2.32. (2) $2.32 - 1.69 = 0.63$ units of difference between the observed and criterion abilities. (3) $0.63 / 0.33 = 1.91$ standard deviations of difference between the ability values. (4) A table of the normal distribution shows that $1 - F(1.91) = .03$. Therefore, the ability value of 2.32 has a probability = .03 of coming from a normal distribution with a mean = 1.69 and standard deviation = .33.

There is a second method by which ability estimates may be compared to mastery standards. This method requires the probability that the criterion ability is part of the distribution which has a given (observed) ability as its mean and the given ability standard error as its standard deviation. We now need to find the probability that the true ability corresponding to a score of 60 does not exceed the criterion ability. (1) Kifer and Bramble's parameter estimates show that an observed score of 60 has an ability value equal to 2.32 and a
standard error equal to .39. (2) \(2.32 - 1.69 = .63\) units of difference between the observed and criterion abilities. (3) \(.63/.39 = 1.62\) standard deviations of difference between the abilities. (4) A table of the normal distribution shows that \(1 - \Phi(1.62) = .05\). Therefore, the ability value of 1.69 has a probability of .05 of coming from a normal distribution with mean \(2.32\) and standard deviation \(.39\). Therefore, the probability that an examinee with a score of 60 has a true ability below the criterion value = .05, which is the Type II error analog that the criterion score would not be obtained by chance given the obtained ability.

Anderson et al. (1968) investigated the hypothesis that Rasch item easiness estimates are independent of the ability of the calibrating sample, and that the item easiness estimates are more stable when only items that fit the model are considered. They used the 45-item spiral omnibus intelligence test for screening applicants to the Australian Army or Royal Australian Navy. Samples of 608 recruit applicants to the Citizen Military Force (CMF) and 874 recruit applicants to the Royal Australian Navy were studied. Twelve items were deleted for zero or for 100\% correct responses.

For the CMF sample, 30 items (91\%) fit the model at the .01 confidence level, and 25 items (76\%) fit the model at the more stringent .05 level of confidence. (The level of confidence represents the probability of obtaining the observed pattern of responses, assuming that the model is adequate to explain performance on the item.) For the Navy sample, the corresponding findings were 22 items (67\%) and 16 items (48\%).

The correlation between the item easiness estimates from both samples was .958 (based upon 33 items). When the items that failed to fit the model at the .05 level were deleted, the correlation increased to .990. It therefore appears that the item easiness ratios were independent of the ability of the samples from which they were computed. It should be critically noted that an intelligence test was used, and that the two subject populations probably did not differ significantly.

In a more recent study, Tinsley and Dawis (1975) gave four types of tests (verbal, numerical, picture, and item-symbol analogies) to four groups of subjects: college students, high school students, civil service clerks, and clients of the state Division of Vocational Rehabilitation (DVR). If Wright's (1967) findings could be replicated, then the ability estimates of one group should correlate highly with the ability estimates of another group for the same test. Of the 10 correlations that were computed (e.g., college students and high school students for the picture test, high school students and DVR clients on verbal analogies), all reached +.999. The invariant relationship between the ability estimates calculated for a 25-item verbal analogies test for 630 college students and 90 DVR clients replicated the relationship reported by Wright (1967) and shown in Figure 2. Tinsley and Dawis conclude that
"... Rasch ability estimates are invariant with respect to the ability of the calibrating sample." (p. 337)

Tinsley and Dawis also investigated the degree to which the item parameters (item difficulty estimates and z-item difficulty ratios) were invariant when the analyses were performed on all items of the test. The correlation of item difficulty estimates for a given test from two examinee groups tended to be rather large (+.90). Interestingly, correlations close to zero were obtained from the DVR group with both high school and college students. This unexpected finding may be attributed to the small (n = 89) sample of DVR subjects. Generally, the item easiness ratios were invariant with respect to the ability of the calibrating sample of examinees, even though several of the comparisons used samples of questionable size.

Evaluation. The studies cited have demonstrated that if the assumptions are met, or even reasonably approximated, then person-free test calibration and item-free person measurement can be achieved by using this one-parameter logistic model. Although Hambleton and Traub (1973) report that a logistic model with an item discrimination index as a second parameter provides a better fit to their data, the inclusion of this second parameter violates true "objectivity in measurement" (Wright, 1967).

Several potential shortcomings may pose some difficulty in successfully implementing the model: (1) a pool of items must be developed that conforms to this item-analysis model, and the items must be calibrated (perhaps 20% of the items will have to be either discarded or revised); (2) the item calibration and standardization procedures require dozens of items and hundreds of subjects; (3) the model does not make direct predictions about optimal test lengths or cutting scores as do the models of Macready and Novick and Lewis; and (4) the mathematics of the model can become quite complex, posing problems for actually implementing the model and for interpretation of output. However, recent publications and the availability of computer programs (Wright & Mead, 1975, 1976) alleviate this difficulty.

The major virtues of the Rasch model can be summarized as follows: (1) Once a test has been standardized on any group of subjects, it can be given again to a different group, without the need to create parallel forms. For example, a test which had been developed by giving it to "masters" could later be given to "nonmasters." (2) All abilities will be on the same scale, regardless of the subset of items from which these abilities were estimated. Thus, person A can be measured on a hard test, and person B on an easy test.
Regression Theory

Assumptions and Rationale. The criterion-referenced testing literature has tended to emphasize the supposed dichotomy between classical test theory and the emerging CRT theory. The following discussion of regression as a means for assessing mastery is intended to point out the similarities between several CRT strategies and classical theory. Specifically, both the Bayesian and logistic models produce estimated distributions of ability, as does classical regression. A cutoff score must still be set at some point on the ability (score) distributions, regardless of what model is used to derive the distributions. This section simply portrays classical regression theory in terms of CRT theory.

The regression-theoretic approach of the "classical testing model" (Lord & Novick, 1968) describes the reason for lack of perfect mastery—nonmastery observed scores in terms of specified or estimated errors of measurement. The observed score is considered to be an unbiased estimate of an examinee's true score. It is then possible to derive a regression function that could be used to estimate true scores from observed scores. The equation for the regression function is

\[
R(T|X) = r_{xx}X + (1 - r_{xx})m_x
\]

(19)

where \( R(T|X) \) is the true score \( T \) given the observed score \( X \), \( r_{xx} \) is the reliability of the test, and \( m_x \) is the mean of the observed scores.

The magnitude of several types of error may also be determined. The error of measurement is the error involved when, for a randomly selected examinee, we take the observed score as an estimate of the true score. This can be expressed as \( E = X - T \), and the random variable \( E \), taking on values of \( E \), is called the error of measurement. The standard deviation of this error of measurement, called the standard error of measurement, can be expressed in terms of the standard deviation of observed scores and the reliability of the test:

\[
s_E = s_x \sqrt{(1 - r_{xx})}
\]

(20)

The difference between the linear regression estimate and the true score itself is called the error of estimation, and is expressed symbolically as \( e = r_{xx}(x - m)(T - m_x) \).

\[
e = r_{xx}(x - m)(T - m_x)
\]

(21)

The standard deviation of these errors, called the standard error of estimation, is expressed as

\[
s_e = s_x \sqrt{r_{xx}(1 - r_{xx})}
\]

(22)

Example. A graphic representation of the regression technique for a five-item test is shown in Figure 3. For each observed score, an estimated true score is obtained from \( R(T|X) \), and the standard error of estimation \( s_e \) is calculated. A cutoff score based upon true scores may
Figure 3. Regression of true score on observed score for a five-item test.
then be specified. (In this example, a true score of 4 correct has arbitrarily been chosen as the cutoff score.)

The output of the regression model, like that for the Rasch model, is a set of distributions. The mean of each distribution is the value for each $R(T|X)$, and the common standard error for all of the distributions is $s_e$. If the decision rule requires that all examinees be classified as masters when the value of $R(T|X)$ exceeds the criterion, and that all other scores should lead to a nonmastery decision, then the probability of misclassification can be calculated.

For persons with observed scores and estimated true scores below the criterion value, the probability that such persons might be misclassified as nonmasters is simply the proportion of the distribution exceeding the criterion value. For persons with observed scores and estimated true scores above the criterion, the probability that such persons might be misclassified as nonmasters is the proportion of the distribution below the criterion.

These probabilities of misclassification are represented as dotted and crosshatched areas, respectively, in Figure 3. If we assume that the error of estimation is normally distributed, then the probabilities can be readily obtained from a table of normal probabilities.

Two final comments are necessary. First, this procedure uses the standard error of estimate, rather than the standard error of measurement; $s_e$ will always be smaller than $s_E$, since more information is used in calculating the estimated true score with a regression function than in estimating true score as the observed score. Thus, there is good reason to use the estimated true scores $R(T|X)$ in any analysis of test data. Second, the assumption of normality becomes important only when calculating misclassification errors. If the standard error of estimate cannot be assumed to be normally distributed, it may still be reported, and may prove to be useful in obtaining an estimate of the goodness of the test.

**Evaluation.** The regression theory approach is not a predictive model in the sense that the models developed by Dayton and Macready, Emrick, Millman, and Novick are predictive of desired test lengths and optimal cutoff scores. However, the regression approach does give probabilistic estimates of true scores, given the observed scores. The assumptions of normally distributed standard errors of estimate and of equal standard errors for all abilities may also be difficult to meet, although such departures may not pose a serious problem. And, since this is a linear regression model, it is assumed that the regression of true scores on observed scores is linear. This is a generally reasonable, though perhaps overly simplistic, assumption to make. Because the regression model has been used for many years longer than the other models reviewed in this paper, there is a greater theoretical and
empirical literature to back it up than there is for the newer, less established models. For a more technical critique of the use of regression models for estimating true scores from observed scores, see Appendix B.

SUMMARY AND CONCLUSIONS

Nature of Performance Acquisition

Performance acquisition is assumed to be an all-or-none phenomenon, according to the models developed by Emrick and by Dayton and Macready (see Table 1). Hence, these models assume that error-free test performance is also dichotomous. But the binomial, Bayesian, logistic, and classical regression models assume that performance acquisition is continuous. Performance on dichotomously scored test items must therefore be mapped onto an equivalent position on the underlying ability continuum (Roudabush, 1974). It is not possible to decide unequivocally that one assumption is more correct than the other, since the nature of performance acquisition most likely interacts with the particular type of task. Some tasks tend to elicit unitary, highly practiced, sequential behaviors, and would seem to be performed in an all-or-none fashion. Tasks which require multiskilled performances would more closely approximate the assumptions of the continuous skill acquisition models.

Measurement Error

Measurement error is defined as the difference between observed test score and true (unobservable) score that would be obtained if measurement were perfect. It is most important when one tries to infer a true "error-free" score from observed data. The Block and Crehan methods do not estimate a true score, nor do they deal directly with measurement error. Rather, they relate observed scores directly to an external criterion. Hence, any systematic error will not be a problem. But random errors which affect the consistency of observed scores will disturb the measurement process for individual cases. Fortuitously, such errors will tend to average out across groups of examinees, allowing generalizations to be made which should be valid in the "long run."

The all-or-none models deal with measurement error by stipulating values for the probability of masters committing errors and for nonmasters guessing correctly. These values are obtained by fitting the all-or-none models to observed data. Responses from both mastery and nonmastery groups can be described by binomial distributions.

The "continuous" models of Novick, Rasch, and regression theory deal with measurement error by reporting a standard error for each true score.
score estimate. In particular, the Rasch model provides a check on how well the model's output approximates the observed score matrix (Wright and Mead, 1975, 1976). "Best fit" techniques are required for the Bayesian and regression models. The binomial models do not rely directly on observed data, and hence, do not deal directly with measurement error. Instead, for any hypothesized level of mastery, the models predict the observed score distribution. Adequacy of the models' predictions can be evaluated by fitting data to the hypothesized distributions. A more complete comparison of how these models are affected by measurement error must await either Monte Carlo simulation studies or considerable efforts of empirical research.

Classification Error

Unlike measurement error, classification error refers to assigning individuals to inappropriate mastery level groups—masters to the non-mastery group, and nonmasters to the mastery level group. Such errors could occur even with error-free measurement. However, measurement error interacts with classification error, further complicating the decisionmaking process of assigning examinees to mastery level groups. Suppose that, because of measurement error, all estimates of true score tended to be inflated. For a given decision rule, this would tend to decrease false negatives and increase false positives. Unfortunately, constant measurement error is the exception rather than the rule, making it virtually impossible to correct for it, and therefore separate it from classification error.

The Block and Crehan models deal with classification error empirically by comparing the decisions based on a test score with an external criterion. Hence, the classification error can be determined simply by counting the number of observed misclassifications. If examinee groups remain similar over time, these models probably provide useful and stable estimates of misclassification error.

Because none of the other models incorporates an external criterion, a direct measure of classification error is not possible. Instead, the models rely on the distributional information obtained for the estimated true scores. With this information, it is possible to predict the probability of misclassification, given various cutoff scores. Further empirical work which incorporates an external criterion is needed to verify the accuracy of such predictions.

An essential ingredient of decisionmaking on the basis of CRT scores is the concept of cost—both to the examinee and to the system which he or she is being prepared to join. Consider the case of professional licensing, such as for new medical doctors: with an extremely strict criterion, many would fail, morale would be low, and the system (society) would be deprived of much-needed medical service. However, with a very lax criterion, more examinees would pass who may not
(unfortunately) be qualified, and society would thus suffer the consequences of having "nonmasters" in practice. A similar case could be made for automobile mechanics, military medics, television repairmen, etc. Emrick's model is the only one that directly incorporates monetary costs of incorrect classifications into its procedures. However, an objective cost factor could also be incorporated into the other models quite readily. But none of the models, as developed, deals with more complex kinds of cost, such as morale, costs to society (which may have to be measured in terms of utility, not dollars), or even the cost of testing as opposed to not testing (Nader, 1976).

Test Length

For performance-oriented testing, where each item may require considerable time and expense, it is essential to be able to approximate the minimum number of items needed for good decisionmaking.

Neither the Block nor the Crehan methods explicitly deals with test length. These models were designed to show what happens when existing test results are compared to an external criterion. However, since the data are available, it would be possible to reevaluate the results, assuming that only some of the test items were used. The regression approach allows for shorter tests, but does not provide for extrapolation to longer tests.

Since the binomial model does not rely on observed data, results for tests of any length can be predicted. This aspect of the model is particularly attractive, since a first approximation to test length can be easily tried out.

The all-or-none models use observed data to help generate the necessary parameters. Once the values are available, it is possible to predict the results for tests of any length. As in the Bayesian model, such predictions will be valid only if the examinee groups remain relatively stable.

The Bayesian models can also be used as a predictor for test results of any test length. However, estimates of the values of several prior probabilities must be specified. In order for the predicted results to be applicable to real data, the estimated prior probabilities must be close approximations to the priors as determined post hoc, after data have been collected. The main feature of this model--to reduce test length as a function of increasing prior information--will be minimized to the extent that the prior information departs from correctly characterizing the population's proficiency under investigation.

The logistic model of Rasch can only be used to predict the results on a test that includes items that have already been calibrated. However, the logistic nature of the model makes it extremely powerful in
this respect. Since the item difficulty values calculated as part of
the procedure are invariant across examinee groups of differing ability,
any subset of items can be used with any group of examinees. Further-
more, the errors associated with each calibrated item are available,
which can lead to precise predictions of classification error for tests
made up of a subset of the original item pool.

Conceptualization of Mastery

The only models that explicitly define mastery are the all-or-none
models. Deviations from perfection or total lack of ability are defined
as measurement error. Mastery is not explicitly defined in any of the
other models. Either test performance is related to some other perform-
ance (Block and Crehan) or an estimated true score on a continuum is
provided. The models can then be used to evaluate test results on any
specified definition of mastery.

These (continuous) models require that the tester be extremely sen-
sitive to system requirements. If mastery is defined in terms of very
high performance, then very few examinees are likely to be classified
as masters; however, if mastery is defined in terms of less demanding
standards, the tester (and the system) runs the risk of having a mas-
tery group that is less than adequate. Thus, the validity of the defi-
nition of mastery in terms of the system requirements becomes a crucial
issue. Empirical studies are needed in specific content areas to deter-
mine "how much ability" a master should have.

Characteristics of Items

Only the Rasch logistic model, of all the models discussed in this
paper, is designed for item analysis. Other models relegate, either as
assumptions or as definitions, such matters as how items are sampled,
item difficulty, item homogeneity, and item independence. Certainly if
an item set can be shown to violate these assumptions or definitions,
the application of such a model would be questionable. Little theoreti-
cal or empirical work has been done to demonstrate the robustness of
these models to violations of the assumptions.
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APPENDIX A

A GENERALIZATION OF THE EMRICK MODEL FOR THE CASE OF UNEQUAL PROPORTIONS OF MASTERS AND NONMASTERS

Kenneth I. Epstein

The phi coefficient is a legitimate measure of correlation for data expressed as frequencies or proportions; it is not appropriate for conditional probabilities. The entries in the table of measurement errors proposed by Emrick and Adams (1970) and Emrick (1971a, 1971b) are conditional probabilities. A simple numerical example illustrates the type of problem which may occur if conditional probabilities are used to calculate $\phi$. Assume that a group of examinees is made up of 80% masters and 20% nonmasters, that 10% of the mastery group incorrectly respond to an item, and that 5% of the nonmastery group correctly respond to the item. This situation is represented in a fourfold table in Table A-1.

<table>
<thead>
<tr>
<th>True State</th>
<th>Observed response</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wrong</td>
</tr>
<tr>
<td>Master</td>
<td>.10</td>
</tr>
<tr>
<td>Nonmaster</td>
<td>.15</td>
</tr>
<tr>
<td></td>
<td>.25</td>
</tr>
</tbody>
</table>

The phi coefficient for Table 1 is:

$$\phi = \frac{(.70) (.15) - (.10) (.05)}{\sqrt{(.80) (.20) (.25) (.75)}} = .5774$$

The above represents a valid use of the phi coefficient.

---

1My appreciation to Dr. George Macready for pointing out the problem and suggesting the direction of its solution.
We may now calculate $\alpha$ and $\beta$ for the above data. $\alpha$ is defined as the probability that a nonmaster responds correctly. $\beta$ is defined as the probability that a master responds incorrectly. For this example:

$$\alpha = \frac{.05}{.20} = .250$$
$$1 - \alpha = .750$$

$$\beta = \frac{.10}{.80} = .125$$
$$1 - \beta = .875$$

These data are represented in Table A-2.

### Table A-2

<table>
<thead>
<tr>
<th>True state</th>
<th>Observed response</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wrong</td>
<td>Correct</td>
<td></td>
</tr>
<tr>
<td>Mastery</td>
<td>$\beta = .125$</td>
<td>$1 - \beta = .875$</td>
<td>1</td>
</tr>
<tr>
<td>Nonmastery</td>
<td>$1 = \alpha = .750$</td>
<td>$\alpha = .250$</td>
<td>1</td>
</tr>
</tbody>
</table>

The phi coefficient for Table A-2 is:

$$\phi = \frac{(1.125)(.250) - (.125)(.750)}{\sqrt{(1)(1)(.975)(1.125)}} = .6299$$

Clearly the two calculated values of $\phi$ are not in agreement. Table A-2 is the sort of analysis proposed by Emrick and Adams. It does not represent a valid application of the phi coefficient.

Fortunately, one can obtain a table of proportions similar to Table A-1 from a table of measurement errors similar to Table A-2, simply by multiplying each entry in the mastery row of Table A-2 by the proportion of masters, and by multiplying each entry in the nonmastery row of Table A-2 by the proportion of nonmasters. The general form for this relationship is represented in Table A-3.
Table A-3
Table of Proportions for Observed Responses
and Mastery State in Terms of \( \alpha, \beta, P(M) \) and \( P(\bar{M}) \)

<table>
<thead>
<tr>
<th>True state</th>
<th>Observed response</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wrong</td>
</tr>
<tr>
<td>Mastery</td>
<td>( P(M) \beta )</td>
</tr>
<tr>
<td>Nonmastery</td>
<td>( P(M)(1 - \alpha) )</td>
</tr>
<tr>
<td></td>
<td>( P(M) \beta + P(\bar{M})(1 - \alpha) )</td>
</tr>
</tbody>
</table>

The phi coefficient for Table A-3 is derived as follows:

\[
\phi = \frac{P(M)(1 - \beta)P(\bar{M})(1 - \alpha) - P(M)\beta P(\bar{M})\alpha}{\sqrt{[P(M)\beta + P(\bar{M})(1 - \alpha)] [P(\bar{M})\alpha + P(M)(1 - \beta)] P(M)P(\bar{M})}} \\
= \frac{\sqrt{[P(M)\beta + P(\bar{M}) - P(M)\alpha] [P(M)\alpha + P(M) - P(M)\beta] P(M)P(\bar{M})}}{P(M)P(\bar{M})(1 - \beta - \alpha)} \\
= \frac{\sqrt{P(M)P(\bar{M})[1 - \alpha - \beta]}}{\sqrt{[\beta + \frac{P(M)}{P(\bar{M})} \beta - \frac{P(M)}{P(\bar{M})} \beta^2 + \frac{P(\bar{M})}{P(M)} \alpha + 1 - \beta - \frac{P(\bar{M})}{P(M)} \alpha^2 - \alpha + \alpha\beta]}} \\
\sqrt{[P(M)P(\bar{M})]^2} \\
= \frac{[1 - \alpha - \beta]}{\sqrt{1 - \alpha - \beta + 2\alpha\beta + \frac{P(M)}{P(\bar{M})} (\beta - \beta^2) + \frac{P(\bar{M})}{P(M)} [\alpha - \alpha^2]}}
\]

Finally, we note that for the case where \( P(M) = P(\bar{M}) \), the formula above reduces to the formula given by Enrick and Adams:
\[ \phi = \frac{[1 - \alpha - \beta]}{\sqrt{1 - \alpha - \beta + 2 \alpha \beta + \beta^2 + \alpha - \alpha^2}} = \frac{[1 - \alpha - \beta]}{\sqrt{1 - [\alpha^2 - 2 \alpha \beta + \beta^2]}} = \frac{[1 - \alpha - \beta]}{\sqrt{1 - (\alpha - \beta)^2}}. \]

For the example cited in the text,

\[ \phi = \frac{1 - .06 - .12}{\sqrt{1 - .0036}} = \frac{.82}{.998} = .822. \]

If we have a three-item test, upon substituting into equation (3), we obtain

\[ k = \frac{\log \frac{.12}{1 - .06} + \frac{1}{3} \left( \log \frac{L_2 (.5)}{L_1 (.5)} \right)}{\log \left( \frac{.06 \times .12}{(1 - .06)(1 - .12)} \right)} = \frac{\log .128 + 0}{\log .0087} = .4339. \]
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APPENDIX B

CRITIQUE OF THE SIMPLIFYING ASSUMPTIONS IN USING REGRESSION MODELS FOR ESTIMATING TRUE SCORES FROM OBSERVED SCORES

James McBride
Army Research Institute

Since \( R(T|x) \) is not an unbiased estimator of \( T \), the standard deviation of the error of estimate \( e \) is not the same as the conditional standard deviation of the true score for a given observed score. That is, if \( e \) is an error of estimate \( (\hat{T} - T) \), then \( \sigma^2(c|x) = \sigma^2(T|x) + \text{bias}^2 \). Here, \( \sigma^2(T|x) \) is the conditional variance of the true scores for given observed scores, which is the distribution portrayed in Figure 3 and used for inference to the misclassification probabilities.

However, \( \sigma^2(c|x) \) (or equivalently, \( \sigma^2(c) \)) is then not the appropriate variance unless there is no bias; that is, unless \( E(T|\hat{T}) = \hat{T} \). And this latter relationship is generally not the case. Estimation of classification error probabilities using \( \sigma^2(c) \) as the conditional variance would therefore be inappropriate.

Linear regression of \( T \) on \( x \) is a convenient simplifying assumption; but in actuality, the regression may often be nonlinear. Also, the distribution of errors may seldom be normal—or even symmetrical; the same holds true for the conditional distribution of \( T \). In sum, the estimation of error probabilities from simplified linear regression models may be considerably distorted due to the above complicating factors.