SECTION 3.0
BIAS-STRESS EFFECTS IN MOS CAPACITORS

3.1 INTRODUCTION

In the course of studying the effects of neutron bombardment on MOS capacitors, which are reported in Section 2.0 of this document, certain bias-stress effects were observed. Specifically, biasing a device into strong inversion for a period of time caused the storage time, as determined from capacitance versus time measurements, to degrade. A subsequent accumulation bias caused the storage time to recover to near its pre-bias-stress value. This section describes our bias-stress findings.

Nakagiri \(^{29}\) noted the production of interface states by application of a high field of either polarity to an SiO\(_2\) film. Jeppson \(^{30}\) investigated negative bias stress effects in MOS devices over the range 25 to 125°C at high fields and observed creation of interface states. Other related studies have also been performed. \(^{31,34}\) Takino \(^{10}\) reported on the effect of a bias stress on C-t curves for MOS capacitors on both n- and p-type substrates. The results presented herein are qualitatively similar to those of Takino in that an inversion bias is required to observe storage-time degradation; i.e., a negative bias is needed for n-type and a positive bias for p-type. Certain devices examined here exhibited orders-of-magnitude more of a bias-stress effect than that observed by Takino, whereas other devices yielded results similar to his.

3.2 EXPERIMENTAL PROCEDURE

Capacitance versus time measurements were made on MOS capacitors using a PAR Model 410 C-V System and were recorded on an x-y recorder or a storage oscilloscope. To measure C-t, a voltage step taking an n-type device from -5 to -10V was applied (+5 to +10V for p-type). Devices studied were fabricated by Hughes Aircraft and were from the same wafers described in Section 2.2.2.8, i.e., Wet N, Dry N, Wet P, Dry P, and KA-09. The metal electrode thickness was thin (650 Å) in the first four cases and thick (~1 μm) for the KA-09 wafer.

The values of DC bias applied to study degradation and recovery of storage time were ±10V and ±30V. To obtain a long storage time initially, an n-type device was biased at either +10V or +30V for several hours (-10V or -30V for p-type). The long-storage-time state is referred to here as "upper saturation." To achieve a short storage time in an n-type device, either -10V or -30V was then applied for several hours (+10V or +30V for p-type). The short-storage-time state eventually reached is termed "lower saturation" here. (This terminology is not strictly correct since an inversion bias was not applied long enough to reach complete saturation. The term "lower saturation" is used here to indicate that the rate of τₜ decrease has slowed significantly.) Upon reaching lower saturation, the storage-time recovery process was then observed using an applied bias of polarity opposite to that used to cause degradation.

3.3 RESULTS

Figure 39 shows storage time (τₛ) as a function of time under bias stress at room temperature for MOS capacitors from the Wet N lot. Storage times in upper saturation are in the range 100 to 400 sec. A negative bias stress reduces τₛ to the 1 to 10 msec range for the case of -30V (0.1 to 1 sec for -10V). The time required to reach "lower saturation" is in the range 200 to 1000 min. The right-hand portion of Figure 39 shows that complete recovery of τₛ can be obtained for a positive bias stress. The recovery process usually took about an order of magnitude less time to take place than the degradation process. Data for p-type devices are shown in Figure 40. Note that recovery of the Dry P sample was not complete at the end.
of the period during which a negative bias stress was applied. Devices from lot KA-09 exhibited only a slight bias-stress effect compared to the results shown in Figure 39 and 40. Negative bias stress for an extended period of time reduced $\tau_B$ for these devices by only a factor of two to four. The results for KA-09 are similar in this regard to those obtained by Takino.\textsuperscript{10}

\textbf{Figure 39. Storage time degradation and recovery for MOS capacitors from the Wet N lot.}

A few general features of our bias-stress observations should be mentioned. The rate of degradation of $\tau_g$ under inversion-bias stress was observed to depend on the amount of time a device was held in accumulation (upper saturation). The degradation rate was relatively slow for a device previously biased into accumulation for a relatively long time. In addition, the recovery rate was observed to be relatively slow for a device held in lower saturation with an inversion bias for a relative long time. Capacitance versus voltage measurements were also made in upper saturation and in lower saturation. Only a slight shift in flatband voltage (20 to 40 mV) was noted in most cases for both p- and n-type devices.
For n-type devices, the shift was in a positive direction, which is consistent with the movement of positive ions toward the Al electrode since a negative bias stress was applied. For p-type devices, the shift was in a negative direction, which is consistent with the movement of positive ions toward the SiO$_2$-Si interface since a positive bias stress was applied. It is possible that the observed C-V shifts are due to movement of sodium ions through the oxide.

Figure 41 shows results of Zerbst analysis (described in Section 2.2.2.3) on C-t curves for a Wet N device bias-stressed at -30V.
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**Figure 41.** Effective generation lifetime and surface generation velocity as a function of storage time for an MOS capacitor subjected to a negative bias stress. Values of $\tau_{ge}$ and $s$ were obtained by Zerbst analysis of C-t curves.
Shown is the effective generation lifetime $\tau_{ge}$ and the surface generation velocity as a function of storage time. For long storage times, $\tau_{ge}$ is long and is determined by generation at centers in the depletion region bulk (i.e., $\tau_{ge} \rightarrow \tau_g$). As $\tau_s$ degrades due to application of a negative bias stress, $\tau_{ge}$ also decreases. This is attributable to the increasing importance of carrier generation at centers at the SiO$_2$-Si interface. The surface generation velocity is observed to increase by orders of magnitude for a comparable change in $\tau_s$ and $\tau_{ge}$ (Figure 41). Thus, the apparent effect of an inversion bias stress is to temporarily create interface states which enhance the rate of carrier generation, and thereby decrease $\tau_s$. These states can be removed, at least partially and in most cases completely, by an accumulation bias stress. An alternative explanation is discussed below.

Figure 42 shows additional features of the degradation and recovery processes. Illustrated are data for a Wet N sample. In 42(a), C-V curves are shown for upper and lower saturation. It is seen that the inversion capacitance is increased when a device is placed in the lower saturation state by an inversion-bias stress (-10V). C-t curves in upper saturation are shown in 42(b). The bias stress applied for a few hundred seconds to obtain the first trace causes $\tau_s$ to degrade, so a different C-t curve is obtained upon repeating the measurement. A C-t curve in lower saturation is shown in 42(c). Note that the initial and final values of capacitance are larger here than in 42(b). Upon applying an accumulation bias (+10V) to cause recovery to occur, we observed that the C-V curve recovers before $\tau_s$ recovers. This is shown in 42(d) and 42(e). In 42(d), the inversion capacitance has recovered to near its upper-saturation value whereas the C-t curve in 42(e) still yields a short $\tau_s$. (Note that the C-V curve is flat in inversion in Figure 42(d) because $\tau_s$ is very short. At the same sweep rate, the C-V curve in upper saturation (42(a)) is not flat because $\tau_s$ is long; i.e., the sweep rate is such that a deep-depleted condition is achieved.) Following this, a process we term "temporary recovery" occurs, as illustrated in Figure 42(f). It appears that $\tau_s$ is long from the first part of the C-t curve. However, $\tau_s$ abruptly appears to be short again near the end of the trace. After a bias stress on the order of 20 to 100 minutes, "permanent" recovery of $\tau_s$ is observed. (Data of the type shown in Figure 42(f) are only observed if the C-t trace is begun in deep depletion instead of inversion.)
Figure 42. (a) C-V curves in upper and lower saturation for a Wet N MOS capacitor; (b) C-t curves in upper saturation; (c) C-t curve in lower saturation (after -10 V bias stress); (d) C-V curve just after application of a recovery bias stress (+10 V); (e) C-t curve just after application of a recovery bias stress; (f) C-t curve illustrating the effect on storage time of the inversion bias applied during the C-t measurement. The sweep rate for C-V measurements was 5 V/sec in all cases.
The recovery process depicted in Figure 42(f) was also observed to take on another form, depending on the time following application of a recovery bias at which observations were made. Figure 43 shows data obtained a short time (minutes) after application of +30V recovery bias to an n-type device (a device different from that of Figure 42). The first part of the C-t curve is very similar to that shown in Figure 42(f). However, a second portion is then observed in which the final value of capacitance increases. A trace of this type indicates that $\tau_s$ has not yet recovered and also that the capacitance has returned to its lower saturation condition. It should be noted that the temporary recovery phenomena of Figures 42(f) and 43 arise because the accumulation-bias recovery process is perturbed by making a C-t measurement. To make this measurement, an inversion bias is applied to the device which causes degradation to occur once again. Thus, in Figure 42(f) $\tau_s$ is initially long but is degraded abruptly during the C-t measurement as a result of the inversion bias.

3.4 DISCUSSION

A qualitative explanation for a portion of the present bias-stress findings can be given based on the work of Takino. However, certain aspects of the data are not yet accounted for, and further work will be required to achieve the needed insight. Takino considered the effect of positive ions in the oxide on the carrier generation rate at interface states. For an n-type substrate, as positive ions approach the interface the electron emission rate decreases. In the p-type case, the approach of positive ions causes the emission rate to increase. These effects are due to the coulombic interaction between the ion and the interface state.

The present C-V data taken in lower and upper saturation are explainable in terms of positive ion motion in the oxide. In addition, if Takino's model is correct, then the C-t (i.e., $\tau_s$) data can also be accounted for qualitatively on the basis of ion motion. In n-type devices, for example, application of a negative-bias stress would move the positive ions away from the interface, thereby increasing the carrier generation rate and decreasing the storage time. A positive-bias stress reverses the process.

---

Figure 43. Capacitance versus time for an MOS capacitor illustrating the degradation of $\tau_s$ and the increase in inversion capacitance that can occur during a C-t measurement of a device that had a recovery (accumulation) bias applied for a short time (minutes).

The increase in inversion capacitance observed in lower saturation can be accounted for qualitatively in terms of the lateral motion of positive ions. Consider a p-type device as an example. A positive-bias stress drives ions perpendicularly through the oxide to the interface, with a resulting decrease in storage time. The fringing field present gives rise to the laterally depleted region shown in Figure 1. In addition, this fringing field will move ions laterally along the interface beyond the region under the gate.
electrode. These ions can then deplete an additional portion of the semiconductor in the lateral region, thereby causing the measured inversion capacitance to increase.

The above qualitative model does not appear to account for the following experimental observations: (1) the rate of degradation of \( \tau_s \) was about an order of magnitude slower than the rate of recovery; (2) capacitance recovery occurred before the onset of storage-time recovery upon application of an accumulation bias. One further experiment performed near the end of this program also needs to be explained. The temperature of an n-type (Wet N) MOS capacitor with a positive bias (30V) applied was raised to either 50 or 100°C. Next, the polarity of the bias was reversed (-30V) and bias-temperature stress then continued for typically one hour. Upon returning the device to room temperature while maintaining the negative bias, it was subsequently found that the time required to degrade \( \tau_s \) significantly using a negative-bias stress had increased by a factor of 2 to 5 compared to that required in an identical device that had not been bias-temperature stressed (e.g., data of Figure 39). This experiment was replicated using several Wet N devices.) In addition, the negative-bias stress at elevated temperature did not significantly degrade \( \tau_s \) at room temperature; i.e., the value of \( \tau_s \) was still near upper saturation. This recent finding appears to be inconsistent with the positive-ion model described above. However, it does appear to be consistent with our observation, noted above, that the rate of degradation under inversion-bias stress depends on the amount of time a device is previously held in accumulation at room temperature. Holding a device in accumulation at elevated temperature slows the degradation rate much more significantly.

The bias-stress observations reported here are interesting from several viewpoints, including: (1) the potential impact of these effects on the study of MOS device properties; (2) the reliability of MOS devices; (3) the potential relationship between the observed phenomena and interface-state studies at various laboratories (including studies of radiation-induced interface states). Additional study of bias-stress effects are needed before a comprehensive model can be developed. Such a model will be required before the importance of the observed phenomena can be realistically assessed.
SECTION 4.0

LEAKAGE CURRENT PHENOMENA IN IRRADIATED SOS DEVICES*

4.1 INTRODUCTION

Silicon-on-sapphire MOS devices are being developed for radiation-hardened electronic systems because they have several advantages over their MOS-on-bulk-silicon counterparts: reduced transient photoresponse; elimination of latchup; increased packing density and speed. A disadvantage of SOS devices is the occurrence of a significant ionizing-radiation-induced back-channel leakage current in n-channel transistors. This phenomenon has been shown to be due to the trapping of positive charge in the sapphire near the silicon-sapphire interface which induces a conducting channel in the silicon. We have performed a detailed study of ionizing radiation effects on SOS devices with emphasis placed on determining the mechanisms of back-channel leakage current phenomena.

Several related topics are treated in this section, including: (a) comparison of radiation-induced leakage current for devices with wet and dry gate oxides; (b) radiation-induced reduction of back-channel leakage current; (c) bombarding electron energy dependence of leakage current production and leakage current reduction. This last topic was explored using 6- to 45-keV electrons. The reader’s attention is particularly directed to the discussion of radiation-induced reduction of leakage current. This novel mechanism constitutes a potential remedy for leakage current problems in SOS devices employed in a space radiation environment.

*Published in the IEEE Transactions on Nuclear Science 24, 2119 (1977).
4.2 EXPERIMENTAL CONSIDERATIONS

Irradiations were performed at room temperature using the Co$^{60}$ source at Northrop Research and Technology Center and a Jeol JSM-2 scanning electron microscope. The Co$^{60}$ dose rate was 4.3 rads(Si)/s in most cases but in some experiments was increased to 64 rads(Si)/s. Silicon-on-sapphire devices examined in this study were obtained from several sources. Most of the information presented herein resulted from studies on custom n-channel SOS transistors fabricated at Hughes Aircraft (HAC). Sapphire wafers containing a silicon epitaxial layer (initial thickness 0.5 μm) were obtained by Hughes from Union Carbide and devices containing both wet and dry gate oxides were then fabricated. All processing steps were identical for these devices except the gate oxidation. Wet oxides (~980 Å -- pyrogenic) were grown at 925°C whereas the dry-oxide (~930 Å) growth temperature was 1000°C. The gate metallization on most of the transistors was purposely kept thin (750 ±100 Å) to facilitate studies with a low-energy electron beam. Channel width was 8.0 mils and channel length was 0.21 ±0.02 mil. We also investigated radiation-induced leakage current in n-channel transistors contained in radiation-hardened CMOS/SOS inverters obtained from three manufacturers.

Back-channel leakage current $I_L$ was obtained from measurements of drain current versus gate voltage for a constant value of $V_{ds}$, typically 5V. Such characteristics were recorded on an x-y plotter by applying a ramp voltage to the gate electrode and monitoring drain current by use of a current-to-voltage converter. In addition to obtaining $I_L$ from $I_{ds}$ -- $V_{gs}$ characteristics, we also used a circuit to switch momentarily to measurement bias conditions when it was necessary to minimize the time during which irradiation bias conditions were interrupted. A constant $I_{ds}$ (equal to $I_L$) was achieved only if $V_{gs}$ was several volts negative; conduction along the front channel and at island edges must be turned off before back-channel leakage current alone is observed. Threshold voltage was determined for SOS transistors from measurements of $\sqrt{I_{ds}}$ versus $V_{gs}$ in the conventional way. Front-channel field-effect mobility was also determined from such measurements. In addition, drain characteristics were used to obtain front-channel conductance mobility.
4.3 RESULTS

4.3.1 Threshold Voltage Shifts and Channel Mobility Degradation

Threshold voltage was measured as a function of dose up to $10^7$ rads(Si) ($\text{Co}^{60} = 64$ rads(Si)/s) for dry- and wet-oxide custom transistors. During irradiation and measurement, $V_{ds}$ was equal to 5V, and irradiations were performed with two values of $V_{gs}$: 0 (grounded gate) and 5V. Both device types were found to be quite radiation tolerant. Under worst-case biasing conditions, the maximum value of threshold voltage shift observed up to $10^7$ rads was 1.3V. Interface-state effects were evident (i.e., positive shift in threshold voltage) at high doses for wet-oxide transistors but not for dry-oxide units. McLean et al. 23 previously observed such effects to be more important in wet-oxide devices.

Degradation of front-channel mobility was found to be negligible for dry-oxide transistors after irradiation to $10^7$ rads. However, in wet-oxide devices after the same total dose, mobility degraded by roughly a factor of two and this reduction is qualitatively consistent with the interface-state effects noted for such units in threshold voltage measurements. That is, increased scattering is expected when a significant number of interface states have been introduced by radiation.

4.3.2 Leakage Currents in Irradiated Wet- and Dry-Oxide Devices

Figure 44 shows leakage current versus dose for wet- and dry-oxide transistors irradiated using Co$^{60}$ at a dose rate of 4.3 rads (Si)/s. (Discussion of the reduction of $I_L$ shown in the right-hand side of this figure is given in the next subsection.) The irradiation bias values were $V_{gs} = 0$ and $V_{ds} = 5V$. To measure $I_L$, $V_{gs}$ was switched momentarily to about -7V. Leakage currents for dry-oxide devices are observed to be substantially larger than for their wet counterparts. Behavior is similar in both cases in that plateau regions are evident at high doses and a significant increase in $I_L$ occurs at intermediate doses. (Similar data have previously been obtained by Harari. 38, 39) A slight decrease in leakage current

Figure 44. Back-channel leakage current vs dose for dry- and wet-oxide n-channel SOS transistors irradiated with $V_{gs} = 0$ and $V_{ds} = 5V$ at a dose rate of 4.3 rads(Si)/s. The reduction in leakage current in the right-hand portion of this figure was accomplished by continuing to irradiate beyond $10^6$ rads with $V_{ds} = V_{gs} = 0$. (Note the change in the dose scale.)

($\sim 20\%$) is evident as the dose is increased from $10^5$ to $10^6$ rads. By analogy to effects at the SiO$_2$-Si interface, this decrease may be due to the introduction of negatively charged states at the Si-Al$_2$O$_3$ interface which would compensate for a portion of the positive charge trapped in the sapphire. (For data obtained at a dose rate of 64 rads (Si)/s, this phenomenon was evident but only at about the 5% level.)

At the Northrop Co$^{60}$ facility, a device to be irradiated is placed in the exposure room and the radiation source is then raised up into the room. This takes approximately 5 minutes, during which time the dose rate is time varying. A maximum rate is reached when the Co$^{60}$ source is completely raised. As discussed below, it was found that a small photocurrent dominated behavior shown in Figure 44 for the wet-oxide device for doses up to 200 rads (the approximate dose
received during raising of the $^{60}$Co source for the case of a maximum rate of 4.3 rads(Si)/s. This current scaled with dose rate and served to mask true back-channel behavior at low doses. To examine only the radiation-induced back-channel leakage component of measured current, both the photocurrent and the pre-irradiation current were subtracted from measured values.

Figure 45 shows radiation-induced back-channel leakage current versus dose based on data in Figure 44. The large vertical error bar for the lowest-dose wet-oxide data point reflects primarily the accuracy of the photocurrent correction made at that dose. Also shown in Figure 45 (solid circles) is a horizontal translation of

![Graph showing radiation-induced leakage current vs dose for wet- and dry-oxide SOS transistors irradiated at a rate of 4.3 rads (Si)/s. These data were obtained by correcting the data of Figure 44 for pre-irradiation current and, in the wet-oxide case, for a photocurrent component.]

Figure 45. Radiation-induced leakage current vs dose for wet- and dry-oxide SOS transistors irradiated at a rate of 4.3 rads (Si)/s. These data were obtained by correcting the data of Figure 44 for pre-irradiation current and, in the wet-oxide case, for a photocurrent component.
wet-oxide data by a factor of 90 in dose. This translation illustrates that both wet and dry data can be described by the same power law (current \( \propto (\text{dose})^{1.5} \)) over approximately three orders of magnitude variation in radiation-induced leakage current. If we consider wet and dry data separately, the (dose)\(^{1.5}\) dependence in the wet case is observed over a leakage current range of approximately two orders of magnitude for doses between 500 and \(10^4\) rads(Si). For dry devices, this dependence is also noted over approximately two orders of magnitude variation in current for doses between 20 and 500 rads.

Before interpreting the results of Figure 45, it is useful to consider the temperature dependence data of Figure 46. Shown is leakage current versus \(1000/T\) for wet- and dry-oxide transistors before and after irradiation to several doses. Before irradiation, data for wet devices exhibit two regimes with activation energies differing by a factor of two. The high-temperature regime is most likely due to thermal generation in the drain depletion region. For a single generation level at mid-gap, the dominant term in the expression for thermal generation rate will be \(n_i\), the intrinsic carrier concentration. Over the temperature range of interest, \(n_i\) is approximately proportional to \(\exp(-0.60\text{ eV}/kT)\) and thus the 0.57 eV slope in Figure 46 is consistent with the domination of generation current at high temperatures. Harari and McGreivy\(^39\) obtained convincing evidence that pre-irradiation leakage current at room temperature in wet-oxide devices very similar to those studied here is attributable to thermal generation. Although the present results are consistent with their findings, it is interesting to note in Figure 46 that this statement only applies at room temperature and above. At lower temperatures for unirradiated wet devices and for both device types under all other conditions shown in the figure, measured leakage current is dominated by back-channel phenomena.

Formation of a channel in the silicon adjacent to the Si-Al\(_2\)O\(_3\) interface occurs due to buildup of positive trapped charge \(N_t^+\) in the sapphire. The quantity \(N_t^+\) induces a carrier density \(n_{\text{inv}}\) and the resulting leakage current is given by \(eF A n_{\text{inv}} \mu_{\text{bc}}\), where \(F\) is applied field, \(A\) is cross-sectional area, and \(\mu_{\text{bc}}\) is back-channel carrier mobility. In general, \(N_t^+\) and \(n_{\text{inv}}\) will be related non-linearly. Additionally, \(\mu_{\text{bc}}\) is expected to vary with \(n_{\text{inv}}\). Work of Brews, 40


\(^{40}\)J.R. Brews, J. Appl. Phys. 46, 2181 (1975); 46, 2193 (1975).
Figure 46. Leakage current vs reciprocal temperature for wet- and dry-oxide SOS transistors. Data obtained before irradiation and after irradiation to several values of total dose are shown.
Chen and Muller, and Guzev et al. has revealed that front-channel mobility in an MOS transistor in weak inversion is constant for very low values of $n_{inv} \left( < 10^{9} \text{ cm}^{-2} \right)$ and increases with $n_{inv}$ for higher values of this quantity (but still in weak inversion). Brews' analysis indicates that this will occur when front-channel mobility is dominated at low carrier concentrations by a relatively high, inhomogeneously distributed fixed interface charge density. As the gate voltage is increased, thereby increasing $n_{inv}$ in the front channel, screening will increase with a resultant reduction in carrier-density fluctuations. Hence, mobility increases. (This reasoning can also be applied to the back channel in an SOS device but in this case $n_{inv}$ is increased by increasing $N_{t}^{+}$ through ionizing radiation.) Beyond weak inversion, scattering dominates and mobility decreases with increasing inversion-layer carrier density.

The temperature dependence of $I_{L}$ shown in Figure 46 yields activation energies ($E_{a}$) which are roughly equal except for the case of post-irradiation dry-oxide data. (We exclude the thermal generation regime from this discussion.) Chen and Muller observed that front-channel mobility in MOS transistors decreased with decreasing temperature in the weak inversion regime and plots of such data yielded an activation energy of $\sim 0.1 \text{ eV}$. Data in Figure 46 are qualitatively consistent with their findings in that $I_{L}$ is also observed to decrease with decreasing temperature, which suggests that the temperature dependence of leakage current is attributable to that of back-channel mobility. Chen and Muller proposed a temperature-activated front-channel mobility at low inversion-layer carrier densities, with $E_{a}$ being an effective barrier associated with a non-uniform potential distribution at the SiO$_{2}$-Si interface. (Analysis by Brews indicates that interpreting channel mobility data in terms of temperature activation may be oversimplified.) This effective barrier is lowered by an increase in $n_{inv}$ and thus one should observe an $E_{a}$ that decreases with increasing $n_{inv}$ in the weak inversion regime. The dry-oxide data in Figure 46 are qualitatively consistent with this concept in that $E_{a}$ decreased due to irradiation (i.e., higher back-channel $n_{inv}$). The observation that wet-oxide devices

yielded approximately the same value of $E_a$ under all conditions shown in this figure is qualitatively consistent with the front-channel data of Chen and Muller, where, at a given temperature, mobility (and thus $E_a$) was observed to be nearly constant in very weak inversion for several temperatures near 300 K.

Pre-irradiation data in Figure 46 for the dry-oxide device are very similar to post-irradiation wet-oxide findings. This suggests that a back channel already exists in dry devices before irradiation, whereas in the wet case pre-irradiation leakage current at room temperature is dominated by thermal generation in the drain depletion region. Harari and McGreivy\textsuperscript{39} have explained such behavior in terms of the existence of a processing-produced n-type layer in the silicon adjacent to the Si-Al$_2$O$_3$ interface for dry-oxide devices. They ruled out trapped charge in the Al$_2$O$_3$ as being responsible for pre-irradiation leakage current in such devices because they were unable to reduce $I_L$ by optical excitation.

Interpretation of the room-temperature data of Figure 45 is now given. The same functional dependence of radiation-induced leakage current on ionizing dose is exhibited for wet- and dry-oxide devices, which suggests that the same physical processes are occurring in both cases. The factor-of-ninety displacement in dose exhibited in the figure (i.e., a larger dose required to achieve a given value of $I_L$ in wet devices) then needs to be accounted for. At some constant value of radiation-induced leakage current, the product of mobility and carrier density in the back channel for the dry-oxide case must be equal to that for wet oxide. Such a comparison can be made for leakage currents ranging from $\sim 10^{-8}$ to $\sim 3 \times 10^{-7}$ A and for doses ranging from $\sim 10$ to $\sim 200$ rads for dry oxide and from $\sim 10^3$ to $\sim 2 \times 10^4$ rads for wet oxide. Since the rate at which the mobility-carrier density product increases with dose is the same for wet and dry devices, one is tempted to conclude that at a given value of leakage current mobilities are equal and carrier densities are equal for the two transistor types. The displacement in dose exhibited in Figure 45 would then be attributed to a larger density of traps in dry-oxide devices than in their wet-oxide counterparts. The fact that leakage-current saturation occurs at approximately the same dose suggests that the same trap is responsible for observed behavior in both cases.

Acceptance of a significantly larger trap density in dry-oxide devices then suggests that in the wet case only a very small fraction of the holes generated in the Al₂O₃ per unit dose are trapped there.

An alternative to the above explanation is that identical traps and trap densities exist in the sapphire for wet and dry devices. Data of Figure 45 could then be explained in terms of a higher mobility in dry-oxide devices than in their wet counterparts. For equal trapped charge densities, it seems reasonable to assume that \( n_{\text{inv}} \) would be comparable for the two device types. However, this would then require that \( \mu_{\text{BC}}(\text{dry}) \) be a factor on the order of \( 10^3 \) larger than \( \mu_{\text{BC}}(\text{wet}) \) in the nonsaturation regime and about two orders of magnitude larger in saturation. This requirement seems unreasonable and we judge this alternative explanation to be much less attractive than the unequal-trap-density model suggested above.

The data of Figure 45 cannot be explained simply on the basis of differing silicon doping conditions. As mentioned above, the presence of an n-type layer in dry devices can account for the large pre-irradiation value of \( I_L \) compared to that in wet units. If we assume equal trap densities, equal trapped charge densities at a given dose, equal back-channel mobilities at a given \( n_{\text{inv}} \), and unequal silicon doping conditions in the two cases, an initial difference in \( I_L \) versus dose behavior is expected, similar to that shown in Figure 45 at low doses. However, at higher doses where leakage currents are significantly larger than pre-irradiation values, data for wet-oxide devices would merge with dry-oxide data and the saturation value of \( I_L \) would be the same in both cases. Since behavior of that nature is not observed, we therefore rule out such an explanation.

In order to determine the dry-to-wet trap-density ratio responsible for the factor-of-ninety displacement in Figure 45, one would need to relate \( N^+_t \) (or dose) quantitatively to \( n_{\text{inv}} \) or \( \mu_{\text{BC}} \). The present data do not yield these relations. It is interesting to note that the dry-to-wet \( I_L \) ratio in saturation is also 90. However, this is fortuitous since, as shown in Figure 46 (devices 2 and 4), the saturation ratio varies with temperature due to the temperature dependence of \( \mu_{\text{BC}} \). On the other hand, the displacement ratio is expected to be temperature invariant since it depends only on the trap-density ratio under the present interpretation.
4.3.3 **Radiation-Induced Reduction of Back-Channel Leakage Current**

The right portion of Figure 44 illustrates the phenomenon of radiation-induced reduction of back-channel leakage current. Reducing $V_{ds}$ to zero after radiation-induced increases in $I_L$ have been observed causes $I_L$ to decrease dramatically to near its pre-irradiation value if irradiation is continued in this bias condition. To obtain the recovery data of Figure 44 (note break in dose axis just beyond $10^6$ rads), $V_{ds}$ was reduced to zero after $10^6$ rads and irradiation continued. To measure leakage current at a given dose, $V_{ds}$ was momentarily switched to 5V and $V_{gs}$ to -7V (typically). This measurement took 2 to 3 sec and then $V_{gs}$ and $V_{ds}$ were returned to zero. If the measurement is not made rapidly, then $I_L$ will increase significantly during the measurement period. It is seen that a few thousand rads is sufficient to reduce $I_L$ to a saturation level.

The $I_L$ reduction process can be repeated as evidenced by data in Figure 47. This figure shows findings for a wet-oxide transistor irradiated with $V_{ds} = 5V$ to a dose of $10^3$ rads, at which point $V_{ds}$ was reduced to zero and irradiation continued. Substantial recovery is evident. This process was repeated for four more cycles as shown. Upon completion of this cycling experiment, the Co$^{60}$ source was lowered (dose rate = 0), with a resulting decrease in $I_L$ to within 25% of the pre-irradiation value. The Co$^{60}$ source was raised again (with $V_{ds} = 0$) and $I_L$ increased, and we attribute this increase to a photocurrent. (In Figure 44, the final value of $I_L$ for the wet device following radiation-induced recovery was influenced by the photocurrent and subtracting it reduces measured $I_L$ to within 50% of its pre-irradiation value.) The recovery phenomenon observed here suggests that periodic reduction of $V_{ds}$ to zero to cause a reduction in $I_L$ is a potential remedy for leakage current problems in SOS devices employed in a space radiation environment.

Leakage current studies were made on n-channel transistors contained in CMOS/SOS inverters from three manufacturers to determine whether the radiation-induced $I_L$ reduction process observed for custom transistors (Figures 44 and 47) was general. Large variations in radiation response were observed from lot to lot for inverters. However, the recovery phenomenon was evident for all devices examined. It is interesting to note that in several
cases the final value of $I_L$ following leakage current production and subsequent radiation-induced reduction was actually less than the pre-irradiation value. In one case, post-recovery $I_L$ was an order of magnitude smaller than prior to bombardment.

4.3.4 Scanning-Electron-Microscope Studies of Leakage Current Production and Reduction

Experiments were performed using a scanning electron microscope (SEM) as a source of localized, nonpenetrating ionizing radiation for the purpose of gaining understanding of the mechanisms of leakage current production and reduction in irradiated SOS devices. Energy deposition profiles for low-energy electrons incident on low-Z materials can be calculated based on the work of Everhart and Hoff and Figures 48 and 49 show profiles appropriate for the geometry of the present custom transistors (thin gate metallization). In Figure 48, profiles for energies from 6 to 16 keV are shown and, for convenience, effective thicknesses of Al, Si, and $\text{Al}_2\text{O}_3$ are given based on density ratios relative to $\text{SiO}_2$. It is seen that significant energy deposition occurs in the sapphire for energies $\geq 9$ keV. Figure 49 shows deposition profiles at higher energies and only the sapphire portion of a transistor is shown. For this figure, distances shown correspond to actual distances into the sapphire. (In discussion below, the term "electron range" in the $\text{Al}_2\text{O}_3$ is used and this refers here to that distance at which $dE/dx = 0$ in Figure 49.)

Irradiations were performed by raster scanning the beam over a device for an integral number of scans. Beam current was measured by means of a Faraday cup which was mechanically moved into position between irradiations of a device. The beam current was reduced to the range of 1 to 6 pA by means of intensity modulation at 50 kHz using a combination of ac and dc deflection of the beam. Uniformity of irradiation over a device is assured by use of a defocused beam. In spite of the use of low beam current and a defocused beam, a significant difference between $\text{Co}^{60}$ and SEM irradiation conditions is the much higher dose rate in the latter case. In the present study, the dose-rate ratio exceeded $10^4$ in most cases. Operation was restricted to a beam current range where dose-rate effects on measured leakage current were observed to be relatively small.

Figure 48. Energy deposition profiles for custom SOS transistors bombarded by low-energy electrons. Profiles were calculated using the work of Everhart and Hoff and effective thicknesses of Al, Si, and Al2O3 are shown based on density ratios relative to SiO2.
Figure 49. Energy deposition profiles for the sapphire substrate of custom SOS transistors bombarded by low-energy electrons. In contrast to Figure 48, the x axis corresponds to actual distances into the sapphire. Note that the Si-Al₂O₃ interface is coincident with the y axis.

Leakage current studies using the SEM were performed on one dry-oxide chip and one wet-oxide chip, each of which contained several transistors. The most complete set of data were obtained for two wet-oxide devices connected in parallel and irradiated simultaneously, and we therefore concentrate on these results here. Results for dry-oxide devices were in qualitative agreement with wet-oxide findings over the energy range for which comparable data were obtained (8 to 18 keV). It is significant to note that the process of radiation-induced reduction of leakage current permits the performance of various radiation effects experiments on a given device since the device can be returned to near its original condition by simple irradiating with \( V_{ds} = 0 \). This procedure was followed here.

In one series of experiments on wet-oxide transistors, the effectiveness of bombarding electrons of various energies in giving rise to back-channel leakage current was examined. Figure 50 shows leakage current versus total energy incident on the gate electrode for
Figure 50. Leakage current vs energy incident on the gate elec-
trode of a wet-oxide SOS transistor. Data for several bom-
barding electron beam energies are shown.

four beam energies, ranging from 6 to 16 keV. These data are
presented in terms of total incident energy since, as is evident in
Figure 48, nonuniform energy deposition in four materials is in-
volved and it is difficult to establish a more meaningful base for
comparison. It is seen that 6-keV electrons do not cause an increase
in leakage current whereas the higher-energy cases do. Upon com-
paring the results of Figure 50 with the profiles of Figures 48 and
49, the following conclusion becomes evident: Energy must be de-
posited in the sapphire before radiation-induced increases in back-
channel leakage current will be observed. For the 6-keV case, the
energy deposition profile peaks in the SiO₂ and the maximum dose
deposited in the layer was $3 \times 10^5$ rads(Si). At 16-keV, the peak
of the profile was just within the sapphire and a relatively high
rate of leakage current production is observed.
Figure 51 presents radiation-induced back-channel leakage current versus dose for bombardment with 30- and 45-keV electrons. For reasons which are discussed below, dose in both cases was obtained using the average value of the energy-deposition-profile amplitude over the first 2 μm of the sapphire. Shown for comparison are Co$^{60}$ data for a wet-oxide transistor taken from Figure 45. The 30-keV data are in agreement with 45-keV findings and a general similarity exists between Co$^{60}$ and electron data. Saturation values of $I_A$ observed at high doses are quite similar and the rates of leakage current production are at least comparable. The results illustrated in Figure 51 lead us to a second conclusion: Energy deposition in the bulk of the sapphire (i.e., at distances greater than several μm from the Si-$\text{Al}_2\text{O}_3$ interface) is unimportant in terms of giving rise to back-channel leakage current. This point is clearly illustrated by considering the 30-keV profile of Figure 49. Electrons of this

Figure 51. Radiation-induced back-channel leakage current vs dose for wet-oxide SOS transistors. The Co$^{60}$ data shown are from Figure 45. For electron bombardment, the dose shown corresponds to the average energy deposited in the first 2 μm of the sapphire substrate.
energy only penetrate a few μm into the sapphire but give rise to a saturation $I_L$ nearly equal to that produced by Co$^{60}$ gamma rays which penetrate through the entire sapphire thickness (several hundred μm).

Further insight regarding leakage current production is gained by considering the electron energy dependence of saturation leakage current as shown in Figure 52. This figure presents saturation values as a function of electron range in the sapphire. (Shown for comparison is the mean value obtained from Co$^{60}$ measurements on a set of transistors from the same lot.) These results suggest a model in which the relevant hole traps are distributed to a depth of several μm within the sapphire, where only a fraction of these traps can be populated at lower beam energies. However, the alternative hypothesis, in which the traps are located at the Si-Al$_2$O$_3$ interface (just inside the Al$_2$O$_3$), cannot be ruled out by these data because, as discussed below, neutralization of trapped charge occurs simultaneously with the production process. These two processes have different beam energy dependences and come into equilibrium in saturation at each beam energy. A fit based on these competing processes is shown in Figure 52, which demonstrates, as will be seen, that the observed saturation behavior can be explained without invoking spatially distributed traps within the sapphire.

For the purpose of further examining the region of importance in the sapphire, the effectiveness of various beam energies in giving rise to leakage current was considered. We define a relative production effectiveness (RPE) as $\Delta I_L/E_b/\int I_b \, dt$, where $E_b$ and $I_b$ are beam energy and beam current, respectively, and $\Delta I_L$ is the change in leakage current produced by a given total incident energy. Figure 53 presents RPE versus electron beam energy (open circles) for a wet-oxide transistor. A peak in effectiveness is observed in the range 16 to 18 keV, corresponding to beam energies at which the deposition profile peaks at some slight distance into the sapphire. The sharp decrease in RPE evident in Figure 53 at low beam energies is primarily due to the smaller fraction of total incident energy which reaches the sapphire. The decrease in RPE evident at higher beam energies is consistent with either of the following interpretations: (1) a finite spatial distribution of traps which are effective in increasing $I_L$ extends into the sapphire a distance on the order of 2 μm, or (2) an effective generation region (or collection volume) extends ~2 μm into the Al$_2$O$_3$. In the latter case,
Figure 52. Saturation leakage current vs electron range in sapphire for a wet-oxide SOS transistor irradiated with electrons of various energies. The mean Co\text{60} saturation value (averaged over several samples) is also shown for comparison. The electron ranges shown correspond to distances at which \( \frac{dE}{dx} = 0 \) in Figure 48. The analytical fit is based on simultaneous production and reduction processes (see text).
Figure 53. Leakage-current production effectiveness vs electron beam energy for an irradiated wet-oxide SOS transistor. The fit shown is based on simultaneous production and reduction processes (see text).
generated holes would drift to traps located at the Si-Al$_2$O$_3$ interface. The important point to note is that the first few µm of the sapphire are shown here to be important in the leakage current production process. It was on this basis that we chose to express dose for the 30- and 45-keV data in Figure 51 in terms of energy deposited in the first two µm.

Since energy deposited in the sapphire is the important quantity in terms of leakage current production, it should be meaningful to express RPE in absolute terms by multiplying the denominator of the RPE expression by that fraction f(E) of incident energy which is deposited in the sapphire. (The upper curve in Figure 54 shows f(E) versus electron beam energy.) Absolute production effectiveness (APE), determined in this manner, is shown in Figure 53. The drop-off in effectiveness at low beam energies was unexpected since the APE should be independent of energy at low beam energies if f(E) is the governing quantity. Several factors could be responsible for observed behavior. Experimental uncertainties are considerably larger for the low-energy data points due to the extreme sensitivity of f(E) at such energies to assumed silicon thickness. Additionally, production effectiveness had to be evaluated differently at 9 keV than in higher energy cases since a comparable range in leakage current was not covered (i.e., ΔI was different). In view of the nonlinear dependence of ΔI on dose, this implies an additional uncertainty in the 9-keV case. The above-mentioned competition between production and reduction processes may also be present, however, and would yield a drop-off in production effectiveness at low beam energies. A fit to the RPE curve based on such a model is shown (discussed further below). The fit does not take into account the finite range of the production process, and thus correspondence with data at high beam energies is not expected.

Studies of leakage current reduction were performed as a function of bombarding electron beam energy, and Figure 54 shows reduction effectiveness versus energy (open circles) for a wet-oxide transistor. Reduction effectiveness is defined similarly to production effectiveness in that it is a measure of the total incident energy required to reduce I by a certain (constant) amount. The experimental procedure at a given beam energy was to increase I by bombardment with V$_{ds}$ = 5V and then to decrease I by zero-bias irradiation. As in the case of production effectiveness (Figure 53), reduction effectiveness peaks at an intermediate energy, in this case about 11 to 12 keV. However, the decrease in reduction effectiveness at higher beam energies is much stronger than in the
Figure 54. Leakage-current reduction effectiveness (left scale) vs bombarding electron beam energy for a wet-oxide SOS transistor. A fit to the data based on the amplitude of the energy deposition profile at the Si-Al$_2$O$_3$ interface is shown. Also shown (upper curve, right side) is the fraction of energy deposited in Al$_2$O$_3$ based on the profiles of Figures 48 and 49.

126
production case which suggests that energy deposition in the sapphire is not the governing parameter in the reduction process. On the other hand, an excellent fit to the data is obtained using the amplitude of the energy deposition profile at the Si-Al$_2$O$_3$ interface. This suggests that electron injection into the sapphire is the dominant leakage current reduction mechanism. If traps are distributed within the sapphire, that conclusion is inescapable. If, however, traps are located at the interface, the above finding does not rule out radiation-induced depopulation as a contributing mechanism.

Having described the energy dependence of the reduction process, we now return to consideration of the energy dependence of saturation leakage current and relative production effectiveness (Figures 52 and 53). Whereas with zero bias only the reduction process is operative, under bias both the production and reduction processes occur simultaneously, the latter coming into play as saturation is approached. If the former is governed by $f(E)$ and the latter by $dE/dx$ (evaluated at the interface), then both saturation leakage current and production effectiveness should be described by an appropriate weighting of these two terms. The fits in Figures 52 and 53 were obtained in this way, and they show the expected decrease in saturation leakage current and production effectiveness at low beam energies. Since neither of these sets of data can be fit based on $f(E)$ alone and since the fits shown are reasonable, the model in which traps are located at the interface appears just as tenable as the one seemingly implied by the saturation data, namely that the traps are distributed.

An additional experiment was performed to examine the reduction process. Leakage current induced by means of a relatively penetrating 30-keV beam was reduced by means of a 12-keV zero-bias irradiation. Full recovery was observed, which confirms that if hole traps are distributed, electron injection is the dominant recovery mechanism. Trap depopulation would not result in complete elimination of distributed trapped charge using the less-penetrating beam.

4.4 DISCUSSION

Results of the present study suggest the following model for radiation-induced production and reduction of back-channel leakage current in n-channel SOS transistors. Ionizing radiation which penetrates into the sapphire substrate generates electron-hole pairs.
therein. When a drain-to-source bias is applied, a fringing field exists in the sapphire.\textsuperscript{44} By analogy with phenomena in irradiated SiO\textsubscript{2} layers,\textsuperscript{45} we postulate that this fringing field serves to sweep electrons out of the Al\textsubscript{2}O\textsubscript{3} while holes are trapped. For the case of spatially distributed traps, the holes will be trapped very near their point of generation. If all the traps are at the Si-Al\textsubscript{2}O\textsubscript{3} interface, then the fringing field will drive a portion of the holes to these sites where they are trapped. The fraction of generated pairs which recombinest before electron sweepout occurs should decrease with increasing fringing field (i.e., increasing V\textsubscript{ds}), and thus the density of trapped holes should also increase. That is, I\textsubscript{L} should increase with V\textsubscript{ds} in agreement with experiment.\textsuperscript{46} As the dose deposited in the sapphire increases for a fixed value of V\textsubscript{ds}, I\textsubscript{L} will increase and reach saturation when all hole traps are filled, or, more generally, when a balance is reached between trapping and detrapping events. If irradiation is continued to high doses (\textgreater10\textsuperscript{6} rads(Si)), negatively charged states will form at the Si-Al\textsubscript{2}O\textsubscript{3} interface which will serve to reduce I\textsubscript{L} below its saturation value.

For a given value of V\textsubscript{ds}, the fringing field strength decreases with distance into the sapphire. Hence, under the above description, the resulting trapped hole concentration would also decrease with distance into the sapphire under the assumption of a spatial trap distribution. The present results reveal that the first 2 μm of the sapphire is the important region in the I\textsubscript{L} production process. However, it is not yet clear whether this depth is determined by a fall-off in pair generation probability, as governed by the fringing field, or by the range of traps in the sapphire. (This could be determined by repeating the present experiments with different drain biases.) After leakage-current saturation is achieved by irradiation to some high dose with V\textsubscript{ds} applied, continuing the irradiation with V\textsubscript{ds} = 0 causes I\textsubscript{L} to reduce to near its pre-irradiation value. If the traps are spatially distributed, then the recovery mechanism is injection of electrons from the silicon into the sapphire where they recombine with trapped holes. Injected electrons drift in the Coulomb field of the trapped charge and thus can neutralize holes trapped some
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distance from the interface. If the traps are located at the interface, then the recovery mechanisms are electron injection and/or radiation-induced trap depopulation.

Harari, Wang and Royce, and Williams et al. have performed optical experiments in which radiation-induced leakage current in n-channel SOS transistors was significantly reduced by illuminating the sapphire substrate under conditions of zero drain bias. Recovery under 3.6 eV illumination was ascribed by Harari to electron injection from Si into Al₂O₃. Wang and Williams observed recovery under 2.5 eV illumination which was attributed to photodepopulation of trapped holes. In principle, it is possible to isolate the depopulation process from the injection process using optical methods. For electron-beam excitation, both recovery mechanisms are energetically allowed under all experimental conditions.

Habing and Shafer observed radiation-induced reduction of built-up positive charge in the gate oxide of CMOS-on-bulk-silicon devices when devices previously irradiated under positive gate bias were further irradiated with zero gate bias. They postulated electron injection from Si into SiO₂ as the recovery mechanism, and their results appear to be analogous to the present observation of back-channel leakage current reduction.

The most attractive phenomenological explanation for differences between the radiation response of wet- and dry-oxide devices was judged here to be the existence of a larger trap density in the dry-oxide case. The only processing difference was the gate oxide growth temperature and time. EerNisse and Derbenwick have developed a model for the radiation sensitivity of the SiO₂-Si system involving interfacial stress. They postulate that production of hole traps in the oxide is related to viscous shear flow. It is not presently clear whether their model could account for significant hole trap density differences in two Si-Al₂O₃ systems.

---
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which experienced somewhat different high-temperature treatments (925°C for 60 min versus 1000°C for 150 min). This appears to be a worthwhile point to pursue since if their model were successful in explaining such differences it then might become clear how to optimize SOS processing in terms of minimizing radiation-induced leakage current.

4.5 CONCLUSIONS

Major observations made and conclusions reached in this study are the following: (a) the same functional dependence of radiation-induced leakage current on ionizing dose is exhibited for devices with wet and dry gate oxides; (b) differences in the radiation sensitivity of wet- and dry-oxide devices were attributed to a larger density of hole traps in the sapphire for dry-oxide devices; (c) the temperature dependence of leakage current was attributed to that of back-channel carrier mobility in all cases except for unirradiated wet-oxide devices at room temperature and above where thermal generation dominates; (d) reduction of radiation-induced leakage current to near its pre-irradiation value can be readily accomplished by continuing to irradiate a device with \( V_{ds} = 0 \); (e) energy must be deposited in the sapphire before radiation-induced increases in leakage current will be observed; (f) energy deposition in the sapphire bulk (i.e., several \( \mu \text{m} \) from the interface) is unimportant in terms of giving rise to leakage current; the region which is effective in producing such currents extends into the sapphire a distance on the order of 2 \( \mu \text{m} \) from the interface for a drain bias of 5V; (g) if hole traps are spatially distributed, injection of electrons from Si into Al\(_2\)O\(_3\) is the dominant recovery mechanism in the process of radiation-induced reduction of leakage current.
SECTION 5.0
MOS HARDENING APPROACHES FOR LOW-TEMPERATURE APPLICATIONS *

5.1 INTRODUCTION

Various low-temperature applications of MOS devices have arisen in the past few years, including amplification, signal processing, and infrared imaging. Charge transfer devices (CTDs) and MOS transistors are used in these applications at operating temperatures less than 100 K. If such devices are also employed in an ionizing radiation environment, behavior can differ appreciably from that for room-temperature operation. In particular, threshold voltage shifts in irradiated MOS transistors (or flatband voltage shifts in MOS capacitors) are significantly larger at low temperatures than at room temperature for devices containing SiO$_2$ gate insulators. The reason for this is that holes generated in the oxide by ionizing radiation are relatively immobile at low temperatures except when the electric field applied to the oxide during irradiation is high ($> 2 \times 10^6$ V/cm). At lower fields, those electrons generated during irradiation that escape recombination are swept out of the oxide, leaving behind a trapped hole population which gives rise to large threshold shifts. A hole that does not recombine at low temperatures is trapped very near its point of generation. It is also noteworthy that MOS devices which are
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radiation tolerant at room temperature exhibit significant radiation-induced changes at low temperatures. This section discusses approaches for reducing the sensitivity of MOS devices to low-temperature charge buildup. Included are analytical and experimental results relating to potential hardening techniques. Results presented herein should be useful in the development of radiation-tolerant MOS devices for low-temperature applications.

5.2 HARDENING APPROACHES

The basic effects of total ionizing dose on an MOS device are charge buildup in the oxide layer and interface state production at the SiO$_2$-Si interface. Both of these effects give rise to flatband and threshold voltage shifts; additionally, interface state creation causes channel mobility reduction in transistors and increases in dark current and transfer inefficiency in CTDs. As mentioned above, charge buildup in SiO$_2$ films is significantly more severe at low temperatures than at room temperature. An understanding of the basic mechanisms associated with this phenomenon leads us to suggest the following approaches to alleviating charge buildup problems at low temperatures: (1) carefully select the field applied to the oxide; (2) ion implant the oxide; (3) use a thin oxide; (4) use an insulating film other than SiO$_2$. This last item is not pursued here. Such an approach may prove to be impractical, but it should be noted that Boesch has observed Al$_2$O$_3$ films on silicon to be significantly more radiation tolerant at low temperatures than their SiO$_2$ counterparts. The first potential hardening approach -- selection of applied field -- arose from the observation that holes are mobile at high fields in SiO$_2$ films irradiated at low temperatures. Transporting holes out of the oxide reduces the threshold shift in an irradiated transistor. We have explored this concept through experiment and analysis and findings are presented below. Regarding the approach of hardening by ion implanting the oxide, previous data showed that improved radiation tolerance can be achieved by this method. In the present work, further analysis of ion implantation effects is

given, including a treatment of the effect of implantation depth on oxide hardness. The third hardening approach -- use of a thin oxide -- is beneficial for devices operated at room temperature. This same procedure is also applicable for low-temperature operation because the total amount of positive charge trapped throughout the oxide decreases with decreasing thickness and therefore threshold voltage shift will also decrease. We treat these three topics in turn.

5.3 EFFECTS OF APPLIED FIELD

5.3.1 Experimental Results

Experiments were performed to examine the applied field dependence of low-temperature charge buildup in SiO₂ films. Test vehicles for this study were MOS capacitors fabricated by Hughes Aircraft using procedures developed by Aubuchon. These Al-gate devices contained a dry thermal oxide (910 Å) on an n-type silicon substrate (2 to 5 Ω-cm). Irradiations were performed at both room temperature and 77 K using the Co⁶⁰ source at Northrop Research and Technology Center. The dose rate for these experiments was 40 rads(Si)/s as determined by CaF₂ thermoluminescent dosimeters. Flatband voltage was determined at several total doses for each device from in situ capacitance-vs-voltage measurements made with a PAR Model 410 CV plotter (1 MHz).

Figure 55 shows flatband voltage shift at 10⁵ rads(Si) versus voltage applied during irradiation for a group of identical MOS capacitors. Data are shown for 77 K and room temperature and each data point was obtained from measurements on a single device. That is, forty devices were used to acquire the data. Figure 56 shows similar data after a total dose of 10⁶ rads(Si) for the same devices represented in Figure 55. For +10V applied, the 77K voltage shift at this dose is a factor of 7.5 larger than that at room temperature. For an applied voltage somewhat less than or considerably greater than +10V, the flatband shift at 77 K is significantly less than the peak value.

Figure 55. Flatband voltage shift at $10^5$ rads(Si) vs applied voltage for MOS capacitors irradiated at 77 K and at room temperature at a dose rate of 40 rads(Si)/s.

Figure 56. Flatband voltage shift at $10^6$ rads(Si) vs applied voltage for MOS capacitors irradiated at 77 K and at room temperature at a dose rate of 40 rads(Si)/s.
Negative bias results for the present devices (n-type substrate) should be indicative of behavior expected for an enhancement-mode p-channel transistor. For this application, it is seen that the oxide film studied is indeed radiation resistant at room temperature. At an applied voltage of -10V, after $10^6$ rads, the flatband voltage shift is quite small (~0.3V). On the other hand, under the same conditions the flatband shift at 77 K is 9V, a factor of thirty larger than at room temperature. The present data again demonstrate that SiO$_2$ films which are resistant to ionizing radiation effects at room temperature will experience significant charge buildup at low temperatures.

The rather interesting double-hump structure of low-temperature data in Figures 55 and 56 can be understood qualitatively as follows. At low fields (<2 x $10^6$ V/cm) a portion of the electron-hole pairs generated by radiation in the oxide film recombine. Electrons escaping recombination are swept out while remaining holes are "frozen in." As the field is increased, a larger fraction of electrons escapes recombination leaving an increasingly larger amount of uniformly-distributed positive charge. Thus, the flatband shift $\Delta V_{FB}$ at a given dose increases with increasing applied voltage. At higher fields, the holes become mobile which results in less positive charge in the oxide and thus gives rise to the observed decrease in $\Delta V_{FB}$ with increasing bias.

It is important to note that the high-field data of Figures 55 and 56 are only applicable to the case of a relatively low steady-state ionizing dose rate and do not apply at early times following pulsed bombardment. This point is made clear in Figure 57 where the fraction of generated holes collected at time $t$ after an ionizing burst (10-μs pulse of 5-keV electrons) is plotted versus temperature for several values of $t$. (Information in Figure 57 is based on data in Ref. 55.) The data shown are for a relatively high value of applied field (4 x $10^6$ V/cm). At 90 K, very few holes have been transported to the electrodes at early times following the burst and thus $\Delta V_{FB}$ will be large for high doses. At $t=10$ sec, a significant amount of hole transport has taken place so $\Delta V_{FB}$ will be significantly less than at early times. The data of Figure 55 were obtained after a 42-min irradiation and therefore considerable hole transport occurred at high fields during bombardment.
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5.3.2 Analysis of Applied Field Effects

A quantitative framework for describing the data in Figures 55 and 56 is now presented. As a starting point, we assume for an MOS capacitor (unimplanted) in an ionizing radiation environment that all electrons generated in the oxide which escape initial recombination are swept out, leaving behind trapped holes. Consider an oxide layer of thickness $t_{ox}$ in such a device. If a uniform trapped hole concentration $\rho$ exists throughout the oxide, the resulting flatband shift is given by

$$\Delta V_B = \int_{0}^{t_{ox}} \rho(x) dx$$

Initial recombination is usually taken to be synonymous with geminate recombination. In a given situation, columnar (or "track") recombination may also be important (see Refs. 60 and 45). We use the term "initial" loosely here to denote the dominant recombination mechanism at early times following pair generation.

\[ \Delta V_{fb} = \left( \frac{\rho}{2e} \right) t_{ox}^2. \]  

(1)

If initial recombination of holes is neglected, the total positive charge density generated by ionizing radiation can be calculated by assuming 18 eV/pair (translates to $7.9 \times 10^{12}$ pairs/cm$^3$ rad for SiO$_2$). Then, in terms of ionizing dose $\gamma$ in rads(Si), the quantity $\rho$ in coul/cm$^3$ can be expressed as $1.26 \times 10^{-6} \gamma$. Flat-band voltage shift in Eq. (1) is then given by $1.82 \times 10^{-6} \gamma t_{ox}^2$ volts, where $t_{ox}$ is in cm.

Hole motion is now taken into account. The following simple model was considered first. At $t = 0$, electron-hole pairs are generated uniformly in the oxide. At $t = 0^+$, a portion of those pairs have already recombined and all of the remaining electrons are swept out, leaving a uniform "frozen-in" hole distribution. For high applied fields ($>2 \times 10^6$ V/cm), hole transport occurs. At such fields, initial recombination is negligible (discussed below) and thus all generated holes remain in the oxide at $t = 0^+$. In this simple model, the entire distribution of holes is assumed to move uniformly through the oxide. For example, under positive bias the hole population moves a "transport distance" $d_t$ toward the SiO$_2$-Si interface in a time $t_1$.

The model described above was pursued and found to be unsatisfactory in accounting for the data of Figures 55 and 56. Specifically, in determining those values of transport distance $d_t$ required to fit $\Delta V_{fb}$ data, it was found that both the magnitude of $d_t$ at a given field and its functional dependence on applied field disagreed significantly when results for positive and negative bias were compared. This physically unrealistic result led us to employ a more meaningful model in which a distribution of hole mobilities is taken into account. That is, at a given time following carrier excitation the more mobile holes have been swept out of the oxide while their less mobile counterparts remain there until some later time. Such a viewpoint is consistent with both the multiple-trapping model$^{55,61}$ and the CTRW model$^{23,54}$ of charge transport in SiO$_2$.


Figure 58 illustrates this more realistic transport model. Shown is an MOS capacitor with a charge density $\rho$, dependent on distance $x$, superimposed on the oxide. The solid line depicts the charge distribution at a particular time after excitation and we characterize this distribution in terms of a transport distance $d_t$ as in the simple model. However, $d_t$ is now defined differently as shown in the figure. Additionally, it is assumed that when $d_t = t_{ox}/2$, then $\rho$ is equal to its maximum value $\rho_0$ only at the $SiO_2$-$Si$ interface. That is, the "slope" of the charge distribution is assumed to remain constant as charge is swept out of the oxide. The solid line in Figure 58 corresponds to a value for $d_t$ less than $t_{ox}/2$. Also shown for illustration (dashed) are two other cases: $d_t = t_{ox}/2$ and $d_t > t_{ox}/2$.

Expressions for flatband voltage shift in terms of transport distance for the model depicted in Figure 58 are now given. Under an applied positive bias, for $d_t \leq t_{ox}/2$:

$$-\phi - A_0 - Q_{SiO_2} - Si$$

Figure 58. Illustration of a more realistic model for hole motion at high fields and low temperatures in $SiO_2$ (positive bias case). Shown are three hole distributions corresponding to three values of transport distance $d_t$. 
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\[ \Delta V_{fb} = \frac{\rho_0}{\varepsilon_{ox}} \left( \frac{1}{2} t_{ox}^3 - \frac{4}{3} d^3 t \right). \]  

\[ \text{(2)} \]

For \( d \approx t_{ox} / 2 \):

\[ \Delta V_{fb} = \frac{\rho_0}{\varepsilon_{ox}} \left( \frac{2}{3} t_{ox}^3 - 2 t_{ox}^2 \frac{d^2}{t_{ox}} + \frac{4}{3} d^3 \right). \]

\[ \text{(3)} \]

For the case of an applied negative bias, the hole distributions are of the same form as those in Figure 58 except that now we define \( d \) in terms of distance from the \( \text{SiO}_2\)-Si interface. For \( d \approx t_{ox} / 2 \), we obtain

\[ \Delta V_{fb} = \frac{\rho_0}{\varepsilon_{ox}} \left( \frac{4}{3} t_{ox}^3 - 2 t_{ox}^2 \frac{d^2}{t_{ox}} + \frac{1}{2} t_{ox}^3 \right), \]

\[ \text{(4)} \]

and for \( d \approx t_{ox} / 2 \)

\[ \Delta V_{fb} = \frac{4}{3} \rho_0 \left( \frac{t_{ox}}{d^3} - \frac{d}{t_{ox}} \right)^3. \]

\[ \text{(5)} \]

Equations (2) through (5) can be viewed as yielding the temporal dependence of \( \Delta V_{fb} \) since \( d \) is a function of time following bombardment. For a fixed time following bombardment, variations in \( d \) can be obtained by applying different values of field to a set of samples irradiated and measured under otherwise identical conditions.

As mentioned previously, a complication arises when comparing expected and measured flatband voltage shifts at low temperatures for doses greater than \( \sim 10^5 \text{ rads(Si)} \). At such doses, the oxide field will be perturbed due to the substantial charge buildup that exists. This perturbation is manifested as a decrease in field near the metal-\( \text{SiO}_2 \) interface and an increase in field near the \( \text{SiO}_2\)-Si interface. In the increased field region, hole transport will occur if the field there is greater than \( 2 \times 10^6 \text{ V/cm} \). In the decreased field region, more initial recombination of generated electron-hole pairs will occur. Flatband voltage shifts will be reduced by both of these mechanisms relative to values expected on the basis of a uniform field throughout the oxide. Hence, in analysis of the present

experimental results we only treat data obtained at $10^5$ rads (Si) (Figure 55) in an attempt to avoid these complications. (Calculations by Boesch and McGarrity\textsuperscript{56} for an oxide of thickness similar to that utilized here indicate non-negligible field modification at $10^5$ rads (Si) for a device irradiated at 80K with a 10V bias. Assuming that their calculations apply quantitatively to the present experimental conditions, it still appears likely that the predicted field perturbation for this dose would not significantly alter conclusions made below which are based on data fitting with the model of Figure 58.)

Analysis of low-temperature flatband shift versus applied voltage data in Figure 55 was performed using Eqs. (1) through (5). At $10^5$ rads (Si) for an oxide thickness of 910 Å, Eq. (1) yields $\Delta V_{fb} = 15.2V$. That is, the maximum predicted value of $\Delta V_{fb}$ is 15.2V and this value should result when all holes generated in the oxide at $10^5$ rads are trapped without being transported and all generated electrons are swept out. Measured $\Delta V_{fb}$ arises from holes trapped in the oxide and the amount and distribution of these trapped charges can be attributed to two field-dependent effects. First, the number of holes available for contributing to $\Delta V_{fb}$ depends on the amount of initial recombination that has occurred. That is, the dependence of electron yield on applied field is important. As yield increases, $\Delta V_{fb}$ increases. Second, at high fields holes are transported out of the oxide, thereby reducing $\Delta V_{fb}$.

Boesch and McGarrity\textsuperscript{56} determined the field dependence of electron yield\textsuperscript{56} for MOS capacitors irradiated at 80K by measuring $\Delta V_{fb}$ at early times following pulsed excitation (4-μs pulse of 13-MeV electrons). For fields $> 2 \times 10^6$ V/cm, they observed a nearly saturated yield corresponding to sweepout of nearly all the electrons generated. At such fields, apparently all generated electrons escape initial recombination and are swept out of the oxide. For MOS capacitors irradiated at low temperatures, we prefer to ascribe the increase in $\Delta V_{fb}$ with field to an increase in "electron yield" since the number of electrons escaping recombination and being swept out of the oxide increases with field. One could also describe the same situation in terms of "hole yield" since the number of trapped holes also increases with field (except at high fields) and gives rise to increases in $\Delta V_{fb}$. Boesch\textsuperscript{56} used the latter nomenclature.

Figure 59. Transport distance vs applied field based on calculations using the model illustrated in Figure 58.

In this regime, $\Delta V_{fb}$ can be attributed to the entire generated hole population modified by transport according to the model of Figure 58.

An iterative procedure was used in conjunction with Eqs. (2) and (5) to calculate transport distance $d_t$ based on measured values of $\Delta V_{fb}$ at $10^5$ rads (77 K data of Figure 55). Figure 59 shows results of these calculations in terms of $d_t$ versus oxide field. For fields $> 3 \times 10^5$ V/cm, positive and negative bias results are in good agreement. As mentioned above, such agreement is expected for a physically meaningful model. These high-field results are fit reasonably well with a unity-slope line. At lower fields, deviation of the calculated points from this line is due to the influence of electron yield. That is, Eqs. (2) through (5) assume that all generated electrons have been swept out which is not the case at lower fields. The unity-slope fit yields $d_t = kE$, where $k = 1.5 \times 10^{-12}$ cm$^2$V$^{-1}$. This expression was then used to fit positive bias flatband shift data. Equations (2) and (3) were utilized to obtain an appropriate charge transport curve and the result is shown in Figure 60. The next step was to empirically fit a yield-vs-field curve to the low-field data. The criterion employed was to obtain a curve that, when considered simultaneously with the charge transport curve, would yield a good composite fit to the experimental data. The resulting curve is shown in Figure 60 along with the composite fit (solid curve).
Figure 60. Flatband voltage shift at 77 K vs oxide field for the case of an applied positive bias. Results of data fitting using the charge transport model of Figure 58 in conjunction with a yield-vs-field component are shown.

This fit, the charge transport curve is multiplied by the yield-vs-field curve normalized to its saturation value.) By considering the charge-transport and the yield-vs-field mechanisms jointly, an excellent fit to the applied field dependence of flatband voltage shift at 77 K is obtained.

The same fitting procedure was also applied to negative bias data. A charge transport curve fit the highest-field data but deviated from the data at intermediate fields. Reducing k to 1.4 x 10^{12} improved the transport fit somewhat. A rather severe linear yield-vs-field curve was required, in conjunction with either of these transport curves, to obtain a fit for data at fields < 2 x 10^{6} V/cm. A composite fit exhibited a good fit to the data for fields < 10^{6} V/cm and > 3 x 10^{6} V/cm. The peak of the composite fit occurred at a somewhat lower field than exhibited by the data. Although the general features of the negative bias data are well described by the modeling approach employed, the fit obtained was not as good as that for positive bias.
The influence of an initial transport distance $d_0$ on the data fitting procedure was considered. Boesch and McGarrity\textsuperscript{56} observed that initial flatband shifts at 80 K differed slightly depending on the polarity of the applied bias. They account for this observation in terms of an initial transport of holes in the valence band subsequent to thermalization but before the first capture event. It seems reasonable to expect that $d_0$ will vary directly with applied field and thus correspond to an initial Schubweg. Treated in this manner, $d_0$ was found to have negligible effect on the fitting procedures used here for positive bias data. For negative bias, an initial Schubweg has an important effect. However, such a modification to the fitting procedure actually caused the fit at high fields to be worse than without this correction.

It is of interest to compare the yield-vs-field curve in Figure 60 with previous findings. Figure 61 shows this curve along with that obtained by Boesch.\textsuperscript{56} The shape of the two curves is nearly the same and excellent agreement is noted for fields $\geq 2 \times 10^6$ V/cm. This agreement supports the validity of the present modeling approach. Boesch obtained the solid curve of Figure 61 by measuring $\Delta V_{fb}$ shortly ($\sim 1 \text{ ms}$) after a pulse of ionizing radiation. At such times, the dependence of $\Delta V_{fb}$ on applied field follows the electron yield-vs-field curve because hole transport is negligible. At much later times, or in a steady-state ionizing radiation environment, data such as that in Figures 55 and 56 are obtained.

It is perhaps surprising that transport distance was observed to depend linearly on field for data of both polarities in Figure 59. Such a dependence yields an effective hole mobility that is independent of field. To obtain a rough estimate of mobility, a characteristic time of 21 min. (i.e., one-half the time it takes to deliver $10^5$ rads at a rate of 40 rads/s) was assumed. From Figure 59, $d(d_{l1})/dE = k_1 = 1.5 \times 10^{-12}$ cm$^2$V$^{-1}$, which yields an estimated mobility of $\sim 10^{-15}$ cm$^2$/Vsec. This observation is in contrast to previous results\textsuperscript{55,61} in which mobility was noted to depend on $E^3$ at intermediate temperatures and on $E^{13}$ at low temperature (90 K). However,

mobility was derived in a different manner than in the cited work. In the present case, a quantity related to carrier transport was measured at a fixed time following bombardment whereas in previous determinations a fixed amount of transported charge was used as the basis for evaluating mobility. We have found that evaluating field-dependent transport data by these two methods can yield significantly different results and this feature may be responsible for observations of a field-independent mobility in one case and a strong field dependence in other cases. The fact that test specimens used in the present study were different from those employed in previous work may also be important. The most important observation to be made, however, is that the region of apparent linearity in Figure 59 is fairly narrow. At low fields the dependence of carrier yield on applied field is important and at high fields saturation of $d_c$ is expected. These two effects possibly mask a nonlinear dependence of transport distance on field and, thus, a field-dependent mobility.

---

5.4 EFFECTS OF ION IMPLANTATION

A reasonable approach to reducing the effects of positive charge buildup in SiO₂ films irradiated at low temperatures is to introduce electron traps for compensation. Electron (and hole) traps can be introduced into SiO₂ by ion implantation and we have previously examined charge buildup at 77 K in an Al⁻⁺-implanted specimen. A factor of two improvement was observed compared to an unimplanted device. The implantation employed was not optimum since traps were only introduced into that half of the oxide nearer the Al-SiO₂ interface. Analysis of ion implantation effects is presented here which is useful for defining optimum structures and for predicting low-temperature radiation response. (This analysis is an extension of previous work to low-temperature conditions.)

Consider an MOS capacitor with an ion-implanted oxide. We denote the implantation depth as d₁ (measured from the metal-SiO₂ interface) and the region between this interface and d₁ is assumed to be uniformly damaged, i.e., to contain a uniform trap concentration. The mean electron range (Schubweg) wₑ in the implanted zone between the metal-SiO₂ interface and d₁ is given by μₑ τₑ E, where μₑ and τₑ are mobility and lifetime, respectively, and E is applied electric field. It is assumed that at low temperatures all holes generated in the oxide by ionizing radiation in both the implanted and unimplanted zones are immobile. All electrons generated in the unimplanted zone of the oxide will be swept toward the implanted zone and move an average distance wₑ into this region before being permanently trapped. The case of a positive bias applied to the metal electrode is considered here.

Electrons generated in the implanted region will move an average distance wₑ toward the metal electrode before being permanently trapped. Thus, the average position of these trapped electrons is a distance (d₁ - wₑ)/2 from the metal-SiO₂ interface. Electrons generated in the unimplanted region of the oxide will be swept toward the implanted zone and move an average distance wₑ into this region before being permanently trapped. The average position of these trapped electrons is a distance d₁ - wₑ from the

---

metal-SiO$_2$ interface. Thus, electrons trapped at two average positions in the implanted region will compensate for a portion of the positive charge which, by assumption, is trapped uniformly throughout the oxide.

It is of interest to compare expected flatband voltage shifts for implanted and unimplanted MOS capacitors. For an unimplanted unit, the average position of the trapped positive charge is at $t_{ox}/2$. For an implanted sample, the two contributions to $\Delta V_{fb}$ from trapped electrons are subtracted from the trapped hole contribution. In addition, different fractions of the total amount of negative charge generated are trapped at the two average positions. It can be shown that the ratio of flatband voltage shifts for implanted and unimplanted specimens is given by

$$\frac{\Delta V_{fb} \text{ (implanted)}}{\Delta V_{fb} \text{ (unimplanted)}} = 1 - \left(\frac{d_i - \mu e}{t_{ox}}\right) \left[\frac{1}{2} - \left(\frac{d_i + \mu e}{t_{ox}}\right)^2\right].$$  \hspace{1cm} (6)

Equation (6) relates the expected reduction in $\Delta V_{fb}$ accomplished by implantation to both the Schubweg in the implanted zone and the implantation depth. In order to perform example calculations, a value for $\mu_e$ is needed. Previous work$^{62}$ yielded a $\mu_e \tau_e$ value at room temperature of $\sim 2 \times 10^{-12}$ cm$^2$V$^{-1}$ for the implanted zone of 20-keV Al$^+$-implanted specimens (fluence = $10^{15}$ cm$^{-2}$). For an applied field of $10^{6}$ V/cm, this value translates to a value for $\mu_e$ of 200 Å. We assume that $\mu_e$ is temperature independent and thus that the $\mu_e \tau_e$ value obtained at room temperature can be applied at low temperatures. The primary temperature dependence expected is that of capture cross-section and this consideration is neglected here for simplicity. Figure 62 presents results of calculations performed using Eq. (6). The quantity $\Delta V_{fb} \text{ (implanted)} / \Delta V_{fb} \text{ (unimplanted)}$ is plotted versus implantation depth for three values of $\mu_e$ and an oxide thickness of 1000 Å. The $\mu_e$ value of 200 Å was chosen to be representative of conditions for a field of $10^6$ V/cm and an implantation fluence of $10^{15}$ cm$^{-2}$. The lower values of $\mu_e$ were selected to examine the expected effects of higher fluences (i.e., shorter electron Schubweg). The intuitively obvious results were obtained: increasing the ratio of implantation depth to oxide thickness and/or reducing the electron Schubweg.

---

Figure 62. The calculated ratio of $\Delta V_{fb}$ (implanted) to $\Delta V_{fb}$ (unimplanted) vs implantation depth for three values of electron Schubweg.
reduces $\Delta V_{fb}$ for an implanted specimen relative to that for an unimplanted unit. For example, implanting ions to a depth of 800 Å at such a fluence to cause $w_e$ to equal 20 Å is predicted to reduce $\Delta V_{fb}$ by a factor of 13.

As the applied field is increased, $w_e$ will increase with the result that a larger fraction of the electrons generated escape being trapped in the implanted zone. This effect will diminish the degree of compensation of trapped positive charge. However, as discussed above, holes are mobile at high fields in unimplanted SiO$_2$ films at low temperatures. In a more complete analysis of charge compensation and charge buildup in implanted specimens at low temperatures, one should consider motion of holes out of the unimplanted zone into either the silicon substrate or into the implanted region, depending on the polarity of the applied bias. In addition to neglecting hole transport, initial recombination of generated electrons and holes was not considered in the above discussion. The assumption was made in previous work$^{62}$ that ion implantation has no effect on the processes of generation and initial recombination of electron-hole pairs, and that same assumption was made here in developing Eq. (6).

5.5 EFFECTS OF OXIDE THICKNESS

The degree of radiation tolerance achievable at low temperatures by reducing the oxide thickness is now considered. Decreasing $t_{OX}$ increases the oxide field for a constant applied voltage. Thus, $\Delta V_{fb}$ is reduced in two ways: (1) the total number of holes generated in the oxide decreases; (2) charge transport increases. Sander and Gregory$^{53}$ observed threshold voltage shift to vary as $t_{OX}^2$ for a set of MOS transistors irradiated at 76 K. The model they used to account for this observation is that which leads to Eq. (1). The present work reveals that for high applied fields this simple model is inadequate since significant transport of holes out of the oxide occurs. Equation (1) gives the maximum flatband shift ($\Delta V_{FB}^0$) that can occur at a given dose for a fixed oxide thickness and this maximum results when all electrons generated are swept out and no recombination occurs. Equations (2) through (5) can also be rewritten in terms of $\Delta V_{FB}^0$. Additionally, transport distance $d_t$ is


given by \( kE \) (Figure 59). Also, \( E = V/t_{ox} \), where \( V \) is applied voltage. Thus, \( d_t = kV/t_{ox} \) and Eqs. (2) and (3) can be rewritten as

\[
\Delta V_{fb} = \Delta V_{fb}^m \left( 1 - \frac{8}{3} \left( \frac{kV}{t_{ox}} \right)^3 \right)
\]

for \( d_t \leq t_{ox}/2 \) (or \( t_{ox} \geq (2kV)^{1/2} \)), and

\[
\Delta V_{fb} = \Delta V_{fb}^m \left( \frac{4}{3} - 4 \left( \frac{kV}{t_{ox}} \right)^2 + \frac{8}{3} \left( \frac{kV}{t_{ox}} \right)^3 \right)
\]

for \( d_t \geq t_{ox}/2 \) (or \( t_{ox} \leq (2kV)^{1/2} \)). These expressions contain both the thickness and applied-field dependences of low-temperature flatband shift.

When applying Eqs. (7) and (8), it should be noted that all holes have been transported out of the oxide when \( d_t = t_{ox} \). This condition can also be expressed as \( t_{ox} = (kV)^{1/2} \), thereby giving a minimum value of \( t_{ox} \) for which (7) and (8) apply. Figure 63 shows results of calculations using these equations and Eq. (1). The solid curve corresponds to the maximum shift attainable for oxide thicknesses from 300 to 900 \( \AA \) after 10\(^5\) rads(Si). The dashed curves correspond to various values of applied voltage and these curves reveal the reduction in \( \Delta V_{fb} \) that occurs due to hole transport.

An example will illustrate the effectiveness of reducing \( t_{ox} \) in increasing radiation tolerance. Consider calculations for 900 \( \AA \) and 450 \( \AA \) oxides in Figure 63. The maximum shifts are 14.7 and 3.7V for these cases, respectively, and this reduction is due to the \( t_{ox}^2 \) dependence of \( \Delta V_{fb} \). The reduction in charge buildup is much more dramatic when a field is applied. For 10V applied, the predicted reduction in \( \Delta V_{fb} \) due to hole transport is insignificant (14.7V reduces to 14.5V) at 900 \( \AA \). However, at 450 \( \AA \), the maximum shift of 3.7V is predicted to be reduced to 0.82V. Thus, the present calculations indicate that for an applied voltage of 10V, reducing \( t_{ox} \) from 900 to 450 \( \AA \) will decrease \( \Delta V_{fb} \) by a factor of ~18. If reliable thin \( (\lesssim 500 \AA) \) oxides can be fabricated for use at applied voltages \( \geq 10V \), then it appears that low-temperature charge buildup problems will be largely eliminated in a steady-state
Figure 63. Calculated flatband voltage shift at $10^5$ rads(Si) vs oxide thickness for four values of applied voltage. Also shown (solid curve) is the maximum flatband shift which results when there is no recombination and no hole transport.
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ionizing radiation environment. However, this hardening approach will not be nearly as effective at early times following pulsed bombardment. For that case, the reduction in $\Delta V_{fs}$ that results when $t_{ox}$ is reduced will follow the solid curve of Figure 63.

5.6 SUMMARY AND CONCLUSIONS

We have found that the applied field dependence of flatband voltage shift in MOS capacitors irradiated at 77 K can be accounted for in terms of the field dependence of electron yield and the transport of holes at high fields. Analysis of ion implantation effects indicates that a significant improvement in radiation tolerance should be achievable at low temperatures by this method. A simultaneous consideration of the effects of oxide thickness and applied field on charge buildup in an unimplanted oxide suggests that reducing $t_{ox}$ to $\leq 500$ Å will largely eliminate low-temperature problems in a steady-state ionizing radiation environment as long as the applied voltage is $\geq 10$V. If such conditions prove to be impractical, then ion implantation may be a valuable hardening procedure. Use of a thin oxide with a relatively high applied field appears to be a more attractive approach to realizing hardened MOS devices for low-temperature applications in a steady-state environment. At early times following pulsed bombardment, this approach will not be as effective.
SECTION 6.0
DETERMINATION OF THE DIFFUSION LENGTH AND DRIFT MOBILITY IN SILICON BY USE OF A MODULATED SEM BEAM*

6.1 INTRODUCTION

The parameters of minority-carrier diffusion length and drift mobility are of importance in all semiconductor devices relying on minority-carrier conduction, such as bipolar transistors and solar cells. When minority carriers are locally injected into a semiconductor, the spatial distribution is governed by the diffusion length and the temporal decay by the lifetime. These quantities are related by the drift mobility. The lifetime in silicon is found to be extremely sensitive to material imperfections and the concentration of certain impurities. For example, these factors may limit the efficiency of solar cells in that the effective collection volume for generated carriers is given by the diffusion length. Currently, efforts are underway to develop technologies for low-cost silicon solar cells for terrestrial applications. The large cost reduction required compels the use of silicon which is considerably less ideal than that employed in space cells. The material may be marginal in diffusion length, nonhomogeneous or even polycrystalline. In such material, the drift mobility may differ from that expected in high-grade silicon and therefore needs to be characterized in addition to lifetime or diffusion length. If lifetime is measured, moreover, the drift mobility is required to determine the equivalent diffusion length. Since drift mobilities are difficult to obtain experimentally, particularly in materials of short diffusion length, Hall measurements of mobility are generally relied upon. The measured quantity here is the majority-carrier mobility. Moreover, such measurements lead to erroneous conclusions in the presence of the type of inhomogeneities expected to characterize low-grade silicon. A direct determination

* The original research upon which this section is based was performed under previous HDL contracts (DAAG39-73-C-0171 and DAAG39-69-C-0039). The review of that work given here was prepared during the present contract period and presented at the 1978 Scanning Electron Microscopy Symposium.
of minority-carrier drift mobility would therefore be of interest. In the technique discussed here, both diffusion length and drift mobility may be determined.

Another problem to which the present methods are applicable is the degradation of bipolar transistors under energetic neutron bombardment. In the case of microwave (narrow basewidth) transistors, for example, decrease in drift mobility with fluence may be determinative. This occurs at such high fluences that the diffusion length will have degraded to the order of a few \( \mu m \), requiring the determination of transport properties within spatial resolution of this order.

The conventional method of measuring the drift mobility is the Haynes-Shockley\textsuperscript{63} technique in which the transport time of a pulse of minority carriers is monitored under application of a known field. The degradation of drift mobility in germanium under neutron bombardment has been studied in this manner.\textsuperscript{64} The method is difficult to implement for material of short diffusion length, however, and the alternative approach proposed here, which may be regarded as a cw-equivalent of the above pulse technique, is more suitable to this case. A modulated SEM beam is employed as a source of minority carriers and a planar junction as a collector of these carriers. Injected carriers are swept toward or away from the junction by means of an applied field and changes in signal delay per unit field are used to derive the mobility.

Since the above technique requires special sample geometries and unusual experimental facilities, it is not likely to find wide application. Comparison of the above method was therefore made with field-free methods of determining the drift mobility which could readily be performed elsewhere. These methods are based on the frequency dependence of the observed diffusion length and measurement of the diffusion velocity. Such measurements yield both the diffusion length \( (L) \) and the lifetime \( (\tau) \), which are related by the equation

\[
L = \sqrt{D\tau},
\]

\textsuperscript{63} J.R. Haynes and W. Shockley, Phys. Rev. 81, 835 (1951).
\textsuperscript{64} A.A. El-Difrawi, T.H. Yeh, and J.E. Christopher, J. Appl. Phys. 47, 272 (1976).
where $D$ is the diffusivity. The mobility ($\mu$) and diffusivity are in turn related by the Einstein relation

$$eD = \mu kT.$$  \hfill (2)

Approximate agreement among these various methods was found, and on this basis an experimental procedure is given here for the measurement of both the bulk diffusion length and the drift mobility.

### 6.2 EXPERIMENTAL PROCEDURE

The measurement of drift mobility was performed using a Jeol JSM-2 scanning electron microscope modified to permit intensity-modulation of the beam by deflection past an aperture. Signal recovery of the phase and amplitude information was by means of a network analyzer. The experimental design is illustrated schematically in Figure 64. A signal generator (HP8601) furnished the deflection signal as well as a phase and amplitude reference for the network analyzer (HP8407), permitting

![Figure 64](image)

**Figure 64.** Schematic diagram of apparatus for narrowband signal recovery of the modulated beam response in amplitude and phase.
measurements in the range of 100 kHz to 110 MHz. The deflection signal is amplified by a 0.5W broadband amplifier and applied to a resonant deflection structure. A dc bias is also applied to the deflection plates to yield 50% duty cycle. The deflection plates are 0.5 x 2-in. microstrip substrates placed in the drift space beneath the anode. They were placed as far apart as possible to minimize interference with the beam. Deflection to cut off a 25-kV beam therefore requires some 200 volts. The plates are permanently left in place and do not interfere with conventional operation of the SEM.

The sample holder was provided with a MOSFET preamplifier of 46 dB gain and the sample stage furnished with miniature 50-Ω coax to the chamber wall. Further amplification is provided outside of the SEM. To increase the dynamic range beyond the limit imposed by the 10-kHz noise bandwidth of the network analyzer, a crystal filter was interposed to yield a 10-Hz noise bandwidth. This introduced a phase slope of 90° between 3-dB points, necessitating the frequency stabilization of the signal generator, which was characterized by 100 Hz of incidental frequency modulation. A crystal-stabilized oscillator was used to phase-lock the signal generator. Resultant phase noise was then on the order of 0.3°. (Network analyzers are now available with receiver bandwidths of 10 Hz, which obviates this complication.)

With the sensitivity afforded by the crystal filter, it was found that residual pickup limited the dynamic range. In excess of 200 dB of isolation was required between the drive and output circuitry. The residual pickup was simply cancelled by means of a signal derived from the generator, suitably phase-shifted and attenuated. The phase and amplitude were iteratively adjusted to minimize the amplitude of the observed signal and to obtain a random phase characteristic of pure noise, while the beam current was turned off.

Application of the drift field to the sample was by means of a pulse generator and inverter, which could be adjusted to yield a balanced waveform at the junction position. A small (several kT/e) reverse bias was applied to the junction to reduce the junction capacitance and to make it a more ideal "sink" for minority carriers, insensitive to small bias transients. A typical sample is illustrated in Figure 65. The 3 Ω-cm phosphorus-doped chip is furnished with two large electrodes for application of the field, and with six diffused junctions (of 1-μm depth) in the central area. Two of the junctions are 1-mil x 20-mil (under the long metallization
Figure 65. Silicon chip mounted on LSI package for mobility measurement.

fingers), and four are 1-mil x 1-mil (at the ends of the intermediate-length fingers). Seven ohmic contacts are provided at the ends of the small fingers for potential profiling. One of the bonding pads is furnished with small fingers for calibration of the magnification factor. The chip is mounted on the insulated substrate of an integrated circuit package.

6.3 EXPERIMENTAL RESULTS

Preliminary to the determination of mobility, the diffusion length was measured under ac-excitation conditions by recording the amplitude response as the beam was swept in a direction normal to the junction periphery. Modulation frequencies ranged from 30 kHz to 10 MHz. (The 30-kHz data were taken with an Ithaco 353 logarithmic phase-sensitive detector.) Data obtained at 1 MHz are illustrated in Figure 66 where results are shown for a sweep across one of the junctions. The phase response is also
Figure 66. Amplitude and phase response to a 1-MHz modulated beam as the beam is scanned in a direction normal to the junction peripheries.
given. A 25-keV beam was used. This energy represented a compromise between considerations of ease of deflection and depth of penetration, which governs the importance of surface effects. Beam current was held to less than 30 pA to minimize the volume over which high-injection conditions prevailed (i.e., where the excess carrier concentration was sufficient to modulate the local conductivity). Since the pair creation energy in silicon is approximately 3.65 eV, each 25-keV electron generates on the order of 7000 carrier pairs, so that high-injection conditions certainly prevail within the energy deposition volume.

An analytical expression for the phase and amplitude response for excitation at angular frequency $\omega$ has been given by McKelvey for the one-dimensional case: \(^{65}\)

\[
V(x, \omega) = V(0, \omega) \exp\left(\frac{-x}{L(\omega)}\right) \exp\left(-i \frac{x}{L(0)} \gamma(\omega)\right),
\]

(3)

where $x$ is the distance of the point of injection from the junction. Here $L(\omega)$ is the ac diffusion length, related to the dc diffusion length $L(0)$ by the equation

\[
\frac{L(\omega)}{L(0)} = \left\{ \frac{1}{2} \left[ 1 + \left(1 + (\omega \tau)^2\right)^{1/2} \right] \right\}^{-1/2}
\]

(4)

and $\gamma(\omega)$ is the phase factor given by

\[
\gamma(\omega) = \left\{ \frac{1}{2} \left[ -1 + \left(1 + (\omega \tau)^2\right)^{1/2} \right] \right\}^{+1/2}
\]

(5)

The amplitude function thus yields the ac diffusion length directly. The data of Figure 66 exhibit some variation in the apparent local diffusion length and this is due to deviations from one-dimensional behavior near the junction, as well as to the effects of surface recombination. With increasing distance from the junction, the diffusion length approaches the bulk value. The effects of surface recombination have been treated analytically by vanRoosbroeck, \(^{66}\) and are calculable in principle. However, explicit fitting of the


amplitude function, taking into account surface effects and detector geometry, is deemed to be intractable. vanRoosbroeck has shown that at distances from the junction sufficiently great, surface recombination affects the amplitude only as a multiplicative constant. It is therefore preferable, when possible, to take the experimental approach of providing sufficient dynamic range to yield the bulk value of diffusion length directly. A first-order correction for deviation from one-dimensional geometry was made (discussed below) and a value of 10.9 \( \mu m \) for the diffusion length obtained. The noise level of Figure 66 corresponds to about 4 dB above thermal noise. The phase characteristic has a range of 150° before noise dominates and indicates a uniform signal propagation velocity. Measurements of the kind shown in Figure 66 have previously been made on germanium by Munakata,\(^{67}\) at lower frequencies and for longer diffusion lengths, in order to verify the applicability of the one-dimensional model. Consistency within experimental error was observed.

The drift mobility is derived most directly from the change in signal propagation velocity \( v \), as observed from the change in phase \( \phi \) under application of an electric field \( E \). We have then

\[
\mu = \frac{v_{\text{drift}}}{E} = \frac{1}{E} \left( v - v_0 \right) = \frac{\omega x}{E} \left( \frac{1}{\phi'_x(x)} - \frac{1}{\phi'_0(x)} \right).
\]

(6)

\( v_0 \) is governed strictly by diffusion whereas \( v_E \) has the drift velocity superimposed on it. Field strengths were as high as 30 to 50 V/cm and short pulses were employed to minimize sample heating. Use of the crystal filter, however, limited the signal bandwidth to such an extent that the phase did not settle within the desired pulse lengths. Equivalent information was therefore derived from the amplitude function. Figure 67 shows the amplitude profiles under zero field as well as under retarding and accelerating fields. Analysis assumes that equal amplitude signals correspond to equal propagation times. Thus,

\[
\mu = \frac{1}{E} \left( v_E - v_0 \right) = \frac{v_0}{E} \left( \frac{x_E}{x_0} - 1 \right),
\]

(7)

\(^{67}\)C. Munakata and T.E. Everhart, Japan J. Appl. Phys. 11, 913 (1972).
Figure 67. The dependence of amplitude on distance from the junction under field-free (A, □) conditions, as well as accelerating pulsed field (O), and retarding pulsed field (φ) conditions, for a 1-MHz modulated beam. The applied field was 11 V/cm. The corresponding sets of curves have been separated vertically for clarity, so the amplitude scale is arbitrary.

where $x_E$ and $x_0$ refer to equal-amplitude coordinates on the respective curves. Mobilities determined in this manner were 250 cm$^2$/V-sec and 270 cm$^2$/V-sec on the two sides of the junction. The curves shown in the figure should intersect at the junction periphery and the deviation may be due to conductivity modulation near the point of injection.

Mobilities were also measured using phase information, without the crystal filter. Typical values were consistent with those found above, centering about 240 cm$^2$/V-sec. These values are low
compared to the mobility of about 450 cm$^2$/V-sec expected for holes in 3 Ω-cm n-type material. (Possible reasons for the discrepancy will be discussed below.) The finding of an unexpected low mobility motivated a comparison with other, field-free, methods of determining the mobility.

The mobility may be determined from the diffusivity using the Einstein relationship [Eq. (2)] if both the lifetime and diffusion length are known. Both of these quantities may be determined from measurement of $L(\omega)$ or the signal propagation velocity at a number of frequencies, encompassing such frequencies that $\omega \tau \gg 1$. (See Eqs. (4) and (5).) We have obtained a mobility value by comparison of the 1-MHz diffusion length with the dc value, as well as by measurement of the signal propagation velocity for a wide range of frequencies.

Results for the measurement of the dc diffusion length are shown in Figure 68. The experimental method for this measurement has been described elsewhere.\footnote{S. Othmer and O.L. Curtis, Jr., IEEE Trans. Nucl. Sci. \textbf{20}, 204 (Dec. 1973).} Since the noise limit of the method is imposed by the 1/f-noise of the (unpassivated) detector junction, dynamic range equivalent to that of the ac measurement is obtained by means of signal averaging. The noise level in this measurement is on the order of a few pA. The amplitude function is qualitatively similar to that of Figure 66 in that the apparent diffusion length is foreshortened near the junction, due to surface effects and geometric factors, and approaches a constant value at some distance from the junction. Since the apparent diffusion length is spatially varying, an improvement on a one-dimensional treatment is desirable. The steady-state solution of the diffusion equation in spherical coordinates, for point source excitation, is given by

$$n(r) = \frac{A}{r} \exp(-r/L),$$  \hspace{1cm} (8)

where $n$ is the concentration at distance $r$ from the source and $A$ is an assumed source strength. The measured signal is directly proportional to the value of $n$ at the junction. A fit of the functional form $(1/x) \exp(-x/L)$ to the data yielded a spatially invariant value of diffusion length of 17.6 μm, which was taken to be the bulk value. The same considerations apply to the 1-MHz data. Verification that the data for the two cases are analogous is provided in a log-log...
Figure 68. Measurement of the minority-carrier current as a function of distance from the point of injection to the junction, for the determination of the dc diffusion length. Shown is the output of a multichannel scaler after summation of traces for signal-to-noise enhancement. The amplitude scale is arbitrary.

plot of the amplitude function, shown in Figure 69. The data sets have been superimposed by translation along the two coordinate axes, and the correspondence demonstrates that the only difference between them is the spatial scale (i.e., the bulk diffusion length). The same functional form was therefore used to fit these data and the value of 10.9 µm already referred to was obtained. Using Eq. (4),
Figure 69. Comparison of the dc diffusion length and the 1-MHz diffusion length. The scales are arbitrary and the curves have been displaced along the coordinate axes for superposition.

The lifetime is determined to be 640 ns, the diffusivity 4.84 cm²/sec, and the mobility 190 cm²/V-sec. The precision of this value is poor, due to the use of the rather low frequency of 1 MHz for this short lifetime (ωτ = 4). An error of 10% in the 1-MHz diffusion length implies an error of some 26% in mobility in this case. Nevertheless, the low values of mobility found above with application of an electric field stand confirmed to within the accuracy of this determination.

The second field-free method of determining the drift velocity is based on phase measurements of the signal propagation velocity. The phase shift in Eq. (3) has the form γx/L(0), so that the signal propagation velocity is

\[ v = \frac{L(0)}{\tau} \left( \frac{\omega}{\gamma} \right), \]  

(9)

from which the lifetime may be determined if the dc diffusion length is also known. The signal propagation velocity is closely related to the diffusion velocity, given by L(0)/τ. In the low-frequency limit, the signal propagation is equal to twice the
diffusion velocity. The data obtained for signal propagation velocity are shown in Figure 70 for all of the measurement frequencies. Only the 1-MHz and 3.6-MHz data points were obtained with a crystal filter. Precision of the other data points is considerably poorer — at high frequencies due to limited dynamic range, and at low frequencies due to the fact that the total phase change measured was rather small. The curve shown is a fit to the data which weights the two best data points most heavily. This yields a lifetime of 320 ns, and thus a diffusivity of 9.7 cm$^2$/sec or a mobility of 370 cm$^2$/V-sec. Since the determination is based on data taken at such low frequencies, the margin of error could easily be $+100/-70$ cm$^2$/V-sec in this determination. However, the general conformity of the data to expectations tends to justify the use of a one-dimensional model, and the use of this method of determining the drift mobility.

Figure 70. Plot of signal propagation velocity, determined from phase measurements, vs modulation frequency. The fit shown is based on the one-dimensional model. Refer to the text for discussion of the fit.
6.4 DISCUSSION

Comparison has been made between methods of determining drift mobility which do not require application of a field and those using a pulsed electric field. The data are recapitulated in Table 5. Considerable spread in the measured values was found among the various techniques, but a general tendency for the values to be low compared to expectations was manifested. This is surprising, and several possible explanations have been considered. First, under high-injection conditions, transport is governed not by the drift mobility, but rather by the ambipolar mobility, which tends to zero in the intrinsic limit. At the low beam currents employed here, such high-injection conditions were determined to exist only within the energy deposition volume. Therefore, it is unlikely that this factor is principally responsible for the observation of a low mobility. Moreover, the field-free methods are governed under high-injection conditions by the ambipolar diffusivity, which does not vanish in the intrinsic limit, and is, in fact, larger than the low-injection hole diffusivity in the case of n-type samples. A second possible explanation is that the mobility is reduced due to local heating, but this factor has likewise been found insufficient to explain the observed discrepancy. Finally, it is conceivable that the present measurements are inordinately influenced by the presence of the surface. An upper limit to the possible influence of the surface is indicated by the channel mobilities

Table 5.

<table>
<thead>
<tr>
<th>Measurement Technique</th>
<th>Mobility $^2$ (cm$^2$/V·sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulsed Field, Amplitude Function</td>
<td>250-270</td>
</tr>
<tr>
<td>Pulsed Field, Phase Function</td>
<td>240</td>
</tr>
<tr>
<td>ac-Diffusion Length</td>
<td>190</td>
</tr>
<tr>
<td>Signal Velocity</td>
<td>370</td>
</tr>
<tr>
<td>(Expected Value)</td>
<td>(450)</td>
</tr>
</tbody>
</table>
of MOS transistors, where transport is influenced by the interface and in which mobilities on the order of one-half of bulk mobilities are observed. This effect would seem to be insufficient to explain the discrepancy in the present case, which approaches the conditions for a bulk measurement much more closely.

The spread in the observed mobility values among the various techniques is ascribed principally to the nonoptimal choice of operating frequencies in the case of the field-free techniques, and to the fact that mobility determinations become vastly more difficult at short diffusion lengths. Radiation effects studies at such short diffusion lengths therefore appear to be unattractive. On the other hand, the prospect of using these methods for the characterization of solar cells appears promising. Silicon solar cells must exhibit diffusion lengths of at least 50 μm in order to have any prospect of economic viability and the above techniques should be capable of yielding good mobility values in the range of diffusion lengths above 20 μm.

The principal shortcomings of the above techniques relate to the influence of the surface on the measurements and the assumption of one-dimensional character of transport. Both of these liabilities are remedied if measurements of the ac diffusion length are made with a bevel geometry, in which the bombarded surface and the collecting surface form a wedge of arbitrary apex angle (on the order of 10°). Transport then occurs through the bulk and the effect of the surface on the measurements is totally negligible as long as the surface recombination velocity at the injecting surface is uniform. The transport is also more one-dimensional in character by virtue of the fact that the diffusion front is tangential to the collecting surface. DC measurements of diffusion length by such methods have been quite common, particularly for GaAs. The simple expedient of measuring the amplitude and phase response using two appropriate frequencies should yield both the dc diffusion length and the drift mobility for the material as well as a measure of the spatial uniformity of these parameters. One frequency should be chosen such that \( \omega \tau << 1 \), to yield a diffusion length close to the dc value, and the other should be chosen such that \( \omega \tau > 10 \), to give values for the lifetime on the basis of both the phase and the amplitude response. Jointly, then, these parameters yield the mobility. The determination of good mobility values by this method requires

---

precision not usually associated with diffusion length measurements. We have used the bevel geometry for determining diffusion lengths of 40 μm on solar cells with 5% precision, and have found agreement of this value with a short-circuit current measurement of the diffusion length using the uniform generation of a Cobalt-60 gamma source. Measurement with the bevel geometry clearly does afford the desired accuracy.
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