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1. THE NEED FOR TRACKING SYSTEMS CAPABILITY VERIFICATION/CALIBRATION

THIS BRIEFING WILL BE CONCERNED WITH THE NEED FOR A CAPABILITY TO VERIFY AND CALIBRATE ALL SORTS OF TRACKING SYSTEMS.
THE NEED FOR TRACKING SYSTEM CAPABILITY VERIFICATION/Calibration

EUGENE J. POLLOCK TECHNICAL ADVISOR
2. **RMS Accuracy Test**

This slide concerns itself with a test that was accomplished a few months ago during the EWJT exercise in which, luckily, the RMS-II electronic distributed tracking system was placed or collocated around the Tonopah Test Range theodolite system. We considered this a rare bit of good luck because, as you will see, such a chance as this rarely happens. This is a schematic only and does not exactly represent the true layout of the theodolite, but it is very close.
3A. **RMS-II Accuracy Test Summary**

There were six runs made in this test and, if you will notice, a description of the run is given at the bottom of each chart. There are three controls being used. Green indicates that the data met the stated capability 80% of the time, yellow indicates the capability was met at least 50% of the time, and red indicates that the system did not meet the stated capability 50% of the time.

On the next four charts you will see an original and a revised column. The data were not on-line in any sense, but rather post-flight processed over an extended time by General Dynamics at San Diego. After an extended period General Dynamics suggested that they would like to reprocess the data, so what we see is the first post-flight run, labeled original, and the second, labeled revised. It is very interesting to note that in over 50% of the cases the data were made worse rather than improved.

In each of these slides you will see a position component display giving X, Y and Z. The 1 sigma value of these data was stated to be 25 feet. The delta position is a vectorial computation of components and resolved to 43 feet (1 sigma). It is this delta position that is of most interest. The data accelerations are displayed showing 1/2g or 16 ft/sec². The vectorial velocity and acceleration were not computed.

Runs 1 and 2 were both straight and level, differing primarily in the fact that they were run 90° from each other, the first on a heading of 347 and the second on a heading of 257. Note that in run 1 the position data did not meet the specifications after rerun of the data, while it did meet it 60% of the time in the original data. Both velocity and acceleration on run 1 did, in fact, show agreement with the theodolite data and the RMS data, with the original data showing a 75% agreement (yellow). It is important that we recognize that in these cases the aircraft were flying straight and level and should have shown zero acceleration; therefore, any serious deviation in velocity or acceleration is inexcusable.
### RMS-II Accuracy Test Summary

#### Table: RMS-II Stated Capability vs Original and Revised Values

<table>
<thead>
<tr>
<th>PAR EVAL</th>
<th>RMS-II Stated Capability</th>
<th>RUN 1</th>
<th>RUN 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ORIGINAL</td>
<td>%</td>
</tr>
<tr>
<td>Ωx</td>
<td>+7 to -33 (90)</td>
<td>+2 to -23 (100)</td>
<td>+12 to -37 (90)</td>
</tr>
<tr>
<td>Ωy</td>
<td>-23 to +2 (100)</td>
<td>+5 to -15 (100)</td>
<td>+20 to -18 (100)</td>
</tr>
<tr>
<td>Ωz</td>
<td>-45 to +115 (60)</td>
<td>-110 to -5 (5)</td>
<td>410 to -60 (5)</td>
</tr>
<tr>
<td>Δ POSITION</td>
<td>43 FT (1σ)</td>
<td>10 to 115 (60)</td>
<td>110 to 0 (40)</td>
</tr>
<tr>
<td>Ωv</td>
<td>+16 to -17 (98)</td>
<td>-8 to +9 (100)</td>
<td>+23 to -22 (90)</td>
</tr>
<tr>
<td>Ωv</td>
<td>+15 to -15 (100)</td>
<td>-7 to +6 (100)</td>
<td>+20 to -23 (95)</td>
</tr>
<tr>
<td>Ωv</td>
<td>+40 to -30 (75)</td>
<td>+16 to -16 (99)</td>
<td>-120 to +105 (25)</td>
</tr>
<tr>
<td>Δ VELOCITY</td>
<td>25 FT/SEC</td>
<td>NOT REDUCED</td>
<td></td>
</tr>
<tr>
<td>Ωx</td>
<td>+9 to -11 (100)</td>
<td>-2.5 to 4 (100)</td>
<td>+14 to -14 (100)</td>
</tr>
<tr>
<td>Ωy</td>
<td>ACCEL</td>
<td>+11 to -10 (100)</td>
<td>-2.5 to 3.5 (100)</td>
</tr>
<tr>
<td>Ωz</td>
<td>0.5g (16 ft/sec)</td>
<td>+16 to -12 (100)</td>
<td>-3 to 5.5 (100)</td>
</tr>
<tr>
<td>Δ Accel</td>
<td>28 FT/SEC/SEC</td>
<td>NOT REDUCED</td>
<td></td>
</tr>
</tbody>
</table>

**Run 1** - Straight and Level, 400-500 KTS TAS, 15KFT MSL, Duration-84 Seconds, Heading-347°

**Run 2** - Straight & Level, 400-500 KTS TAS, 10KFT MSL, Duration-92 Seconds, Heading-257°
3B. RMS-II ACCURACY TEST SUMMARY (RUN 2)

RUN 2 IS ALMOST A REPEAT OF RUN 1 AND SHOWS ABOUT THE SAME KIND OF EFFECT, ALTHOUGH THE POSITION DATA, EVEN AFTER PROCESSING, DID NOT MEET THE SPECIFICATIONS AND, IN FACT, WAS DECREASED, ALTHOUGH NOT SIGNIFICANTLY ON THE REVISED DATA. ON RUN 2 THE VELOCITY ESTIMATES ON THE ORIGINAL RUN WERE VERY POOR WHEN COMPARED WITH THE THEODOLITE AND RMS DATA AND SHOWED IMPROVEMENT UNDER THE REVISED DATA.

THE INITIAL ACCELERATION DATA ON RUN 2 SHOWED VERY POOR AGREEMENT AND, AGAIN, WERE REVISED UPWARD ON THE RERUN DATA. THIS WAS A STRAIGHT AND LEVEL FLIGHT, AND DEVIATIONS OF VELOCITY AND ACCELERATION DIFFERENCES ARE VERY DIFFICULT TO EXPLAIN.
### RMS-II Accuracy Test Summary

<table>
<thead>
<tr>
<th>PAR EVAL</th>
<th>RMS-II Stated Capability</th>
<th>RUN 1</th>
<th>RUN 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ORIGINAL</td>
<td>REVISED</td>
<td>ORIGINAL</td>
</tr>
<tr>
<td>Δx</td>
<td>+7 to -33 (90)</td>
<td>+2 to -23 (100)</td>
<td>+12 to -37 (90)</td>
</tr>
<tr>
<td>Δy</td>
<td>-23 to +2 (100)</td>
<td>+5 to -15 (100)</td>
<td>+20 to -18 (100)</td>
</tr>
<tr>
<td>Δz</td>
<td>-45 to +115 (60)</td>
<td>-110 to -5 (5)</td>
<td>410 to -60 (5)</td>
</tr>
<tr>
<td>Δ Position</td>
<td>43 FT (16)</td>
<td>10 to 115 (60)</td>
<td>110 to 0 (40)</td>
</tr>
<tr>
<td>Δ vx</td>
<td>+16 to -17 (98)</td>
<td>-8 to +9 (100)</td>
<td>+23 to -22 (96)</td>
</tr>
<tr>
<td>Δ vy</td>
<td>+15 to -15 (100)</td>
<td>-7 to +6 (100)</td>
<td>+20 to -23 (95)</td>
</tr>
<tr>
<td>Δ vz</td>
<td>+40 to -30 (75)</td>
<td>+16 to -16 (99)</td>
<td>-120 to +15 (25)</td>
</tr>
<tr>
<td>Δ Velocity</td>
<td>25 FT/SEC</td>
<td>NOT REDUCED</td>
<td>NOT REDUCED</td>
</tr>
<tr>
<td>Δax</td>
<td>+9 to -11 (100)</td>
<td>-2.5 to 4 (100)</td>
<td>+14 to -14 (100)</td>
</tr>
<tr>
<td>Δay</td>
<td>ACCEL</td>
<td>+11 to -10 (100)</td>
<td>-2.5 to 3.5 (100)</td>
</tr>
<tr>
<td>Δaz</td>
<td>0.5g (16 ft/sec)</td>
<td>+16 to -12 (100)</td>
<td>-3 to 5.5 (100)</td>
</tr>
<tr>
<td>Δ Accel</td>
<td>28 FT/SEC/SEC</td>
<td>NOT REDUCED</td>
<td></td>
</tr>
</tbody>
</table>

**Run 1** - Straight and Level, 400-500 KTS TAS, 15KFT MSL, Duration-84 Seconds, Heading-347°

**Run 2** - Straight & Level, 400-500 KTS TAS, 10KFT MSL, Duration-92 Seconds, Heading-257°
4. RMS-II ACCURACY TEST SUMMARY

RUN 3 WAS ANOTHER STRAIGHT AND LEVEL RUN. IT DIFFERED FROM RUN 1 IN THAT THE AIRCRAFT WAS FLYING VERY SLOWLY AROUND 200 KNOTS TRUE AIR SPEED. IN RUN 3, THE POSITION DATA DID NOT MEET SPECIFICATION ON THE ORIGINAL PROCESS AND WERE IMPROVED SOMEWHAT IN THE REVISED DATA. THE VELOCITY WAS BELOW SPECIFICATION IN THE ORIGINAL RUN AND WAS IMPROVED IN THE REPROCESSED DATA. BOTH THE ORIGINAL AND REVISED DATA ON RUN 3 SHOWED GOOD AGREEMENT WITH THE RMS-II AND THE THEODOLITE DATA. THIS AGAIN WAS A STRAIGHT AND LEVEL FLIGHT WITH ESSENTIALLY ZERO ACCELERATION, AND ONE WOULD BE EXTREMELY DISTURBED TO FIND LARGE DIFFERENCES BETWEEN THE RMS-II AND THEODOLITE ESTIMATES OF THE TIME/POSITION DERIVATIVES.

RUN 4 WAS AN ANIMAL OF A DIFFERENT COLOR. THE AIRCRAFT WAS CAUSED TO PORPOISE AT LOW LEVEL IN ORDER TO GET AN ESTIMATE BETWEEN THE TWO SYSTEMS WHEN THE TARGET WAS MANEUVERING. IT IS INTERESTING AGAIN TO NOTE THAT THE RMS-II DID NOT EVER MEET THE POSITION STATED CAPABILITY IN THE ORIGINAL OR REVISED POST-FLIGHT PROCESS AND SHOWED ALMOST NO IMPROVEMENT BETWEEN THE TWO PROCESSES. SO FAR AS VELOCITY WAS CONCERNED, THE DIFFERENCE BETWEEN THE TWO SHOWED VERY LARGE DEVIATION AND WAS NOT CONSIDERED WITHIN STATED CAPABILITY. THE AGREEMENT BETWEEN THE TWO WAS 65% OF THE TIME WITHIN THE STATED SPECIFICATION OF THE 1/2g UNCERTAINTY.
### RMS-II Accuracy Test Summary

#### Run 3

<table>
<thead>
<tr>
<th>Parameter</th>
<th>RMS-II Stated Capability</th>
<th>Original</th>
<th>Revised</th>
<th>Original</th>
<th>Revised</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δx</td>
<td>+30 to -30 (95)</td>
<td>+24 to -26 (99)</td>
<td>+17 to -58 (40)</td>
<td>+7 to -45 (76)</td>
<td></td>
</tr>
<tr>
<td>Δy</td>
<td>-28 to +9 (99)</td>
<td>+14 to -12 (100)</td>
<td>+30 to -52 (85)</td>
<td>+37 to -37 (96)</td>
<td></td>
</tr>
<tr>
<td>Δz</td>
<td>-75 to +102 (40)</td>
<td>-105 to +50 (40)</td>
<td>+730 to -1100 (1)</td>
<td>+730 to -400 (32)</td>
<td></td>
</tr>
<tr>
<td>Δ Position</td>
<td>43 FT (lo)</td>
<td>10 to 130 (40)</td>
<td>105 to 7 (55)</td>
<td>50 to 1100 (1)</td>
<td>730 to 20 (12)</td>
</tr>
<tr>
<td>Δx</td>
<td>+28 to -23 (95)</td>
<td>+17 to -10 (100)</td>
<td>-25 to +22 (94)</td>
<td>+12 to -17 (99)</td>
<td></td>
</tr>
<tr>
<td>Δy</td>
<td>+16 to -20 (99)</td>
<td>+9 to -7.5 (100)</td>
<td>+28 to -30 (94)</td>
<td>+18 to -28 (93)</td>
<td></td>
</tr>
<tr>
<td>Δz</td>
<td>-48 to +70 (25)</td>
<td>-30 to +40 (93)</td>
<td>-210 to +240 (14)</td>
<td>-90 to +100 (12)</td>
<td></td>
</tr>
<tr>
<td>Δ Velocity</td>
<td>25 FT/SEC</td>
<td>NOT REDUCED</td>
<td>NOT REDUCED</td>
<td>NOT REDUCED</td>
<td>NOT REDUCED</td>
</tr>
<tr>
<td>Δax</td>
<td>+16 to -13 (100)</td>
<td>+6.2 to -3.4 (100)</td>
<td>+13 to -13 (100)</td>
<td>+6.5 to -9.5 (100)</td>
<td></td>
</tr>
<tr>
<td>Δay</td>
<td>+14 to -11 (100)</td>
<td>+3.8 to -2.8 (100)</td>
<td>-21 to +19 (98)</td>
<td>-8.5 to 7.5 (100)</td>
<td></td>
</tr>
<tr>
<td>Δaz</td>
<td>0.5g (1GFT/SEC/SEC)</td>
<td>+23 to -18 (98)</td>
<td>+7.5 to -6 (100)</td>
<td>-60 to +53 (65)</td>
<td>-34 to +33 (65)</td>
</tr>
<tr>
<td>Δ ACCEL</td>
<td>28FT/SEC/SEC</td>
<td>NOT REDUCED</td>
<td>NOT REDUCED</td>
<td>NOT REDUCED</td>
<td>NOT REDUCED</td>
</tr>
</tbody>
</table>

#### Run 4

<table>
<thead>
<tr>
<th>Parameter</th>
<th>RMS-II Stated Capability</th>
<th>Original</th>
<th>Revised</th>
<th>Original</th>
<th>Revised</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δx</td>
<td>+30 to -30 (95)</td>
<td>+24 to -26 (99)</td>
<td>+17 to -58 (40)</td>
<td>+7 to -45 (76)</td>
<td></td>
</tr>
<tr>
<td>Δy</td>
<td>-28 to +9 (99)</td>
<td>+14 to -12 (100)</td>
<td>+30 to -52 (85)</td>
<td>+37 to -37 (96)</td>
<td></td>
</tr>
<tr>
<td>Δz</td>
<td>-75 to +102 (40)</td>
<td>-105 to +50 (40)</td>
<td>+730 to -1100 (1)</td>
<td>+730 to -400 (32)</td>
<td></td>
</tr>
<tr>
<td>Δ Position</td>
<td>43 FT (lo)</td>
<td>10 to 130 (40)</td>
<td>105 to 7 (55)</td>
<td>50 to 1100 (1)</td>
<td>730 to 20 (12)</td>
</tr>
<tr>
<td>Δx</td>
<td>+28 to -23 (95)</td>
<td>+17 to -10 (100)</td>
<td>-25 to +22 (94)</td>
<td>+12 to -17 (99)</td>
<td></td>
</tr>
<tr>
<td>Δy</td>
<td>+16 to -20 (99)</td>
<td>+9 to -7.5 (100)</td>
<td>+28 to -30 (94)</td>
<td>+18 to -28 (93)</td>
<td></td>
</tr>
<tr>
<td>Δz</td>
<td>-48 to +70 (25)</td>
<td>-30 to +40 (93)</td>
<td>-210 to +240 (14)</td>
<td>-90 to +100 (12)</td>
<td></td>
</tr>
<tr>
<td>Δ Velocity</td>
<td>25 FT/SEC</td>
<td>NOT REDUCED</td>
<td>NOT REDUCED</td>
<td>NOT REDUCED</td>
<td>NOT REDUCED</td>
</tr>
<tr>
<td>Δax</td>
<td>+16 to -13 (100)</td>
<td>+6.2 to -3.4 (100)</td>
<td>+13 to -13 (100)</td>
<td>+6.5 to -9.5 (100)</td>
<td></td>
</tr>
<tr>
<td>Δay</td>
<td>+14 to -11 (100)</td>
<td>+3.8 to -2.8 (100)</td>
<td>-21 to +19 (98)</td>
<td>-8.5 to 7.5 (100)</td>
<td></td>
</tr>
<tr>
<td>Δaz</td>
<td>0.5g (1GFT/SEC/SEC)</td>
<td>+23 to -18 (98)</td>
<td>+7.5 to -6 (100)</td>
<td>-60 to +53 (65)</td>
<td>-34 to +33 (65)</td>
</tr>
<tr>
<td>Δ ACCEL</td>
<td>28FT/SEC/SEC</td>
<td>NOT REDUCED</td>
<td>NOT REDUCED</td>
<td>NOT REDUCED</td>
<td>NOT REDUCED</td>
</tr>
</tbody>
</table>

**Run 3** - Straight and Level, 200 KTS TAS, 15KFT MSL, Duration-156 Seconds, Heading-347°

**Run 4** - Porpoise, 400-500 KTS TAS, 300-500 FT AGL, Duration-68.9 Seconds, Heading-347°
5. **RMS-II ACCURACY TEST SUMMARY (RUN 5)**

## RMS-II ACCURACY TEST SUMMARY

### RUN 5

<table>
<thead>
<tr>
<th>PAR EVAL</th>
<th>RMS-II STATED CAPABILITY</th>
<th>ORIGINAL DIVE</th>
<th>%</th>
<th>DIVE REVISED</th>
<th>%</th>
<th>ORIGINAL CLIMB</th>
<th>%</th>
<th>CLIMB REVISED</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δx</td>
<td></td>
<td>+13 to -55 (80)</td>
<td></td>
<td>-10 to -100 (41)</td>
<td></td>
<td>+400 to -2600 (70)</td>
<td></td>
<td>-240 to -200 (38)</td>
<td></td>
</tr>
<tr>
<td>Δy</td>
<td>25 FT (1o)</td>
<td>+8 to -34 (95)</td>
<td></td>
<td>+3 to -52 (90)</td>
<td></td>
<td>+320 to -350 (70)</td>
<td></td>
<td>-300 to +150 (50)</td>
<td></td>
</tr>
<tr>
<td>Δz</td>
<td></td>
<td>-25 to +550 (30)</td>
<td></td>
<td>-375 to +260 (20)</td>
<td></td>
<td>-2500 to +11000 (?)</td>
<td></td>
<td>2400 to +2500 (?)</td>
<td></td>
</tr>
<tr>
<td>Δ POS</td>
<td>43 FT (1o)</td>
<td>25 to 550 (31)</td>
<td></td>
<td>20 to 360 (27)</td>
<td></td>
<td>0 to 11000 (7)</td>
<td></td>
<td>0 to 2400 (7)</td>
<td></td>
</tr>
<tr>
<td>Δvx</td>
<td></td>
<td>+23 to -28 (91)</td>
<td></td>
<td>+18 to -48 (90)</td>
<td></td>
<td>+225 to -750 (2)</td>
<td></td>
<td>-200 to +110 (2)</td>
<td></td>
</tr>
<tr>
<td>Δvy</td>
<td>15 FT/SEC</td>
<td>+25 to -25 (91)</td>
<td></td>
<td>+26 to -23 (93)</td>
<td></td>
<td>+260 to -120 (7)</td>
<td></td>
<td>-240 to +85 (2)</td>
<td></td>
</tr>
<tr>
<td>Δvz</td>
<td></td>
<td>-75 to +105 (40)</td>
<td></td>
<td>+130 to -130 (15)</td>
<td></td>
<td>+2600 to 1100 (2)</td>
<td></td>
<td>-1300 to +900 (2)</td>
<td></td>
</tr>
<tr>
<td>Δ VEL</td>
<td>25 FT/SEC</td>
<td>NOT REDUCED</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δx</td>
<td></td>
<td>+17 to -14 (100)</td>
<td></td>
<td>+14 to -15 (100)</td>
<td></td>
<td>-225 to +250 (?)</td>
<td></td>
<td>-120 to +80 (?)</td>
<td></td>
</tr>
<tr>
<td>Δy</td>
<td>ACCEL</td>
<td>+18 to -15 (99)</td>
<td></td>
<td>+14 to -10 (100)</td>
<td></td>
<td>-100 to +550 (?)</td>
<td></td>
<td>-220 to +85 (?)</td>
<td></td>
</tr>
<tr>
<td>Δz</td>
<td>0.5g(16 FT/SEC/SEC)</td>
<td>-35 to -35 (77)</td>
<td></td>
<td>+40 to -45 (44)</td>
<td></td>
<td>-350 to +450 (?)</td>
<td></td>
<td>-250 to +380 (?)</td>
<td></td>
</tr>
<tr>
<td>Δ ACCEL</td>
<td>28 FT/SEC/SEC</td>
<td>NOT REDUCED</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**WEAPON DELIVERY MANEUVER.** 400-500 KTS TAS. START AT 10KFT AGL AT 302°, RIGHT BANK TO 347°, DIVE AT 21°, WEAPON RELEASE AT 4500 AGL, RECOVER AT 1000 FT AGL; PULL UP OF 30°, ROLL LEFT AND CLIMB 5° ON HEADING OF 270°; DURATION - 118.5 SECONDS.
6. **RMS-II ACCURACY TEST SUMMARY (RUN 6/6A)**

For the sixth run, the chart is labeled 6A. The data from Run 6 were not used because the RMS-II operating personnel announced that the system was not operating and the operation was run later as 6A.

This run was a fast climb, starting at 5000 ft above the ground and climbing to 25,000 ft above the ground. Here the position specification was met 63% of the time on the original run but was reduced to meeting specifications less than 42% of the time on reprocessing. The velocity estimate was reduced from 67% to 30% on reprocessing and acceleration estimates in the z coordinates were reduced from 75% to 52%, indicating that the computation had no external means of telling whether the system was improving or not.
## RMS-II Accuracy Test Summary

### Run 6A

<table>
<thead>
<tr>
<th>PAR EVAL</th>
<th>RMS-II MEAS CAPABILITY</th>
<th>ORIGINAL</th>
<th>%</th>
<th>REVISED</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta x )</td>
<td>25 FT (1o)</td>
<td>+10 to -60</td>
<td>(80)</td>
<td>+4 to -100</td>
<td>(70)</td>
</tr>
</tbody>
</table>
| \( \Delta y \) | 25 FT (1o)              | -23 to +20   | (100) | +25 to -15    | (100) |}
| \( \Delta z \) | 43 FT (1o)              | -30 to +158 | (30) | -100 to +185 | (33) |
| \( \Delta \text{POSITION} \) | 43 FT (1o)          | 5 to 170    | (63) | 10 to 210    | (42) |
| \( \Delta \text{vX} \) | 15 FT/SEC              | -37 to +28  | (87) | +18 to -33  | (88) |
| \( \Delta \text{vY} \) | 15 FT/SEC              | -25 to +28  | (91) | +18 to -30  | (94) |
| \( \Delta \text{vZ} \) | 15 FT/SEC              | -70 to +82  | (67) | -120 to +170 | (30) |
| \( \Delta \text{VELOCITY} \) | 25 FT/SEC           | NOT REDUCED |   |         |     |
| \( \Delta s \) | ACCEL                  | +9 to -18   | (98) | +6.5 to -9  | (100) |
| \( \Delta v \) | ACCEL                  | +17 to -23  | (95) | +15 to -25  | (91) |
| \( \Delta a \) | 0.5G (16 FT/Sec/Sec)   | -55 to +55  | (75) | -60 to +60  | (52) |
| \( \Delta \text{ACC} \) | 28 FT/SEC/SEC         | NOT REDUCED |   |         |     |

**FAST CLIMB:** 550-600 KTS TAS START 10KFT MSL; CLIMB TO 30 KFT MSL; DURATION - 58 SECONDS, HEADING - 347°
7. RMS-II TEST SUMMARY

THE SUMMARY OF THIS TEST INDICATES AT LEAST TWO THINGS:

THE RMS CALIBRATION IS QUESTIONABLE, AND

THE RMS-II DOES NOT APPEAR CAPABLE OF PRODUCING AIRCRAFT TRAJECTORIES DURING MANEUVERS, MUCH LESS PRODUCE ACCURATE TRAJECTORIES.
RMS-II TEST SUMMARY

-- CALIBRATION OF RMS-II IS QUESTIONABLE.

-- RMS-II DOES NOT APPEAR CAPABLE OF PRODUCING AIRCRAFT TRAJECTORIES DURING MANEUVERS.
8. **LETHALITY MEASUREMENT ENVELOPE**

This slide shows the kinds of accuracy we need to score a simulated SA2 launch. The missile has a blast sphere of approximately 80 feet with a two-sector pattern extending out beyond the overpressure sphere. If one were to actually score, the accuracy of the measuring equipment should be in the order of 10 times better than the simulated burst envelope. This requires an accuracy of approximately 10 feet. As you can plainly see, the RMS-II never came close to this nor was it advertised to be 10 feet. It was advertised to be approximately 45 feet but that number was rarely met, particularly in the maneuvering case.
LETHALITY MEASUREMENT ENVELOPE

10% KILL
APPROX 300'

25% KILL
APPROX 200'

50% KILL
APPROX 150'

KILL DUE TO BLAST OVERPRESSURE
APPROX 80'

FRAGMENTATION PATTERN

NO KILL

NO KILL

NO KILL
9. MESSAGE

There is a message to be learned from the RMS-II test. The RMS-II is not unique in the fact that it can diverge from a standard but, rather, is unique in the fact that it is one of the systems that has been checked. There are many trajectory systems in the same category. Accuracy simply has not been validated nor has there been a standard against which to calibrate.

In the distributed sensor category, of course, is the RMS-II; also, the ACM, MATTs, MISTRAM and CINTEOOLITE arrays.

In the non-distributed or point sensor category are laser radars, phased array radars, and most of the microwave radars.
MESSAGE

THERE IS A MESSAGE TO BE LEARNED FROM THE RMS-II TEST.

THERE ARE MANY TRAJECTORY DETERMINING SYSTEMS IN THIS SAME CATEGORY.
ACCURACY HAS NOT BEEN ADEQUATELY VERIFIED.

DISTRIBUTED SENSORS

RMS-II
ACMI
MATTS
MISTRAM

NONDISTRIBUTED SENSORS

LASER RADARS
PHASED ARRAY RADARS

CINETHEODOLITE ARRAYS
MICROWAVE RADARS
10. VERIFICATION

Here, the question raised is, "Why have these systems not been verified and calibrated?" The answer is simply that adequate standards have not been available. A standard against which one will calibrate and validate should supply the total trajectory described in TPVA. It must do this on-line, without the need of any post-flight trajectory correction, and the system being used as the standard must have demonstrated more accuracy than the system under test. At this point, I would like to reemphasize the word demonstrate.
VERIFICATION

WHY NOT ADEQUATE VERIFICATION?

BECAUSE ADEQUATE STANDARDS HAVE NOT BEEN AVAILABLE.

STANDARDS SHOULD:

SUPPLY COMPLETE TRAJECTORY TPVA
BE ON-LINE TO ALLOW VERIFICATION AND CALIBRATION
DEMONSTRATE MORE ACCURACY THAN SYSTEM UNDER TEST
11. ACCURACY VERIFICATION

Again, we would like to emphasize that accuracy should be demonstrated on-line (real time) wherein the total trajectory is compared as it is produced. This of course only applies to those which produce a trajectory (TPVA) on-line. There are many systems which do not produce on-line trajectories but rather require post-flight processing, and these must be checked off-line. In either case, it is extremely important that the data under test not be available to the organizations which are deriving the post-flight trajectory. This separation of data until a TPVA comparison is made, both the standard and the system being evaluated, is very frequently violated wherein both systems are "adjusted" until they agree. For example, in the case of an off-line process, there are separate inputs aside from the measurement data in the form of the systematic error model. Since the error model can change, one may adjust the data until they agree. There are many other ways of making these agree. Total separation of the systems is mandatory.
12. CURRENT CALIBRATION TECHNIQUES

THERE ARE MANY SYSTEMS WHICH HAVE BEEN USED AS CALIBRATION STANDARDS; HOWEVER, MOST OF THEM HAVE NOT MET THE CONSTRAINTS OF THE PREVIOUS SLIDE. AMONG THESE ARE CINETHEODOLITE ARRAYS, BALLISTIC CAMERAS, MAPPING CAMERAS, RADARS - EITHER LASER OR MICROWAVE - AND WITHIN THESE RADARS, EITHER CONVENTIONAL TRACKERS OR ON-AXIS TECHNOLOGY IS USED. WE WILL NOW COVER EACH ONE OF THESE INDIVIDUALLY.
CURRENT CALIBRATION TECHNIQUES

CURRENT TECHNIQUES USED FOR ACCURACY VERIFICATION AND CALIBRATION

CINETHEODOLITE ARRAYS
BALLISTIC CAMERAS
MAPPING CAMERAS
RADARS - LASER OR MICROWAVE

CONVENTIONAL
ON-AXIS (ILIC)
13. CINETHEODOLITE ARRAYS

A CINETHEODOLITE ARRAY IS THE SERIES OF INSTRUMENTS MOST OFTEN USED AS STANDARDS AGAINST WHICH TO CHECK OTHER SYSTEMS; HOWEVER, IN MOST CASES THESE SYSTEMS ARE FIXED, ALTHOUGH MOST RANGES DO IN FACT HAVE ONE OR MORE MOBILE CINETHEODOLITES FOR USE AT REMOTE LOCATIONS. THE CINETHEODOLITE SYSTEMS ARE DISTRIBUTED SENSORS WHICH MEANS THEY MUST CALCULATE POSITION WITH THE CONCERN FOR NONORTHOGONALITY, GDOP, DISTRIBUTED TIMING, AS WELL AS THE NOISE OF EACH SENSOR. ALMOST WITHOUT EXCEPTION, CINETHEODOLITES HAVE NOT HAD THEIR ACCURACY VERIFIED EXCEPT BY POST-FLIGHT PROCESSING, WHICH DOES NOT MEET THE CRITERIA FOR A STANDARD. CINETHEODOLITES WHICH PURPORT TO BE ON-LINE DO NOT IN FACT COMPUTE THE TOTAL TRAJECTORY (TPVA) AS IS REQUIRED. MANY OF THE COMPUTATIONS WILL REQUIRE WEEKS OF PROCESSING BEFORE COMPLETE ANSWERS ARE ATTAINED, BUT BY FAR THE LARGEST CONSTRAINT AGAINST THIS SYSTEM IS THAT IT IS NOT WELL ADAPTED AS A MATHEMATICAL STANDARD AGAINST MANEUVERING TARGETS. SINCE THE TOTAL TRAJECTORY, INCLUDING POSITION, MUST BE DETERMINED BY COMPUTATION, THERE IS NO OBSERVABILITY IN THE PROCESS AFTER THE DATA COLLECTION USING THE CINETHEODOLITE ITSELF, ALLOWING THE SYSTEM TO DIVERGE WITHOUT KNOWLEDGE. IT CAN BE USED TO VERIFY A SYSTEM’S TRACKING ACCURACY BUT IS NOT WELL ADAPTED TO THE CALIBRATION PROCESS WHICH IS REQUIRED. CINETHEODOLITES HAVE BEEN USED IN ATTEMPTS TO CALIBRATE OTHER SYSTEMS, HOWEVER, BECAUSE OF THE CONSTRAINTS MENTIONED ABOVE, ARE NOT CONSIDERED ADEQUATE OR ACCURATE CALIBRATION STANDARDS.
CINETHEODOLITE ARRAYS

DISTRIBUTED SENSORS - MUST CALCULATE POSITION
ACCURACY NOT VERIFIED
GENERALLY NOT ON LINE
TRAJECTORY BY COMPUTATION (WEEKS)
NOT WELL ADAPTED TO HIGHLY MANEUVERING TARGETS
NO OBSERVABILITY IN THE DATA PROCESSING
CAN BE USED TO VERIFY A TRACKING SYSTEM'S ACCURACY, BUT NOT TO CALIBRATE
14. **BALLISTIC OR MAPPING CAMERA**

The ballistic camera and the mapping camera will be combined into one slide. Although the ballistic camera has wide use and adaptability to space (free-fall projects), both of these systems have limited application wherein maneuvering trajectories are involved. We have found no case where these techniques have been validated for maneuvering trajectory production. This process has extremely limited resolution in the up/down direction; although the mapping camera is extremely useful to determine the separation and/or location of ground objects it is not a strong candidate to determine where the aircraft is located in three orthogonal dimensions. The extremely small number of data processing points produced with either one of these systems makes it impractical to compute the velocity and acceleration which is so needed in the TPVA description.
BALLISTIC OR MAPPING CAMERA

NON-REAL TIME (WEEKS TO MONTHS DELAY)

INFREQUENTLY VERIFIED

VERY LIMITED Z RESOLUTION

IMPRactical TO COMPUTE VELOCITY AND ACCELERATION
15. DERIVATIVE TRACKING RADARS (CONVENTIONAL)

There are many tracking radars at all parts of the spectrum, including optical. They are frequently on-line, however; data are corrected outside of the tracking loops and this generally gives accuracy which is not adequate to the need. They do not produce the total trajectory on-line but rather a time sequence of position. Since the derivatives must be produced from the time-position data they can at best be averages wherein instantaneous values are needed for maneuvering trajectories. The calibration of these conventional radars is functionally inadequate in that the correction routines are mathematical in nature and physically diverge from the physical models which are needed. In addition, the data processing is not observable, thus causing the final data to diverge in some cases. It does have a strong point in that frequently these systems are transportable.
16. **IN-LOOP/INTEGRATION CONTROL RADAR**

There is a class of tracking instruments which is known as in-loop integration control (ILIC) systems. This technology can apply to any type of tracker; however, a special subset of ILIC systems, known as on-axis, applies to instrument sensors which are pointed directly at the target and are known as on-axis microwave or laser radars. The on-axis radar uses very highly refined calibration procedures, enabling the system to be calibrated to the precision of the encoders. The system allows the direct observation of each term in the systematic error model. It uses stars as an absolute position reference and employs observations against dynamic targets to insure that the sensor is always pointed directly at the target. It is this pointing technique that allows the results of data processing to be observable at all times. The ILIC system produces a total trajectory on-line (real time) to accuracies better than needed for most of the calibration/validation instruments. The accuracy of the on-axis systems is demonstrated by driving one system with another after each of the systems has been independently calibrated. These systems may be transportable, although today only optical versions are transportable. Above all, it can establish accurate trajectories on maneuvering targets.
IN-LOOP/INTEGRATION CONTROL RADAR

LASER OR MICROWAVE (ON-AXIS)

HIGHLY REFINED CALIBRATION PROCEDURES
ERROR REMOVAL IS OBSERVABLE
USES STARS FOR ABSOLUTE REFERENCE
RESULTS OF DATA PROCESSING OBSERVABLE

PROVIDES TOTAL TRAJECTORY ON-LINE

ACCURACY BETTER THAN SYSTEMS TO BE TESTED - DEMONSTRATED BY
DRIVING ONE SYSTEM WITH ANOTHER

MAY BE TRANSPORTABLE

CAN ESTABLISH ACCURATE TRAJECTORY ON A MANEUVERING TARGET
17. **TIME, POSITION, VELOCITY AND ACCELERATION (TPVA)**

On the next two slides, we should like to talk about what the problem really is. What is produced is a vectorial description of the dynamics of the target, known as TPVA. It is made up of time (T), position (P), velocity (V) and acceleration (A). Notice the graphics show position of the target as defined from some origin and is described in orientation by three vectorial components which must be orthogonal and are called A, B, and C. Velocity and acceleration are described in like manner.

There are two processes by which one may compute the time-position derivatives. The first is by differentiation to discover the change of position as a function of time and processed to discover the change of velocity as a function of time.

The second method is by integration. Here one starts with an estimate of acceleration or, in many cases, higher derivatives; in any case of acceleration a double integration is accomplished to give the change of position. When this is added to the old position, one has a new estimate, P(T). In a like manner, a single integration of the acceleration will produce a new estimate of velocity.
**TIME, POSITION, VELOCITY, ACCELERATION (TPVA)**

**PROCESS**

**POSITION**

**VELOCITY**

**ACCELERATION**

**DIFFERENTIATION**

\[ P(t) \rightarrow \frac{dP}{dt} \rightarrow \frac{dV}{dt} \text{ or } \frac{d^2 P}{dt^2} \]

**INTEGRATION**

\[ \int_a^t A(t) \, dt = \Delta P + P(t) = P(t) \]

\[ \int_a^t A(t) \, dt = \Delta V + V(t) = V(t) \]

\[ A(t) \]
18. **WHY DERIVATIVES**

In order to change a position to an exact time either in the past or future, one must know the velocity vector. In a like manner, to change the velocity to a new time either in the past or future, one must know the acceleration. A very typical example is bomb scoring. An aircraft is dropping a bomb, either simulated or a live ordnance, and we must determine where it hit based on aircraft parameters at the time of launch. We must know three independent pieces of information, i.e., the time of release, the position of release, and the direction of release (i.e., the velocity vector). Now, since the time of release and the time of measurement rarely coincide, the measurement data must be moved to the instant of release, and this uses the integration technique to move the data to the appropriate time.
WHY DERIVATIVES?

- To update position to a new epoch, one must know the velocity vector.
- To update velocity to a new epoch, one must know the acceleration.

Example:

An aircraft is dropping a simulated bomb, and we must determine where it hit.

- One must know the time of release
- One must know the position of release
- One must know the direction of release
  i.e. the velocity vector.

The time of release and the time of measurement rarely coincide and must be moved to the time of release.

\[
\frac{\Delta}{\text{TIME OF MEASUREMENT}} \begin{vmatrix} \text{TIME OF RELEASE} \\ \text{TIME OF MEASUREMENT} \end{vmatrix} = \bar{v} \text{ AT TIME OF RELEASE}
\]

\[
\frac{\Delta}{\text{TIME OF MEASUREMENT}} \begin{vmatrix} \text{TIME OF RELEASE} \\ \text{TIME OF MEASUREMENT} \end{vmatrix} = p \text{ AT TIME OF RELEASE}
\]
19. **TRAJECTORY AT EPOCH**

TPVA, which again is time, position, velocity and acceleration, describes a trajectory at a given time or epoch. If the target is not maneuvering, then the acceleration is a constant. If the acceleration is a constant, that means that the velocity is changing in a very predictable way and the terms that you compute will be good for very long periods of time; therefore, an averaging technique will produce answers which are valid. If the target, however, is maneuvering, that means that the acceleration is not a constant and one must produce a series of TPVA in order to describe the trajectory of the target. This implies something completely different, in that the acceleration is changing, then long-term averages do not hold any longer and one must compute derivatives which approach instantaneous values.

Going to the next chart on TPVA: one generally uses the derivative process for long-term averages; however, if one needs instantaneous values, they generally are produced by integration, wherein the time interval over which one integrates is kept arbitrarily short.
TRAJECTORY AT EPOCH

TPVA - TRAJECTORY AT EPOCH (T)

IF TARGET IS NOT MANEUVERING, THEN A = K AND AVERAGING TECHNIQUES GIVE GOOD RESULTS

IF TARGET IS MANEUVERING, THEN
   A ≠ K
   A SERIES OF TPVA NEEDED
   DERIVATIVES MUST APPROACH INSTANTANEOUS VALUES
20. **TPVA**

In the differentiation process, a long sequence of time/position measurements are needed. The more noisy the data, the longer the time/position data span must be to give the average values needed. In practice, this technique (derivative) is valid only for the non-maneuvering target. In addition, time tagging errors of the derivatives may be introduced. These time tagging errors are not significant if the target is not maneuvering, but are of prime consideration when maneuvers take place. The numerical technique employed in the derivative process is shown at the bottom of the chart. The contra-positive is to use an integration process wherein the integration time may be kept arbitrarily short. In this integration process the computed position is compared to the measured position and the TPVA adjusted until the difference is zero.
TPVA

Differential:

\[
\begin{align*}
\frac{P_1 - P_0}{t_2 - t_0} &= (V_1)_1, \\
\frac{P_2 - P_1}{t_4 - t_2} &= (V_2)_3 \\
\text{and} \\
\frac{(V_2)_3 - (V_1)_1}{t_3 - t_1} &= (A_1)_2
\end{align*}
\]

Integration:

\[
\begin{align*}
P_1 &= P_{i-1} + \Delta t \dot{P} + \frac{(\Delta t)^2}{2} \ddot{P} \\
\text{and} \\
\dot{P}_1 &= \dot{P}_{i-1} + \Delta t \ddot{P}
\end{align*}
\]
21. POSITION UNCERTAINTY VS ACCELERATION UNCERTAINTY AS A FUNCTION OF ELAPSED TIME

This next chart, which shows the effects of acceleration uncertainty on position, is of interest in this discussion primarily because it will give you an insight into the magnitude of the errors one sees in position. Assuming a 1g turn, which as most of you know is extremely small in an aircraft, and if there were an uncertainty of that 1g for a couple of seconds - 2, 2 1/2 - there is a position uncertainty of 100 feet. Frequently the time average of using the derivative process extends out many seconds and this, in itself, will produce very large errors in position aside from those which might be caused because of the velocity uncertainty. I should like to point out also on this chart that if one keeps the time interval short, in the order of 1/10 of a second, this same 1g uncertainty will only cause an error of about 1/10 of a foot.
POSITION UNCERTAINTY VS. ACCELERATION UNCERTAINTY
AS A FUNCTION OF ELAPSED TIME
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22. POSITION UNCERTAINTY VS ACCELERATION UNCERTAINTY, ETC. - LARGE SCALE

This chart is a large scale version of the preceding one. Frequently because of the noisy data, in the derivative process, one is required to average positional data over many seconds. Five-second averaging is not unusual, and a 1g uncertainty for five seconds will cause an error of 400 ft, a five g uncertainty for five seconds will give errors in the thousands of feet. It is this acceleration uncertainty, caused by a maneuvering target when estimated by the derivative process, which may cause extremely large position errors.
23. POST-FLIGHT PROCESSES

Since almost all of the trajectory processes which are in use today use a post-flight, a few words on the subject are in order. Post-flight processing is done without observability unless the process and data are linear, a condition which is almost never met. It is also noted that frequently an external trajectory system is merged with the system under test, and although this makes for agreement among the two systems, neither one is correct since weights of the data, or rejection of data points are used to get agreement. In post-flight processing, all known systems use the derivative process which produces average values for derivatives and is not compatible with maneuvering targets.
24. COORDINATE SYSTEMS

Next, I would like to discuss coordinate systems, because they are also a matter of uncertainty in the trajectory process. It is the multiplicity of coordinate systems and the inaccurate transformations which influence accuracy. Although numerically the transformation between sensor and instrument, and between instrument and topo are unique, in practice this is never the case since there are systematic error model terms which must be accounted for. Two important considerations with all coordinate systems are the location of the origin and the orientation of the components. Six important radar coordinate systems are shown: (1) the sensor which is a single point rather than distributed. The measurements are up/down, left/right and in/out, and are always an orthogonal set, with origin at the sensor. We then transform the measurements to the (2) instrument on which the sensor is mounted, producing a nonlinear but orthogonal set known as range, azimuth and elevation. In order to use data at other locations we must transform to the earth's surface, producing a topospheric (3) rectilinear set whose components are east (x), north (y) and up (z). The origin is expressed in a geodetic (4) system, which is orthogonal but nonlinear, and its components are known as latitude, longitude and height. For stellar calibration purposes, a celestial (5) coordinate system is used, which two components are right ascension and declination. Since both (4) and (5) are nonlinear, these data are immediately transformed to a rectilinear geocentric system whose components are e, f, and g. The topo system must always be a subset of efg.
COORDINATE SYSTEMS
(ELEVATION OVER AZIMUTH MOUNT EXAMPLE)

TOPO

CELESTIAL (GEOCENTRIC)

INSTRUMENT

EFG (GEOCENTRIC)

SENSOR

GEODETIC (GEOCENTRIC)
25. **MULTIPLE COORDINATE SYSTEM USE BY SENSOR SYSTEMS**

Although we have now covered one set of coordinate systems relating to a radar, the next chart shows the multiplicity of coordinate systems which may be of concern in an OTT&E range. We show a multilateral schematic which could be an RMS, a radar tracker which could be a microwave or a laser, and we show an aircraft coordinate system, all of which must be tied together in a universal sense or else serious errors will be introduced into the computation resulting from the measurements of the individual systems. Notice, however, there are a lot of commonalities among all of the systems. You see the sensors which are geodetically located and all of them must be geocentrically defined. The same thing applies to sensor instruments at any location. The sensors are normally a rectilinear coordinate system if the sensor is a point system but not so in a distributed system wherein the orthogonal set describing position must be computed. Again, the topocentric coordinate system is always expressed as a subset of the rectilinear geocentric coordinate system in order to assure that any transformation between sensors is unique.
MULTICOORDINATE SYSTEM
USE BY
SENSOR SYSTEMS

MULTIPLANETARY

SENSOR
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26. **MISTIMING**

The next large category relating to TSPI or trajectory measurements is timing. Probably aside from the consideration of data processing which we will discuss in a moment and aside from the considerations of magnitude of errors associated with data processing, misfitting is the largest contributor. MISTIMING has associated with it two types of errors. One is the time of day; if it is incorrect, one goes back to universal time such as LORAN C or WWV to remove time-of-day errors.

There is a very large class of errors, called time-tagging errors, which is associated with time and its derivatives. All too frequently, the time given in TPVA is not the same for position, velocity or acceleration.
MISTIMING
UNCERTAINTY ABOUT THE TARGET

- TIME OF DAY ERRORS — UNIVERSAL time
- TIME TAGGING — ASSOCIATION OF time WITH POSITION AND DERIVATIVES

TIME FOR POSITION
TIME FOR VELOCITY
TIME FOR ACCELERATION
27. TIME UNCERTAINTY VS POSITION UNCERTAINTY

I have already shown you the magnitude of errors associated with the uncertainty of the acceleration profile. In a similar manner, if the velocity uncertainty is large, or the time uncertainty is large, then position errors can easily accrue. For instance, if a 1 millisecond uncertainty exists, then for a 4000 ft/sec vehicle we will have an error of about 4 ft. If the new total position uncertainty is in the nature of 10 ft as a requirement, then more accurate time is needed. As you can see from the chart, if 1/10 of a millisecond (10^-4) is the uncertainty, then the error is nearly 4/10 of a foot, which is not significant with respect to 10 ft.
28. TRACKING ERRORS

This slide covers a class of errors which normally do not include time, since time must be an independent variable in the total process. These two errors are combined in the center of the picture as the tracking data. We will never know the true value without uncertainty and a problem exists in that many answers can be obtained depending on how we handle the data. There are two basic classes of errors: (1) random, which in essence appear as noise and which can be averaged, hopefully, to a zero mean or true value. A second class of errors is deterministic in the sense that they can in fact be numerically described. These errors cannot be averaged out because of the long time period. They are generally removed by modelling which has been determined by calibration. It is important to understand that any attempt to average out these deterministic errors will invariably result in leaving noise as data and removing good data instead. It goes without saying that the deterministic portion of this problem must be externally referenced to confirm the description of the error.
TRACKING ERRORS

RANDOM ERROR COMPONENTS
- Rapid fluctuation
- Noise-like
- Zero mean
- Can be averaged toward zero
- Any one data point has error

TRACKING DATA
- Will never know true value
- Many possible interpretations when processed

DETERMINISTIC (SYSTEMATIC) ERROR COMPONENT
- Slowly varying (cannot be averaged out)
- Possible to observe apriori
- Develop error models
- Remove from data
- External reference needed to confirm
29. COMPUTATION AND PROCESSING

This chart shows inputs and outputs. Invariably, the data measurement process is noisy and we must do some adjustment to control or remove the noise. This breaks down into three possible techniques. If we filter, we are using the data at the end of the process. If we are using the data during the process, we generally refer to this as smoothing. In the third case, smoothing or filtering are employed to get a value which is used in the future. This is called prediction. They are frequently nonlinear processes. If the data being processed are nonlinear, and this is almost always the case, extreme caution must be exercised to assure that we have an appropriate answer. If the processes are nonlinear, an external reference is mandatory to control the process. The lack of observability in data processing, except in the linear sense, may be a reason for the large magnitude of errors seen in many of our systems.
COMPUTATION & PROCESSING

INPUTS
ANGLES
RANGE
ACCELERATION
ORIENTATION

OUTPUTS
POSITION (t)
VELOCITY (t)
ACCELERATION (t)

FILTER (END)
SMOOTH (DURING)
PREDICT (AFTER)

EPOCH

time
30. **CAUSES OF TRACKING ERRORS**

Here, all of these causes of errors are shown in a matrix. Across the top, you will see mistiming, and random and deterministic, which are now old friends. Going down the list, we see environmental, target motion induced, single sensor anomaly and distributed sensor anomaly. In the distributed sensor we have the same error model at several locations to be concerned with. Finally, we have the computation and data processing causes. Although this is a very long list, it is by no means all inclusive but nonetheless representative. By very careful attention to detail, one can in effect control and remove or reduce all of the errors listed in the matrix.
## Causes of Tracking Errors

<table>
<thead>
<tr>
<th>Errors → Causes</th>
<th>Types</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mistiming</td>
</tr>
<tr>
<td></td>
<td>Random (Noise-like Statistical)</td>
</tr>
<tr>
<td></td>
<td>Deterministic (Systematic)</td>
</tr>
<tr>
<td><strong>Environmental</strong></td>
<td>• Propagation</td>
</tr>
<tr>
<td></td>
<td>• Effects of Multipath</td>
</tr>
<tr>
<td></td>
<td>• Atmospheric Turbulance</td>
</tr>
<tr>
<td></td>
<td>• Wind Gusts</td>
</tr>
<tr>
<td></td>
<td>• Refraction</td>
</tr>
<tr>
<td></td>
<td>• Steady Wind</td>
</tr>
<tr>
<td><strong>Target Motion Induced</strong></td>
<td>• Glint</td>
</tr>
<tr>
<td></td>
<td>• Scintillation</td>
</tr>
<tr>
<td></td>
<td>• Transit Time</td>
</tr>
<tr>
<td></td>
<td>• Apparent Acceleration (Dynamic Lag)</td>
</tr>
<tr>
<td><strong>Single Sensor Anomaly</strong></td>
<td>• Single Location Time Tagging</td>
</tr>
<tr>
<td></td>
<td>• Receiver Noise</td>
</tr>
<tr>
<td></td>
<td>• Encoder Zero-Set</td>
</tr>
<tr>
<td></td>
<td>• Miss-Level</td>
</tr>
<tr>
<td></td>
<td>• Skew</td>
</tr>
<tr>
<td></td>
<td>• Non-Orthogonality of Axis</td>
</tr>
<tr>
<td></td>
<td>• Droop</td>
</tr>
<tr>
<td><strong>Distributed (Multiple) Sensors Anomalies</strong></td>
<td>• Distributed Time Tagging</td>
</tr>
<tr>
<td></td>
<td>• Distributed Timing</td>
</tr>
<tr>
<td></td>
<td>• Multiple Receiver Noise</td>
</tr>
<tr>
<td></td>
<td>• GDOP (Non-Orthogonality of Measurements)</td>
</tr>
<tr>
<td></td>
<td>• Any of Single Sensor</td>
</tr>
<tr>
<td></td>
<td>• Survey Errors</td>
</tr>
<tr>
<td><strong>Computation &amp; Data Processing</strong></td>
<td>• Average Values for Derivatives</td>
</tr>
<tr>
<td></td>
<td>• Inadequate Noise Statistics</td>
</tr>
<tr>
<td></td>
<td>• Undefined Starting Conditions</td>
</tr>
<tr>
<td></td>
<td>• Incorrect Error Models</td>
</tr>
</tbody>
</table>
31. CALIBRATION

CALIBRATION IS THE PROCESS OF DISCOVERING, SORTING AND REMOVING SYSTEMATIC ERROR. THERE ARE TWO OPPOSITE METHODS OF DOING CALIBRATION, I.E., "IN-LOOP" (SERVO) AND "OUT-LOOP." IN GENERAL, THEY BOTH START WITH A SURVEY, AND AFTER THAT THERE IS LITTLE IN COMMON. IN "OUT-LOOP" THE MOUNT IS LEVELED AND NORTH, ZERO ELEVATION, AND ZERO RANGE ARE EVALUATED AT A SINGLE POINT USING A SURVEYED BORESIGHT TOWER. ALL OTHER CORRECTIONS ARE DETERMINED BY POST-FLIGHT DATA PROCESSING AND WITHOUT OBSERVABILITY AS TO THE APPROPRIATE ANSWERS. IN THE "IN-LOOP" CASE, EXACTLY THE OPPOSITE IS TRUE. ADDITIVES ARE ADDED INTO THE SERVO LOOP TO PREVENT ERRORS FROM OCCURRING AND THEIR EFFECT IS EVALUATED BY OBSERVING THE STARS AND DYNAMIC TARGETS AND THE SYSTEMATIC MODEL ADJUSTED UNTIL THE ERRORS ARE MINIMAL. FINAL ACCURACY WHICH RESULTS FROM AN EFFECTIVE CALIBRATION IS DEMONSTRATED BY ONE "IN-LOOP" SYSTEM POINTING ANOTHER AND THE DIFFERENCE DEFINES ACCURACY.
CALIBRATION

IN LOOP
(CLOSED LOOP CORRECTION)

- SURVEY
  - LATITUDE, LONGITUDE, HEIGHT
- STARS (TOTAL STATIC MODEL) (HEMISPHERIC)
  - UP, NORTH, EAST, AZIMUTH, ELEVATION,
  - NON-ORTHO, DROOP, SKEW, ENCODER
  - LINEARITY
- RANGE ZERO
  - DECK LINE, SATELLITE
- MICROWAVE/OPTICS ALIGNMENT
  - DYNAMIC TARGETS NON-ORTHO, DROOP,
  - SKEW, REFRACTION
- DYNAMIC MOUNT MAPPING (IE: DETERMINATION)
- USE VERY DYNAMIC TARGET TO EVALUATE
  - DYNAMIC LIMITS OF SYSTEM (NO LAG)
- DURING MISSION OBSERVE THE TARGET IN BORESIGHT
  - OPTICS TO VERIFY CALIBRATION COUPLED WITH STELLAR
  - OBSERVATION
- VERIFICATION OF CALIBRATION BY DRIVING SEPARATE
  - AUTONOMOUS IN-LOOP SYSTEM TO FOLLOW DYNAMIC TARGET
  - ALSO ALLOWS CALIBRATION OF SMALL TIMING
  - AND GEODETIC DIFFERENCES IN SYSTEMS

OUT LOOP
(OPEN LOOP CORRECTION)

- SURVEY
  - LATITUDE, LONGITUDE, HEIGHT
- ON SITE MEASUREMENT (SINGLE POINT)
  - LEVEL (UP)
  - BORESIGHT TARGET (NORTH, ZERO ELEVATION)
  - ZERO RANGE
- ALL THE REST IS THEORETICAL
- SYSTEMATIC ERROR COMPUTED FROM PAST DATA
- CAN'T AGREE ON MODEL
- ALL ERRORS ARE EVALUATED TOGETHER WITH
  - UNDEFINITE CORRELATION
- DATA ARE THEN CORRECTED OPEN LOOP
  - (NON-OBSERVABLE)
32. POSITION MEASURING INSTRUMENT SYSTEMS

POSITION MEASURING INSTRUMENT SYSTEMS

SINGLE SENSOR
(ANGLE & RANGE) (ORTHOGONAL)

SINGLE SENSOR
(RANGE) (NON-ORTHOGONAL)

TRANSPOSITION SENSORS
(ACCEL & ORIENTATION) (ORTHOGONAL)

DISTRIBUTED SENSORS
(ANGLES) (NON-ORTHOGONAL)

DISTRIBUTED SENSORS
(RANGE) (NON-ORTHOGONAL)

TPVA

RANGES
ANGLES
ACCELERATION
ORIENTATION

POSITION (1)
VELOCITY (2)
ACCELERATION (3)
33.  **TRAJECTORY MEASUREMENT SYSTEMS**

This chart attempts to show all of the categories of trajectory measurement systems together with important considerations for each. The top half gives the distributed systems, both sensor and source, while the bottom half covers the single point sensors. Across the top are the categories of measured components, whether they are orthogonal or linear, and whether they are made at a single epoch. A second category is concerned with the consideration as to whether position is measured or computed with both orthogonality and components of interest. The third category concerns the on-line production of the TPVA. The next category is based on the ability to produce accurate TPVA data on maneuvering targets, or whether they use a differentiation, or integration process is involved. The final column shows examples of each sensor type.
<table>
<thead>
<tr>
<th>Sensor</th>
<th>Measurement Components</th>
<th>Measured Position (Not Computed)</th>
<th>State Vector On Line</th>
<th>Accurate Trajectory Maneuvering Targets</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Orthog</td>
<td>Linear</td>
<td>Single Epoch</td>
<td>Orthog</td>
<td>Components</td>
</tr>
<tr>
<td>Distributed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic Angle</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Mechanical Angle</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Electronic Range</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Source Range</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Source Angle</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Single Point</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conventional Radar</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>In-Loop Integration Control (ILIC)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Translation Gyro/Accel</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
34. **IN-LOOP INTEGRATION CONTROL (ILIC)**

One of the important considerations in the design of ILIC is the separation and independence between the random and systematic processes. It is possible that one of the processes could be correct while the other is not. If the random process (integration control) is correct, then the target must remain in the center of the field of view of the sensor. The systematic error model is physically rather than theoretically determined, and each of the terms is independent and recursively evaluated. Since when using integration control, the integration numerics assure that all derivatives are time-tagged correctly, by far the most important aspect of ILIC is that the effects of data processing are directly observable and visually recorded.
IN-LOOP INTEGRATION CONTROL

-- RANDOM PROCESS INDEPENDENT OF SYSTEMATIC ERROR MODEL

-- SYSTEMATIC ERRORS PHYSICALLY MODELLED - INDEPENDENT AND RECURSIVE

-- INTEGRATION CONTROL PREVENTS TIME TAGGING ERRORS

-- DATA PROCESSING EFFECTS OBSERVABLE
35. **IN-LOOP INTEGRATION CONTROL (Cont'd)**

I really want to stress a point here. The systematic errors are modelled by direct observation. Rather than try to model the system for each error, the ILIC process tries to model a "perfect system," and to make our physical model behave in the desired manner. An easily understood example is the nonorthogonality function in an azimuth over elevation mount. If the mount were perfect, as elevation is increased, one should not discern a change in azimuth. By looking at a series of stars which are on a single azimuth, one can note the azimuth change needed to see the star as elevation is increased. By adding these data to the drive command, one can now increase elevation without seeing any change in azimuth. Please note that this is a physical correction and not a detailed mathematical one. Although it may be possible for the mathematical and physical models to agree, they never do in practice. It goes without saying, "Never mix the physical correction with one mathematically derived from post-flight analysis."
IN-LOOP INTEGRATION CONTROL (Cont'd)

1. SYSTEMATIC ERRORS MODELLED BY DIRECT OBSERVATION
2. "PERFECT SYSTEM"
3. EXAMPLE NON-ORTHO
4. PHYSICAL MODEL ACCOMMODATED
5. MATH MODEL NOT AGREE
6. DO NOT MIX PHYSICAL CORRECTION WITH MATHEMATICALLY DERIVED
36. PROOF OF CALIBRATION (VIDEO TAPE)

WITHIN EACH ILIC IS A VIDEO RECORDER/PLAYBACK CAPABILITY. A SERIES OF VIDEO RECORDINGS IS AVAILABLE FOR "PROOF OF CALIBRATION" ON EACH MISSION. THESE INCLUDE SIX INDEPENDENT EVALUATIONS RECORDED IN SUCCESSION ON A SINGLE VIDEO TAPE. ONE (1) IS A ZERO DYNAMIC LAG DEMONSTRATION TO ASSURE THAT THE MOUNT CAN FOLLOW TARGET DYNAMICS WITHOUT ERROR. THE (2) SECOND IS THE ABILITY TO POINT TO AT LEAST 20 STARS RANDOMLY DISTRIBUTED THROUGHOUT THE HEMISPHERE OF OBSERVATION TO THE PRECISION OF THE SYSTEM AS A DEMONSTRATION OF STATIC CALIBRATION. THIRD (3) IS A DEMONSTRATION THAT THE MICROWAVE SENSOR IS ALIGNED WITH THE OPTICALLY CALIBRATED MOUNT. THIS MAY BE VERIFIED BY A VIDEO RECORDING OF THE DIFFERENCE BETWEEN A COMPUTED TARGET POSITION AND ITS OBSERVED LOCATION ON THE VIDEO SCREEN. THEY MUST COINCIDE TO THE PRECISION OF THE SYSTEM. THE TARGET IS GENERALLY A SATELLITE; HOWEVER, ANY TARGET, SUCH AS A SPHERE, BALLOON OR AIRCRAFT, MAY BE USED PROVIDED IT MOVES FROM ONE EXTREME IN ELEVATION TO THE OTHER. FOURTH (4), A MANEUVERING TARGET (AIRCRAFT) MUST BE FLOWN TO DEMONSTRATE THE ACCELERATION LIMITS WHICH THE SYSTEM IS CONFIGURED FOR. (5) AS A VALIDATION OF THE DATA OUTPUT, ONE ILIC SYSTEM TRACKS A TARGET, AND ITS OUTPUT DATA ARE USED TO DRIVE (POINT) A REMOTE ILIC SYSTEM. DEVIATIONS FROM THE CROSS HAIRS IN THE DRIVEN SYSTEM ESTABLISH THE ACCURACY OF BOTH SYSTEMS. AND (6) FINALLY, IF THE SYSTEM (ILIC) DATA ARE USED DURING THE MISSION TO DRIVE A REMOTE TELESCOPE WHOSE RESOLUTION IS MUCH GREATER THAN THE SYSTEM UNDER TEST, ACCURACY IS WELL DEFINED.
37. DYNAMIC LAG

Within the integration control loop, one must assure that the total system can handle the dynamic target of concern. This is done by mapping the mount into the control device. Any servo will lag depending on the type (order) of the servo and the derivatives in the driving data. In the ILIC process a very dynamic synthetic target trajectory is used to drive the mount. The mount will lag and this lag is recorded by the controller and is added on the demonstration run. A display of the designated differences on the video tape gives an indication that the mount is following the synthetic trajectory with zero lag. If this test is not validated, then the system might lag on a mission.
DYNAMIC LAG

- SYNTHETIC TARGET
- MAXIMUM ACCELERATION EXPECTED
- ZERO LAG (DESIGNATE DIFFERENCE)
38. **20 STARS**

In order to exercise the total system statically, one may point the instrument at stars using the star position and earth rate as the integration control drive. A demonstration of the hemispherical calibration of the system may be noted when pointing at 20 or more random stars to the precision of the system. It must be emphasized that this verifies that the mount is statically calibrated; it does not tell anything about the microwave or other sensor being used.
39. TRACK POINT

40. MANEUVERING TARGET

Although in the dynamic lag demonstration we have assured that the mount will follow the required command, we must now assure that the correct command is capable of being generated. This test demonstration must only be done once, unless the system configuration has changed. If doubt exists, do this test, rather than find out on a live mission. Generally an aircraft is used because it may perform the necessary maneuvers. Make sure that the aircraft exceeds the maneuvers which will be performed on the system under test. The necessary demonstration must show that the target and track point stay at zero difference under maneuvering conditions. Make sure that the target is observed at high as well as low elevation angles. When the difference between the track point and the predicted position, i.e., ΔUP/DOWN and ΔLEFT/RIGHT, stay within the precision of the system, then the system is dynamically calibrated.
MANEUVERING TARGET

-- AIRCRAFT
-- TURNS, CLIMB, DIVE
-- MUST MATCH TEST MANEUVERING
-- BORESIGHT STAY ON TARGET
-- HIGH/LOW ELEVATION
-- RECORD ΔUP/DOWN AND ΔLEFT/RIGHT
-- TO PRECISION OF SYSTEM
41. DATA DEMONSTRATION

ILIC SYSTEMS SHOULD BE OPERATED IN PAIRS PRIMARILY SO THAT A VALID ACCURACY
DEMONSTRATION MAY BE AVAILABLE. THIS IS BASED ON THE FACT THAT IF THERE ARE TWO
AUTONOMOUSLY CALIBRATED SYSTEMS AND ONE DRIVES (POINTS) THE OTHER AND THE DYNAMICS
ARE GREAT ENOUGH, THEN THE ERROR SEEN IN THE DRIVEN SYSTEM BORESIGHT IS A MEASURE OF
ACCURACY. ONCE THE ERROR IS CONTAINED WITHIN THE PRECISION OF EITHER SYSTEM, ACCURACY
IS WELL DEFINED AND ON-LINE. IT PAYS TO CHANGE THE DRIVER AND THE DRIVEN TO DEMONSTRATE
THAT THE SAME ANSWERS ARE AVAILABLE AS BEFORE AND THAT EACH SYSTEM PRODUCES IDENTICAL
DATA.
DATA DEMONSTRATION

-- TWO AUTONOMOUSLY CALIBRATED SENSORS
-- ONE DRIVES OTHER
-- USE CHANGING ACCELERATION
-- ERROR EVALUATED IN BORESIGHT OF DRIVEN SYSTEM
-- DIFFERENCE IN TPVA DATA EVALUATED
-- CHANGE DRIVER AND DRIVEN
-- DEMONSTRATES THAT EACH SYSTEM PRODUCES IDENTICAL DATA
42. **VALIDATION**

One could conclude that the last five demonstrations are adequate, and such is the case. In the interest of mission control and data verification, one can observe the target with a long focal length telescope. If the focal length is long enough, then the resolution by the telescope must be greater than the other data collection sensors. Where the remote telescope is autonomously (ILIC) calibrated, the accuracy of the mission data is observed on-line. Any deviation of the target from the reticle is error in the data collected.
VALIDATION

-- USE TPVA DATA FROM Sensor TO Drive REMOTE AUTONOMOUSLY CALIBRATED LONG FOCAL LENGTH TELESCOPE

-- INSURE THAT TELESCOPE GIVES PROOF OF CALIBRATION AS ABOVE

-- DEVIATION OF TARGET FROM RETICLE IS ERROR
43. **DATA CONFIRMATION**

This slide intends to show that a data processing system really cannot check itself and must have some standard against which it can in fact observe its errors and adjust itself (calibrate) unless the difference between the two is zero. When one can insure that this condition exists, both systems are calibrated; however, the next slide intends to show in summary what we consider to be absolutely necessary steps to take.
DATA CONFIRMATION

DOUBT SINGLE SYSTEM

USE ANOTHER SYSTEM

OBSERVABILITY
44. SUMMARY

IT GOES WITHOUT SAYING THAT, ALMOST WITHOUT EXCEPTION, WHAT WE ARE NOW MENTIONING IS NOT BEING DONE. THE PROCUREMENT PROCESS MUST INCLUDE SPECIFICATION OF TECHNIQUES TO VERIFY AND MAINTAIN ACCURACY. AGAIN ALMOST WITHOUT EXCEPTION, THE SPECIFICATIONS WE HAVE SEEN HAVE ONLY TALKED ABOUT SMOOTHNESS OR RANDOM ERROR WITH ALMOST NO MENTION OF THE SYSTEMATIC PROCESS. THE SECOND POINT HERE IS THAT WE ALREADY HAVE SOME SYSTEMS IN THE FIELD WHICH HAVE NOT BEEN CHECKED, AND WE MUST TAKE STEPS TO VERIFY AND MAINTAIN ACCURACY OF EXISTING EQUIPMENT. SINCE THE REAL PROBLEM IS THE LACK OF ADEQUATE EVALUATION AND CALIBRATION STANDARDS, WE MUST DEVELOP EQUIPMENT WHICH WILL SATISFY THE FOLLOWING: THE CALIBRATION STANDARD MUST BE MORE ACCURATE THAN THE SYSTEM BEING CHECKED. NORMALLY IT SHOULD BE 10 TIMES AS ACCURATE; HOWEVER, THE DEMONSTRATION OF SUPERIOR ACCURACY IS MANDATORY. IN THE SECOND CASE THE STANDARDS SHOULD BE OPERATED IN PAIRS SO THAT EACH ONE MAY BE AUTONOMOUSLY ADJUSTED IN ITS OWN FRAME AND THAT ONE CAN DRIVE THE OTHER TO DEMONSTRATE THE ACCURACY BEING SPECIFIED FOR THE STANDARD. THE THIRD POINT MADE IS THAT THE DATA MUST BE PRODUCED ON-LINE WITHOUT ANY POST-FLIGHT ADJUSTMENT OR CORRECTION, SINCE, IN POST-FLIGHT, ONE CAN ADJUST THE DATA TO GIVE ANY ANSWER DESIRED SIMPLY BY ELIMINATING SPECIFIC DATA. FINALLY, THE STANDARD MUST BE TRANSPORTABLE. TSPI SYSTEMS ARE DISTRIBUTED ALL OVER, GEOGRAPHICALLY, AND THE PROBABILITY THAT WE CAN TAKE THESE SYSTEMS TO THE STANDARD IS VERY LOW INDEED, AS IS EVIDENT BY THE FACT THAT IN THE PAST, VERY LITTLE, IF ANY, CALIBRATION/VERIFICATION HAS TAKEN PLACE.
SUMMARY

PROCUREMENT PROCESS MUST INCLUDE SPECIFICATION OF TECHNIQUES TO VERIFY AND MAINTAIN ACCURACY.

SIMILAR TECHNIQUES MUST BE DEvised TO VERIFY AND MAINTAIN ACCURACY OF EXISTING EQUIPMENT.

ADEQUATE EVALUATION AND CALIBRATION STANDARDS MUST BE DEVELOPED WHICH MUST SATISFY THE FOLLOWING:

BE MORE ACCURATE THAN SYSTEM BEING CHECKED,
BE OPERATED IN PAIRS TO VERIFY THE ACCURACY OF THE STANDARD, MUST PROVIDE ON-LINE (REAL TIME) TRAJECTORY DATA, AND MUST BE TRANSPORTABLE, ALTHOUGH IT IS RECOGNIZED THAT, FOR SPECIAL APPLICATIONS, FIXED (DEDICATED) STANDARDS MAY BE NEEDED.
45. **STANDARDS PROGRAM**

There is a critical need for a trajectory standards program. Although there may be other techniques which can perform the standards, ILIC has demonstrated its potential in this area. It is, however, different and must be calibrated in a recursive and autonomous manner. It is not amenable to post-flight manipulation. A minimal program should be started in which the calibration verification must be controlled by a separate objective and knowledgeable group. It must not be controlled by hardware contractors, range users or range operators. The minimal program should start with two separate contracts under the control of a knowledgeable government agency, one to build the equipment and one to control and assure valid calibration, operation and data production.
STANDARDS PROGRAM

ILIC can provide the accuracy needed as a standard for calibration, but

-- will do this only if properly calibrated itself
-- not more difficult than other systems - only different
-- must be calibrated on-site in a recursive, autonomous fashion
-- it is not amenable to post-flight manipulation, since error terms
    are physically observed rather than theoretically modeled

-- as with any standard, the calibration should be controlled by a separate,
  independent, objective and knowledgeable group (both government and
  contractor), not by the hardware contractor

-- standard should not be controlled by range users or operators

-- two contracts under the control of a knowledgeable government agency are
  recommended:
  -- one to build and operate the equipment
  -- one to control the system calibration, operation and data production
46. CONCLUSION

THERE IS AT LEAST ONE VERY SIGNIFICANT VOID IN CURRENT RANGE CAPABILITIES, I.E.,
AN ON-LINE TRANSPORTABLE TRAJECTORY STANDARD. THERE IS ALSO A SIGNIFICANT UNCERTAINTY
AS TO WHAT CAPABILITY REALLY EXISTS ON CURRENT RANGES, AND THIS SUGGESTS OTT&E CREDIBILITY
QUESTIONS. WE STRONGLY RECOMMEND A COMPREHENSIVE IMPROVEMENT PROGRAM, AND YOU SEE A LIST
OF POSSIBLE CANDIDATES. OUR COMMANDER, MAJ GEN T. W. MORGAN, HAS EXPRESSED HIS CONCERN
TO GEN PHILLIPS IN A RECENT LETTER SUGGESTING THAT THESE DISCREPANCIES BE AIRED TO THE
J OINT LOGISTIC COMMANDERS. FROM A PERSONAL VIEWPOINT, I SHOULD LIKE TO SEE THE AIR FORCE
LEAD THE FIELD WITH A CALIBRATION STANDARDS PROGRAM, BUT IT MAY HAVE TO BE DONE AT DOD.
CONCLUSIONS

- Significant voids exist in range capabilities
- Significant uncertainty as to real capability that does exist
- Suggests OTT&E credibility questions

RECOMMENDATIONS

- Comprehensive improvement program
  - TESP
  - AGMC (AFR 74-2)
  - RMI
  - NWC/PMTC
  - USATDA/NTEC
  - ADTC
  - SAMTEC
  - WSMR/DPG/YPG

- Joint logistics commanders
  - Bring to their attention
  - Suggest joint program or USAF LED program

- DOD - DDR&E (T&E) and/or ASD (I&L)
  - Bring to their attention
  - Suggest capability for joint tests
  - Suggest joint program or USAF LED program