Work on optimum space-time filtering at USL has consisted of an analog computer simulation of a narrow-band Merzoz processor which was optimum only at its center frequency, and of single frequency array gain studies. It is now planned to simulate the Merzoz processor in non-real time on a general purpose computer using digital filters and data from a bottom-mounted, vertical array. This simulation will differ from earlier work in three ways: (a) real sea noise will be used instead of electronic noise generators, (b) the system will be optimum at more than one frequency in the band, and (c) the system will be digital instead of analog. The purpose of this report is to present the results of a theoretical study undertaken to predict the performance of the simulated optimum processor.

Definitions

Consider the system shown in Figure 1, where the \( \{ z_i \} \) are linear filters, \( s(t) = F[s(t)] \), \( F \) denotes Fourier transform, \( \ast \) denotes complex conjugate, and \( T_{ij} \) is time for a plane wave to travel from phone \#1 to phone \# i for a given direction of look.
Figure 1

The conventional time-shift-and-sum processor results when the \( \{ z, \} \) are given by the following matrix equation at each frequency.

\[
\mathbf{Z} = \mathbf{V}^* 
\]
where:

\[ V = \begin{bmatrix} e^{j2\pi\tau_m} \\
1 \\
e^{j2\pi\tau_n} \\
\end{bmatrix} \]

The optimum processor is obtained when the \( \{ z_i \} \) are given by:

\[ Z = Q^{-1} V \]

where:

\[ Q = \begin{bmatrix}
Q_{11}(f) & \cdots & Q_{1m}(f) \\
\vdots & \ddots & \vdots \\
Q_{n1}(f) & \cdots & Q_{nm}(f)
\end{bmatrix} \]

\[ Q_{kk}(f) = F \left\{ E \left[ \eta_k(t) \eta_k(t + \tau) \right] \right\} = \text{cross-spectral density} \]

\( E \left[ \right] \) denotes expected value

A slope of -6 db/octave will be assumed for the noise spectrum at each receiver.

\[ Q_{ii}(f) = \left( \frac{750}{f} \right)^2 \quad \text{for all } i \]

Since the actual data will come from a fixed array, a surface generated ambient noise model will be used to specify the cross-spectral densities. For vertical receivers the result is:
where:

\[ \alpha_{ij} = \frac{2 \pi f d_{ij}}{c} \]

\( d_{ij} = \text{distance between } i^{th} \text{ and } j^{th} \text{ receivers} \)

\( c = \text{velocity of sound} \)

For the purpose of simplification, the simulation will be done with only two receivers and broadside steering. A CW pulse will be used for the signal, i.e.,

Equ. 4

\[ s(t) = \begin{cases} 
A \cos \left( \frac{2 \pi f}{c} t \right) , & 0 \leq t \leq T, \\
0 , & \text{otherwise} 
\end{cases} \]
The top receiver will be labeled #1.

The criterion for comparing the optimum processor to a conventional processor will be output signal-to-noise ratio. If \( y(t) = \sigma(t) \)
for an input of signal alone (see Figure 1), and \( y(t) = \nu(t) \)
for an input of noise alone, then the output signal-to-noise ratio is defined as:

\[
\frac{S}{N}_{out} = \frac{\sigma^2(T_s)}{E[\nu^2(t)]}
\]

**Discussion**

The amplitude spectrum of the signal is:

\[
S(f) = \mathcal{F}[s(t)] = \frac{A T_s}{2} e^{-j \pi (f + f_o) T_s} \quad \frac{\sin \pi (f + f_o) T_s}{\pi (f + f_o) T_s} + \frac{A T_s}{2} e^{-j \pi (f - f_o) T_s} \quad \frac{\sin \pi (f - f_o) T_s}{\pi (f - f_o) T_s}
\]

Essentially all of the signal energy is contained in the band defined by the zero crossings of \( S(f) \) which are nearest \( f_o \), i.e., the points \( f_o - \frac{1}{T_s} \) and \( f_o + \frac{1}{T_s} \).

Hence there is no need to design the \( \{Z_i\} \) filters outside this band. In other words, the \( \{Z_i\} \) will be band-pass filters with arithmetic mean frequency \( f_o \) and bandwidth \( \frac{1}{T_s} \). Since the optimum filters are band-limited, their impulse responses extend from \( -\infty \) to \( +\infty \). Obviously, if the impulse responses are to be convolved with a finite amount of real data, they must be truncated. This will be accomplished by multiplying each impulse response by a Hanning window given by:
At this point it is necessary to specify two constants which will be used when real data is recorded. They are:

\[ P_T(t) = \begin{cases} \frac{1}{2} \left( 1 + \cos \frac{\pi t}{T} \right), & |t| \leq T \\ 0, & |t| > T \end{cases} \]

Thus, the \( \{ Z_n \} \) must be determined over the band 675 Hz to 825 Hz. A resolution of 10 Hz will be used. The following figure shows the amplitude response of the optimum \( Z_1 \) along with the approximation to it corresponding to \( T = 40 \text{ ms} \) for the impulse response.
Figure 3

The optimum and approximate phase functions are as follows:
Figure 4

Clearly the approximations are good. It should be mentioned that $z_z = z^*$. The impulse response corresponding to the approximations of Figure 3 and 4 is shown in Figure 5. The amplitude has been normalized to unity.
Samples of \( z_i(t) \) will be used as filter weights in the convolution process, and it has been determined that an 8 KC sampling rate should be sufficiently high to accurately represent \( z_i(t) \). Thus there will be a total number of filter weights for \( z_i(t) \) equal to \((8000 \text{ samples/sec})(80 \text{ ms}) + 1 = 641\).
Derivation of Input and Output Signal-to-Noise Ratios

The input signal-to-noise ratio will be defined as:

\[
\frac{(S/N)_{in}}{\text{average signal power at one receiver}} = \frac{\text{average noise power at one receiver}}{
\int_{-\infty}^{\infty} \left| S(f) \right|^2 df}
\]

Equation 5

\[
(S/N)_{in} = \frac{\int_{-\infty}^{\infty} S(f) \, df}{\int_{-\infty}^{\infty} Q_n(f) \, df}
\]

Output signal-to-noise ratio has been defined by Eq. 3, and will be repeated for convenient reference.

\[
(S/N)_{out} = \frac{\sigma^2(T_z)}{E\left[\mathcal{J}^2(t)\right]}
\]

An expression for \(\sigma(T_z)\) can be derived in the following manner.

\[
\sigma(T_z) = \mathcal{F}^{-1}[\sigma(t)] = S(t)[Z_z + Z_z^*] S^*(t) e^{j2\pi f T_z}
\]

Equation 6

\[
\sigma(T_z) = \int \left| S(f) \right|^2 \left[ Z_z + Z_z^* \right] \, df
\]

An expression for \(E[\mathcal{J}^2(t)]\) is derived by starting with the power spectrum of the noise after the summer, which is:

\[
N_{I} = \sum_{z=1}^{2} \sum_{n=1}^{4} Z_z^* Z_n G_{1,n}
\]
After the matched filter the noise power spectrum is:

\[ N_x |S(f)|^2 \]

Therefore the variance of the output is:

\[ \mathbb{E} [x^2(t)] = \int_{-\infty}^{\infty} N_x |S(f)|^2 df \]

Substitution of Equ's 6 and 7 into Equ. 3 gives:

\[ (S/N)_{out} = \frac{\left[ \int_{-\infty}^{\infty} S(f)^2 \left( \bar{z}_i + \bar{z}_j \right) df \right]^2}{\int_{-\infty}^{\infty} N_x |S(f)|^2 df} \]

Results: As mentioned earlier, the criterion that was chosen for comparing the optimum and conventional processors was output signal-to-noise ratio. Therefore a computer program was written to evaluate Equ. 8. It should be mentioned that Equ. 8 is perfectly general, and therefore is valid for both optimum and conventional \( \{Z_k\} \). All parameters were chosen so as to accurately model actual conditions under which data will be recorded. These conditions are:

- \( (S/N) \) in = -20db
- \( Ts = 13.3 \) ms
- \( d = \) receiver separation = 2 ft.
- \( M = \) number of receivers = 2
Direction of look = broadside
Noise spectral slope = -6 dB/octave
Bandwidth = 150 Hz
Duration of optimum impulse responses = $2T = 80 \text{ ms}$.
Sampling rate = 8 KHz

The resulting output signal-to-noise ratios were found to be:

\[
\frac{S}{N} \text{out}_{\text{conventional}} = -12.5 \text{ db}
\]

\[
\frac{S}{N} \text{out}_{\text{optimum}} = -5.3 \text{ db}
\]

Thus overall conventional processing gain is 7.5 db, as compared to 14.7 db for the optimum system. The difference of about 7 db between these two figures is attributable primarily to the optimum $\{ \Xi_i \}$, as one discovers if he computes and compares array gains for the frequencies and spacing of receivers in this system.

It is not expected that processing gains of 7.5 db and 14.7 db will be obtained when real data is filtered in the future simulation because the preceding calculations have been made under the assumption of signal known exactly, whereas in practice the amplitude and time of arrival will not be exactly known, and there may be slight frequency spreading of the pulse due to a required reflection from the surface. However, the difference between optimum and conventional processing should be roughly the same as calculated above since the inexact knowledge of the signal should degrade both processors to about the same extent.
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