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 the effects of surface potential and surface states on the properties of, and radiation sensitivity of trapping mode mercury cadmium telluride detectors with energy gaps of 0.3 ev and 0.1 ev were investigated. these studies were made with photo mis structures. low frequency c-v measurements were made and a program developed to extract the surface state density and surface potential from these data. the responsibility of these devices was dependent on surface potential. gamma irradiation increased the number of surface states at the
valence band edge but did not affect surface potential. The 0.3 eV
detectors appeared to be more radiation sensitive than the 0.1 eV detectors.

The results of this study are briefly discussed in light of current models
for trapping behavior.
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RADIATION EFFECTS ON IR DETECTORS

INTRODUCTION

The minority carrier "trapping" which appears in some HgCdTe detectors at low backgrounds and low temperatures is of great practical importance. The trapping mechanism, although not completely understood, is known to interact in a significant way with the device surface potential. Low energy ionizing radiation also affects device surface potentials, and thus may have important effects on trapping mode detectors. The purpose of this work is to further investigate the minority carrier trapping mechanism in HgCdTe photoconductors, and in particular to determine the effects of ionizing radiation on these devices.

Hg$_{1-x}$Cd$_x$Te is a ternary semiconductor (for $x > 0.14$). Its bandgap may be adjusted by changing the relative proportions of Hg and Cd. The detectors studied here are of two compositions, one providing a cutoff wavelength at about 4.5 μm, the other at about 12.0 μm. The material used in both cases is extrinsic, n-type, and has a nominal electron concentration of $10^{15}$ cm$^{-3}$. As photoconductors, the devices are "intrinsic" in the sense that the optical excitation is band-to-band.

At high temperatures or with large optical background fluxes incident, the photoconductivity observed in HgCdTe is similar to that expected from Ge or Si. Both carriers are mobile, and minority carrier sweepout is observed [References 1 through 3]. The excess majority and minority carrier lifetimes are about

10^{-6} \text{ sec}, and a band-to-band or Shockley-Read recombination process is indicated. The factors which control background-limited detectivity in photoconductors of this type are well known [References 4 and 5] and have been specifically applied to HgCdTe [Reference 6]. However, HgCdTe, when functioning with two mobile carriers, is not a candidate for sensitive low-background applications. The argument leading to this conclusion can be summarized briefly as follows:

To obtain background-limited detectivity, the background-induced generation-recombination noise must exceed the detector Johnson-Nyquist noise. Both depend on the majority carrier concentration, but the one inversely and the other inversely as the square root. Thus, to improve the ratio, the majority carrier concentration must be decreased. Since the g-r noise is also proportional to the photoconductive gain, the ratio might also be increased by increasing the photoconductive gain. But the gain is limited by minority carrier sweepout, and saturates when the sweepout time becomes less than the majority carrier time constant. Nothing can be done about that as long as both carriers are mobile. Thus, with two mobile carriers, the detectivity can be improved only by reducing the majority carrier concentration. A comparison of the magnitudes of the generation-recombination noise and the Johnson-Nyquist noise shows very quickly, however, that to obtain background-limited operation with backgrounds below \( \sim 10^{15} \text{ photons cm}^{-2} \text{ sec}^{-1} \) and two mobile carriers, the majority carrier density in HgCdTe would have to be reduced correspondingly. But a reduction of more than a factor of 10 in majority carrier density is unlikely.

However, at low detector temperatures and with low incident backgrounds, the

mode of operation of HgCdTe photoconductors shifts [References 7 through 13]. At these low backgrounds, minority carriers are immobilized.* Minority carrier sweepout no longer occurs and thus no longer limits the attainable photoconductive gain. The photoconductive gain is now controlled by the excess majority carrier lifetime, which may increase from about $10^{-6}$ sec to times as long as a few seconds. These changes produce dramatic increases in responsivity, g-r noise, and thus detectivity, which in turn permit background-limited operation with incident background intensities in the range of $10^{10}$ to $10^{15}$ ph/cm$^2$ sec.

Minority carrier trapping permits these large increases in detectivity by producing an increase in the detector time constant in lieu of the decrease in majority carrier concentration which would be required to produce an equal detectivity if both carriers were mobile. This "exchange" is essential to the successful practical application of HgCdTe detectors with realistically obtainable majority carrier densities in the presence of low background radiation intensities. The behaviour of the critically important photoconductive time constant is the most obvious measure of trapping mode behavior.

---


---

*Strictly speaking, the mechanism involves a long-lived recombination center and not a trap. Having noted the distinction, the center will be referred to as a trap, which is the more common generic term.
Time Constant Dependence on Intensity

In trapping mode operation, the HgCdTe photoconductive detector time constant (i.e., the excess majority carrier lifetime) not only becomes large, but also becomes dependent on the incident radiation intensity. Small signal responsivity measurements taken as a function of frequency with incident background as a parameter produce curves such as those shown in Figure 1.
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Figure 1. Form of small signal responsivity variation with frequency for different background intensities for HgCdTe detectors under low temperature, low background intensity conditions.

In the high frequency rolloff region the responsivity is (almost completely) independent of the background intensity. However, as the background decreases, the 3 db rolloff frequency decreases, and the low frequency responsivity increases. These changes are selfconsistent, and predict a small signal lifetime dependence on background given by

\[ \tau_n = \frac{k}{\phi B} \]  

(1)
where $\tau_\text{e}$ is the excess majority carrier (electron) lifetime, $\Phi_B$ is the incident photon flux density, and $k$ and $\alpha$ are constants.

The value of $\alpha$ in Eq. (1) is constant for a given detector, but varies somewhat from detector to detector. Values of approximately 0.5 are observed for 12 $\mu$m cutoff detectors, and 0.7 for 4.5 $\mu$m cutoff detectors. This power law background dependence has been observed in all detectors which show good low background performance, and for individual detectors the functional dependence has been shown to persist over a range of background fluxes extending more than four orders of magnitude [Reference 14].

In some cases the frequency response data rolls off more softly than would be expected if a single time constant were dominating the recombination process. The resulting ambiguity in the 3 dB time-constant is not so severe as to prevent determination of background dependence, but does indicate that an adequate model of the trapping behaviour should include the possible operation of multiple time constants.

Mechanisms for an Intensity Dependent Time Constant

The central problem in modeling the trapping mechanism in HgCdTe photoconductors is the development of a physical description of the trapping process which predicts a dependence of the time constant on background raised to a power between $-\frac{1}{2}$ and $-1$, and which is consistent with the other experimental data. A brief description of the suggestions which have been made will help place the present work in context.

A variation of time constant with intensity given by $\tau = k/\Phi^\alpha$ can be expected if the recombination is bimolecular and if the majority carrier density is determined by the incident radiation. The present case is not of this type since the HgCdTe majority carrier density is too large to be influenced by the radiation intensities used (an observation born out by the constancy of

the device resistance through very large changes in detector time constant). This mechanism is also inconsistent with the disappearance of minority carrier sweepout, which implies minority carrier trapping.

Minority carrier trapping resulting in increased excess majority carrier lifetime is frequently observed in II-VI and III-V compounds, is occasionally observed in silicon and germanium, and is usually attributed to the presence of a sensitizing center, e.g., a double acceptor in n-type material [Reference 15].

A doubly negative center can readily capture a hole. After doing so, an electron can in turn be captured, but since the center still has a negative charge, the probability of its doing so is small. The electron lifetime for such a capture will therefore be long (seconds). The center, when occupied by one hole, is thus a long-lived recombination center for electrons. If a second hole is captured by the center, it becomes neutral and can rapidly capture an electron, again quickly becoming a repulsive, long-lived recombination center for electrons.

A sensitizing center of this type produces a dependence of time constant on background given by \( \tau_n = k/\phi \), and thus is not adequate, by itself, to explain a time constant dependence on background to a fractional power. This mechanism does however produce the very long lifetimes observed in HgCdTe, and most attempts to model the HgCdTe trapping mechanism have been attempts to perturb the simple sensitizing center to produce the required fractional power background dependence.

It has been suggested for example that non-uniform absorption of the incident light might provide the required perturbation [Reference 11].

The light used for most experiments on HgCdTe is highly absorbed, placing a greater density of hole-electron pairs near the front of the detector than at

the back. If, in addition, the distribution of sensitizing centers is uniform and the hole mean free path prior to localization is short, it would be expected that the centers near the front of the detector would be saturated at a lower incident background intensity than those at the back, and a change in the exponent of the power law variation might result. However, experiments have shown [Reference 14] that penetrating radiation produces the same power law variation given in Eq. (1) with only a change in the value of the constant k. The minority carrier diffusion length is apparently sufficiently long to distribute the optically generated carriers from the front of the crystal to the back.

It has also been suggested that local variations in the density or capture cross sections of the sensitizing centers might change the exponent in the power law variation. Local variations in defect density and type, and variations in composition, are to be expected in a complex ternary semiconductor such as HgCdTe, and evidence indicating local variations in lifetime and quantum efficiency confirm the presence of material variations [Reference 14]. These do not, however, appear large enough or consistent enough to explain the lifetime dependence. The reported power law is obtained consistently from detector to detector and wafer to wafer. Further, the value of α remains constant in given detectors for intensity variations spanning nearly five orders of magnitude. That kind of regularity is particularly difficult to attribute to material irregularities.

Rose has shown [Reference 16] that the simple sensitizing center model can be modified to yield a power law dependence of the time constant on flux with an exponent between $\frac{1}{2}$ and 1 if the density of the sensitizing centers is distributed exponentially in energy within the bandgap. Beck [Reference 17] and Broudy and Beck [Reference 18] have applied this idea to HgCdTe detectors in

some detail. In their results, the fractional exponent to which the background flux is raised to obtain the time constant is a function of device temperature. Data reported in this work however indicate that the exponent observed is not temperature dependent.

Finally, it has been suggested that the interaction of the surface potential with a bulk sensitizing center may yield a model with the appropriate background dependence. A simple modification of the surface state density or distribution is not likely to be adequate because of poor communication between the surface and the bulk. If, however, the dominant time constant is set by the relative positions of the trap energy and fermi level in the surface potential region, then the background may be only fractionally effective. The surface potential has been shown to affect the device responsivity [References 19 and 20] and hence its time constant. It is the purpose of this work to obtain further information on the effects of surface potential on detector parameters, and on the consequences of irradiating these devices with ionizing radiation.

EXPERIMENTAL PROCEDURE

Test Devices

The device configuration chosen to study the surface properties and detector performance of trapping mode detectors is shown in Figure 2. The entire configuration is fabricated on one die taken from a wafer which produced other trapping mode detectors. Each die, in effect, consists of three detectors: the field modulated detector AB (an MIS device with a semitransparent gate), a ZnS covered detector d-e, and an uncoated detector e-f. The surfaces of the three devices all received the same surface treatment. In fact the same surface treatment is given to all devices regardless of alloy composition. Since these detectors are not normally coated with ZnS, detector e-f is in effect the experiment control detector. Detector d-e will show whether or not a ZnS coating affects detector performance. Finally detector AB (or b-c) is used for surface state studies. This MIS device has a nominal capacitance of about 20 pF. The Au field plate is sufficiently thin so that about 10% of 3 μm radiation can reach the detector. The underlying HgCdTe is approximately 18 μm thick.

Four device arrays with the configuration shown in Figure 2 were purchased from Carson-Alexiou Detection Science Inc. (formerly A. D. Little Detection Sciences). Two arrays had an alloy composition resulting in an energy gap of 0.3 eV while the other two arrays had an alloy composition yielding devices with 0.1 eV energy gap. Data, however, could only be obtained on one array of each composition. The MIS devices on the other two arrays had such high leakages that data could not be obtained. All the detectors on the two usable arrays displayed trapping mode behavior at appropriate backgrounds and temperatures.
Figure 2. HgCdTe detector and MIS configuration
Detector Characterization

The detector parameters of most concern to this program are: voltage responsivity vs. frequency, and noise spectral density vs. frequency measured at low temperatures and low optical backgrounds. The temperature dependence of responsivity and optical background dependence of majority carrier lifetime are also of interest. The apparatus used to obtain these data is shown in Figures 3 and 4.

Figure 3 shows in detail the low optical background detector chamber used in this study. This dark chamber is fastened to the cold plate of a "Cryoflask" dewar. The optical background in the dark chamber (once cooled to low temperature) is determined by the transmission of the bandpass filter, a neutral density filter, the size of the cooled aperture, and the external temperature seen by the detector. The background could easily be varied from $10^{11}$ ph/cm$^2$ sec to $10^{13}$ ph/cm$^2$ sec with the ambient 300$^\circ$K background as the radiation source. Backgrounds in excess of $10^{16}$ ph/cm$^2$ sec could be obtained using the blackbody as a radiation source. The bandpass filter used in this study transmitted from 3.1 to 4.0 $\mu$m.

Figure 4 schematically shows the detector test apparatus. In the measurement of responsivity the detector is exposed to a small (compared to the background flux density) modulated optical signal from the blackbody ($T = 500^\circ$K). The magnitude of this signal is computed from the measured characteristics of the bandpass filter, the temperature of the blackbody, the blackbody aperture size and the blackbody-to-detector spacing. The time varying voltage developed across the biased detector as a result of excitation by the modulated optical signal is amplified by a low-noise preamp (PAR Mod. 118) and the voltage synchronously detected by the lock-in amplifier (PAR Mod. 124A). The lock-in output is either read with a digital voltmeter or recorded on a strip chart recorder. This initial measurement is made at a convenient low frequency, generally 100 Hz. Subsequently the blackbody radiation source is removed and radiation from an InAs diode emitter is used
Figure 3. Low background test chamber
Figure 4. Experimental setup for detector measurements.
as the signal source. The emitter drive is adjusted so that the detector output is lower than that obtained from the blackbody source at the same frequency. Using the lock-in in the internal mode, and the lock-in reference out signal as the frequency source for the emitter drive, the responsivity as a function of frequency is easily obtained from about 5 Hz to several kilohertz.

The noise spectral density is measured using the same bias circuit, preamp, and lock-in amplifier as was used for responsivity measurements. The lock-in is operated in the internal reference mode and the measurement frequency is determined by the chosen lock-in detection frequency. The electrical bandpass of the system is determined by the time constant used in the output stage of the lock-in. The bandpass was \( \geq 1.25 \) Hz. The lock-in output is fed into a multichannel analyzer (MCA) operated in the sampled voltage analysis mode. In this mode of operation the MCA samples those voltage amplitudes which are present in the signal and determines how much time is spent at each amplitude. The result is, in effect, an amplitude probability histogram of the input signal. In this study the noise is Gaussian and thus the rms value of the noise is obtained from the standard deviation of the probability distribution. (The system is ac coupled resulting in a zero mean distribution.) The HP calculator which is interfaced with the MCA computes a best fit Gaussian curve to the data, and then computes the standard deviation of the data. The computed Gaussian best fit is superposed on the data to verify that the data is, indeed, Gaussian and that no extraneous noise sources (e.g., 60 Hz pick-up) were present. The measurement frequency is determined by the lock-in frequency settings. The rms noise derived from the standard deviation of the distribution when divided by the square root of the system bandpass then yields the "noise per root hertz" at the frequency of measurement. The noise spectral density curves are generated by following the above procedure for each measurement frequency.

The background dependence of the majority carrier lifetime was determined using the responsivity test setup. As is well known, the responsivity at
sufficiently low frequencies is directly proportional to the majority lifetime. Thus, the dependence of lifetime on background can be obtained from a measurement of the small signal detector voltage output vs. background (as long as the detector resistance remains constant). Determination of the dominant lifetime in the detector will be discussed later.

**Capacitance Measurements**

The capacitance voltage characteristic of the MIS structure will be used to determine both the surface state density and surface potential vs. gate voltage on HgCdTe. In this section we describe only the apparatus, leaving the discussion of analysis to a later section.

The low frequency (5 Hz to 10 kHz) capacitance measurement apparatus is illustrated schematically in Figure 5a. A small ac signal derived from the lock-in reference output is applied to the MIS device. The ac current through the device is then measured by using a current mode preamp in conjunction with the lock-in amplifier. The current in phase with the input signal is proportional to the conductance of the device, while the 90° out-of-phase component is proportional to \( \omega C \) where \( C \) is the device capacitance and \( \omega = 2\pi f \).

Provision is made to simultaneously apply a dc voltage to the MIS device. Figure 5b shows the biasing circuit used. The unity gain summing amplifier has a bandwidth of 1 MHz. The dc voltage is derived from a motor driven potentiometer. With the sample in the dewar, capacitance resolution of about 0.05 pF can be obtained at 5 Hz. This resolution limit is imposed by noise on the signal at low frequencies. Better resolution can be obtained at higher frequencies. The system was calibrated against a 10 pF standard air gap capacitor. Repeatability was better than 0.5% and was limited by how accurately the input signal could be set.

Early measurements showed that the test signal had to be less than 5 mV rms in order to avoid non-linear effects in the MIS structure. All low-frequency measurements reported here were made with 2 mV rms test signals. In general, the lock-in output is fed into the Y axis of an X-Y recorder while the ramp
Figure 5a. Schematic representation of C-V measurement apparatus.

Figure 5b. Bias network for C-V measurement apparatus.
voltage is fed into the X axis, giving a continuous measurement of capacitance vs. voltage. However, at low frequencies, because of the long integration times used (~4 min), point-by-point data were taken.

High-frequency (1 MHz) capacitance data were obtained with a Boonton Model 75A-88 capacitance bridge. A 2.5 mV rms test signal was also used in these measurements.
EXPERIMENTAL RESULTS

Surface Potential Variation

Capacitance vs. Voltage

The simple MIS structure is an effective tool for measurement and variation of surface potential. The semiconductor surface potential is controlled by the gate electrode potential, \( V_g \), through the relation:

\[
V_g = \psi_s + \frac{Q_s(\psi_s)}{C_i} + V_{\text{off}}
\]  

(2)

where \( Q_s(\psi_s) \) is the total semiconductor bulk space charge and surface charge at a surface potential of \( \psi_s \) and \( C_i \) is the insulator capacitance. The offset voltage, \( V_{\text{off}} \), may be due to a combination of metal-semiconductor work function difference and fixed, trapped charge at the semiconductor-insulator interface. It is possible to obtain the relation between \( V_g \) and \( \psi_s \) by a measurement of device capacitance, \( C \), as a function of gate voltage through

\[
\frac{C(V_g)}{C_i} = \frac{\frac{dQ}{d\psi_s}}{C_i + \frac{dQ}{d\psi_s}}
\]  

(3)

where the semiconductor charge may be explicitly separated into a bulk component and a surface component through:

\[
Q = Q_{(\text{bulk})} + Q_{(\text{surface})}.
\]  

(4)

\( Q_{(\text{bulk})} \) may be calculated as an explicit function of \( \psi_s \) given the HgCdTe band structure parameters [21]. Similarly, \( Q_{(\text{surface})} \) may be calculated as an explicit function of \( \psi_s \) given the surface state type (donor or acceptor) and density distribution. When the surface state density varies negligibly over a potential interval \( \Delta \psi_s = kT/q \), a significant simplification occurs through

\[
\frac{dQ_{(\text{surface})}}{d\psi_s} \approx qN_{ss}(\psi_s + E_F),
\]  

(5)

an expression which is exact at $T = 0^\circ K$.

Full mathematical details are given in the appendix. A graphical presentation of the interrelations between $C(V_g)/C_i$, $V_g$, $\psi_s$, and $N_{SS}(E_s)$ is given in Figure 6. The total surface state density distribution function, $N_{SS}(E_s)$, is composed of two components: a donor type surface state density distribution, $N_{SSD}(E_s)$, and an acceptor type surface state density distribution, $N_{SSA}(E_s)$.

The $C/C_i$ vs. $V_g$ curve of Figure 6 is a "low frequency" curve, i.e., the surface states are in thermal equilibrium with the semiconductor bulk and the surface state occupation follows the ac modulation or measuring signal. A first estimate of the midband value of $N_{SS}(E_s \approx E_g/2)$ may be obtained from the capacitance minimum since

$$\frac{dQ_{(surface)}}{dV_g} \gg \frac{dQ_{(bulk)}}{dV_g}$$

in depletion in all HgCdTe MIS devices we have examined. Also, when $C/C_i$ is dominated by surface states, the width of the $C/C_i$ curve is of the order

$$\Delta V_g \approx C_i^{-1} \int_{E_g}^{0} N_{SS}(E_s) dE_s$$

which gives an estimate of the total number of surface states. This data may be used to construct a first estimate of $N_{SS}(E_s)$ from which a $C/C_i$ vs. $V_g$ curve is then calculated for comparison with the experimental data. A large number of calculations have indicated that $\psi_s$ vs. $V_g$ is not a sensitive function of the detailed shape of $N_{SS}(E_s)$ so that the correction to $N_{SS}(E_s)$ may be obtained from the difference between $C/C_i$ (experimental) and $C/C_i$ (first calculation) at each $\psi_s(V_g)$ point. We have found a reasonable fit of calculated to experimental $C/C_i$ curves for surface state density distributions of the form

$$N_{SSA} = S_A \sqrt{\frac{E_s - E_A}{E_s - E_A}} + 1$$  \(6\)
Figure 6. Graphical presentation of interrelations between capacitance, $C/C_1$, gate potential, $V_g$, surface potential, $V_s$, and surface state distribution $N_{ss}(E_s)$.
for acceptor type states and

\[ N_{SA}D = S_D \sqrt{\frac{E_A - E_D}{\Delta_D^2}} + 1 \]  

(7)

for donor type states. The quantities \( S_A \) and \( S_D \) give the maximum surface state densities, \( E_A \) and \( E_D \) give the energy position of the density distribution maxima and \( \Delta_A \) and \( \Delta_D \) determine the width of the distributions.

In Figures 7 - 9 we show the measured and calculated \( C/C_I \) vs. \( V_g \) curves for a SWIR MIS device at three temperatures. In all three figures, a "typical" MIS device characteristic is obtained with well defined "high frequency" and "low frequency" regimes [22]. At \( T = 155^\circ\text{K} \) and \( 80^\circ\text{K} \), the experimental "low frequency" regime is reached as indicated by the merging of several curves with the 5 Hz curve. However, at \( T = 8^\circ\text{K} \), "low frequency" behavior is not reached at 5 Hz, our lowest measurement frequency available. "Low frequency" behavior is obtained when the reciprocal of the measurement frequency is small compared to minority carrier generation times due to thermal or optical processes. Figures 7 - 9 were all taken with a background photon irradiance of \( q_B = 10^{15} \text{ cm}^{-2} \text{ sec}^{-1} \).

For the SWIR device, bulk thermal equilibrium electron concentration, \( n_B \), was determined by the high-frequency inversion regime capacitance at \( 80^\circ\text{K} \) from Figure 8. This value, characteristic of the surface to depth of 0.25 \( \mu \text{m} \), is in reasonable agreement with a van der Pauw type measurement as shown in Table 1. The insulator capacitance, \( C_I \), was determined at low frequencies in strong inversion. The MIS device capacitance, \( C \), does not saturate to \( C_I \) in accumulation as may be seen in Figures 7 - 9. This is due to the small conduction band density of states function in narrow band gap HgCdTe. Also apparent in Figures 7 - 9 is a significant temperature dependence of \( C_I \). The temperature coefficient of capacitance,

Figure 7. Capacitance-voltage characteristic of SWIR MIS device near liquid He temperature (T \approx 8\,\text{K}) with measurement frequency as a parameter.

- \( E_g = 0.3\,\text{eV} \)
- \( T \approx 8\,\text{K} \)
- \( \phi_B \approx 10^{13}\,\text{ph/cm}^2\cdot\text{s} \)
Figure 8. Capacitance-voltage characteristic of SWIR MIS device near liquid N$_2$ temperature ($T \approx 80^\circ K$) with measurement frequency as a parameter.

\[ E_g = 0.3 \text{ eV} \]
\[ T = 80 \text{ K} \]
\[ \phi_B \approx 10^{13} \text{ ph/cm}^2 \text{s} \]
Figure 9. Capacitance-voltage characteristic of SWIR MIS device at "high" temperature (T ≈ 155 K) with measurement frequency as a parameter.

$E_g = 0.3 \text{ eV}$

$T \approx 155 \text{ K}$

$\phi_B \approx 10^{13} \text{ ph/cm}^2\text{s}$
TABLE 1.

COMPARISON OF BULK ELECTRON CONCENTRATIONS DETERMINED BY VAN DER PAUW TECHNIQUE AND BY HIGH FREQUENCY C vs. Vg ON MIS STRUCTURE

<table>
<thead>
<tr>
<th></th>
<th>SWIR</th>
<th>LWIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIS</td>
<td>$9.3 \times 10^{15}$ cm$^{-3}$</td>
<td>$1.7 \times 10^{14}$ cm$^{-3}$</td>
</tr>
<tr>
<td>van der Pauw</td>
<td>$1.6 \times 10^{16}$ cm$^{-3}$</td>
<td>$2.7 \times 10^{14}$ cm$^{-3}$</td>
</tr>
</tbody>
</table>
\[ \frac{1}{C_i} \frac{dC_i}{dT} \approx 4 \times 10^{-4} \, \text{oK}^{-1} \]

is due to the temperature dependence of the insulator (ZnS) dielectric constant \([23,24]\).

Using the appropriate values of \(T\) and \(C_i(T)\), the low frequency and high frequency \(C\) vs. \(V\) curves of Figures 7-9 were calculated from the single set of surface state parameters in the first column (pre irradiation) of Table 2.

If the entire offset voltage, \(V_{off}\), is due to trapped charge at the semiconductor-insulator interface, the offset corresponds to \(\Delta N_s = 1.2 \times 10^{11} \text{ cm}^{-2}\) negative charges in the insulator. The agreement between calculation and experiment over the temperature interval \(10^6 \text{K} \leq T \leq 155^6 \text{K}\) and at the low and high frequency extremes is satisfactory. It should be noted that the abrupt drop of the high frequency calculated \(C\) below the experimental 1 MHz curve as the MIS gate voltage moves from accumulation to depletion is due to the assumption that the surface states are abruptly disconnected from the semiconductor bulk at \(V_s = 0\).

In Figures 10 and 11 we show the experimental and calculated \(C-V_g\) characteristics for the SWIR device before and after a 200 kR \(\gamma\)-irradiation. The experimental points in Figure 11 are the superposition of data following two separate irradiations with an intervening room temperature anneal. The pre irradiated \(C-V\) characteristic of Figure 10 is indistinguishable from the post irradiation \(C-V\) characteristics following a room temperature anneal. An increased surface state density in the irradiated sample is indicated by the shallower dip at \(C_{min}\) and wider gate potential variation, \(\Delta V_g\), in Figure 11 vis \(a\) vis that in Figure 10. The surface state parameters required for the pre and post irradiated calculated \(C-V\) characteristics are listed in Table 2 and the surface state density distributions are plotted in Figure 12. The corresponding surface potential variation is shown in Figure 13. The principal effect of

### TABLE 2

**BULK AND SURFACE STATE PARAMETERS OF HgCdTe MIS DEVICES**

<table>
<thead>
<tr>
<th></th>
<th>SWIR</th>
<th>LWIR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PRE IRRADIATION</td>
<td>POST IRRADIATION</td>
</tr>
<tr>
<td>$E_g$ (eV)</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>$T$ (°K)</td>
<td>80</td>
<td>10</td>
</tr>
<tr>
<td>$n_b$ (cm$^{-3}$)</td>
<td>$9.3 \times 10^{15}$</td>
<td>$1.7 \times 10^{14}$</td>
</tr>
<tr>
<td>$\varepsilon_s$</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>$C_i$ (f/cm$^2$)</td>
<td>$6.4 \times 10^{-9}$</td>
<td>$1.45 \times 10^{-8}$</td>
</tr>
<tr>
<td>$S_A$ (cm$^{-2} \cdot$ eV$^{-1}$)</td>
<td>$2 \times 10^{12}$</td>
<td>$2 \times 10^{12}$</td>
</tr>
<tr>
<td>$E_A$ (eV)</td>
<td>0</td>
<td>$-0.025$</td>
</tr>
<tr>
<td>$\Delta_A$ (eV)</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$S_D$ (cm$^{-2} \cdot$ eV$^{-1}$)</td>
<td>$1 \times 10^{12}$</td>
<td>$4 \times 10^{12}$</td>
</tr>
<tr>
<td>$E_D$ (eV)</td>
<td>$-0.3$</td>
<td>$-0.3$</td>
</tr>
<tr>
<td>$\Delta_D$ (eV)</td>
<td>0.0075</td>
<td>0.0075</td>
</tr>
<tr>
<td>$V_{off}$ (volts)</td>
<td>3.6</td>
<td>4.0</td>
</tr>
<tr>
<td>$\Delta N_s$ (cm$^{-2}$)</td>
<td>$1.2 \times 10^{11}$</td>
<td>$1.35 \times 10^{11}$</td>
</tr>
</tbody>
</table>
Figure 10. Low frequency capacitance-voltage characteristic of SWIR MIS device before γ-irradiation
Figure 11. Low frequency capacitance-voltage characteristic of SiMOS device after 200 kR v-irradiation.
Figure 12. Surface state density distributions of SWIR MIS device before and after 200 kR γ-irradiation.
Figure 13. Surface potential as a function of gate voltage of SWIR MIS device before and after 200 kR γ-irradiation
γ-irradiation appears to be a large increase in surface state density near the valence band edge. This is apparent in Figure 11 as a shallower slope of the C−V characteristic in the $-4 < V_g < -2 \text{ volt}$ interval than in Figure 10. The fixed negative charge in the insulator increased only slightly following γ-irradiation according to Table 2.

In Figures 14-17 we show the $C/C_1$ vs. $V_g$ characteristics of a LWIR MIS device. Figures 14 and 15 are pre γ-irradiation while Figures 16 and 17 are post γ-irradiation. Figures 14 and 16 were obtained with the MIS device in a background photon irradiance of $\gamma_B = 10^{13} \text{ cm}^{-2} \text{ sec}^{-1}$ while Figures 15 and 17 were taken with $\gamma_B = 2 \times 10^{12} \text{ cm}^{-2} \text{ sec}^{-1}$. Note that the carrier generation rate is too low at $\gamma_B = 2 \times 10^{12} \text{ cm}^{-2} \text{ sec}^{-1}$ to reach "low frequency" behavior at a signal frequency of 5 Hz. Also note that "high frequency" behavior is not reached at a signal frequency of 1 MHz. This is presumably due to a significant tunnel conductance in inversion for the narrow bandgap HgCdTe devices [25,26]. The minimum of $C$ vs. $V_g$ at 1 MHz in Figure 14 was taken as due to the depletion layer capacitance only and the corresponding $n_B$ calculated for Table 1. Satisfactory agreement was obtained with the van der Pauw measurement of $n_B$, especially considering the facts that (1) the van der Pauw measurement was performed on a wafer slice from the HgCdTe ingot adjacent to the slice used for MIS device fabrication, and (2) the MIS measurement is characteristic of the surface region only to a depth of 1.0 μm.

The two sets of curves, Figure 14 and 15 and Figure 16 and 17, are nearly pairwise identical except for the frequency label on each curve. If we superpose Figures 14 and 15, identical C vs. $V_g$ with f as a parameter curves are obtained at the corresponding frequencies shown in Figure 18 for the two background irradiances, $\gamma_B = 2 \times 10^{12} \text{ cm}^{-2} \text{ sec}^{-1}$ and $\gamma_B = 10^{13} \text{ cm}^{-2} \text{ sec}^{-1}$. At 1 MHz, the C vs. $V_g$ curves are nearly identical at both photon irradiances. Linear extrapolation of the corresponding frequencies curve to high


Figure 14. Capacitance-voltage characteristic of LWIR MIS device with signal frequency as a parameter. Sample before γ-irradiation in background photon irradiance of $\phi_B = 10^{13}$ ph/cm$^2$ sec$^{-1}$.
Figure 15. Capacitance-voltage characteristic of LWIR MIS device with signal frequency as a parameter. Sample before $\gamma$-irradiation in background photon irradiance of $\phi_B = 2 \times 10^{12}$ cm$^{-2}$ sec$^{-1}$. 

$E_g = 0.1$ eV 
$T = 8$ K 
$\phi = 2 \times 10^{12}$ cm$^{-2}$ sec$^{-1}$
Figure 16. Capacitance-voltage characteristic of LWIR MIS device with signal frequency as a parameter. Sample following 200 kR $\gamma$-irradiation and in a background photon irradiance of $\varphi_B = 10^{13} \text{cm}^{-2} \text{sec}^{-1}$.
Figure 17. Capacitance-voltage characteristic of LWIR MIS device with signal frequency as a parameter. Sample following 100 kR γ-irradiation and in a background photon irradiance of $\phi_B = 2 \times 10^{14}$ cm$^{-2}$ sec$^{-1}$
Figure 18. Frequencies at which $C$ vs. $V_E$ curves at $\phi_B = 10^{13}$ cm$^{-2}$ sec$^{-1}$ are identical to $C$ vs. $V_E$ curves at $\phi_B = 2 \times 10^{12}$ cm$^{-2}$ sec$^{-1}$. Dotted lines are assumed interpolation and extrapolations beyond measured points.
frequencies indicates that the two sets of C vs. \( V_g \) curves should merge at 700 kHz. We expect the C vs. \( V_g \) curves to be independent of background above 700 kHz in inversion since the tunnel contribution to minority carrier generation rate is not background dependent.

In Figure 14, "low frequency" behavior is observed for all \( f < 80 \) Hz at \( \phi_B = 10^{13} \text{ cm}^{-2} \text{ sec}^{-1} \). A low frequency linear extrapolation of the corresponding frequencies curve in Figure 18 indicates that "low frequency" behavior at \( \phi_B = 2 \times 10^{12} \text{ cm}^{-2} \text{ sec}^{-1} \) would not occur until \( f \approx 0.7 \) Hz which was far below our measurement capabilities.

Calculated low frequency and high frequency C vs. \( V_g \) curves are also shown on Figure 14. The abrupt drop of the high frequency calculated C below the 1 MHz experimental curve as the MIS gate voltage moves from accumulation to depletion is more pronounced than for the SWIR device in Figures 7 - 9. This is probably due to connection of the bulk electrons to surface states via the tunnel mechanism which is more pronounced in narrow gap MIS devices [26].

In Figure 19 we show the experimental and calculated C-V\(_g\) characteristic before and after a 200 kR \( \gamma \)-irradiation. The signal frequency was less than 80 Hz with a background photon irradiance of \( \phi_B = 10^{13} \text{ cm}^{-2} \text{ sec}^{-1} \) so that we were well into the "low frequency" regime of Figures 14 and 16. Surface state parameters required for the calculated curves are given in Table 2. The surface state density distributions are plotted in Figure 20 and the corresponding surface potential vs. gate voltage curves are given in Figure 21.

In Figure 19, the small "bump" in the pre irradiation C-V\(_g\) measured curve at \( V_g = 0.5 \) volt is real and also appears in Figures 14 and 15. This effect can be modeled with an additional peak in the \( N_{ss}(E) \) curve of Figure 20 of \( \Delta N_{ss}(E_s) = 2.3 \times 10^{11} \text{ cm}^{-2} \text{ eV}^{-1} \) centered at \( E_s = -0.05 \text{ eV} \) (\( E_s = -E_g/2 \)). When the device was annealed at room temperature following the first
Figure 19. Low frequency capacitance-voltage characteristic of LWIR MIS device before and after 200 kR γ-irradiation.
Figure 20. Surface state density distributions of LWIR MIS device before and after 200 kR \( \gamma \)-irradiation
Figure 21. Surface potential as a function of gate voltage of LWIR MIS device before and after 200 kR γ-irradiation
γ-irradiation, this "bump" disappeared and the measured $C-V_g$ curve was an even better match to the calculated curve as shown in Figure 19.

**C vs. $V_g$ Results Summary**

Reviewing all of the $C$ vs. $V_g$ curves in this report, we can conclude that MIS structures fabricated on n-type HgCdTe are well behaved with respect to established MIS theory and that surface state distributions may be obtained from capacitance measurements [27]. For narrow bandgap alloy compositions, tunneling through the depletion layer is important and may cause a "high frequency" curve to have the shape of a "low frequency" curve [25] since the tunnel conductance increases rapidly with surface potential in inversion [26]. It is also important to confirm that a measurement is truly "low frequency" or interpretation of experimental results may be in error. This is apparently why another investigator was unable to match his experimental and calculated $C-V_g$ curves obtained on $E_g = 0.4$ eV HgCdTe at $77^\circ$K [28].

Returning to the surface state data in Table 2 or Figures 12 and 20, we find surface state densities and distributions similar to those at the Si-SiO$_2$ interface circa 1967 [27]. Surface state densities of these SWIR and LWIR HgCdTe devices are comparable which is reasonable since both had been processed with an identical surface preparation procedure [29]. The dominant effect of γ-irradiation is a significant increase of surface state density near the valence band edge.

From the bottom line of Table 2, we may also conclude that γ-irradiation increases the negative fixed charge in the insulator. While the total charge density is small, \( \sim 10^{11} \text{ cm}^{-2} \), it produces a pronounced shift in the surface potential of the lightly doped LWIR device as shown in Figure 19. An attempt was made to see if this surface potential shift could be altered by

---

electrically stressing the insulator during γ-irradiation. Accordingly, irradiations were carried out with the gate electrode connected as indicated in Table 3. In every case, the post irradiation C vs. Vg curves were unaffected by the gate electrode connection or potential during irradiation.
### TABLE 3.
GATE ELECTRODE CONNECTIONS DURING γ-IRRADIATIONS

<table>
<thead>
<tr>
<th>DETECTOR</th>
<th>DOSE</th>
<th>V&lt;sub&gt;g&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWIR</td>
<td>2 × 10&lt;sup&gt;5&lt;/sup&gt; R</td>
<td>Open</td>
</tr>
<tr>
<td>SWIR</td>
<td>2 × 10&lt;sup&gt;5&lt;/sup&gt; R</td>
<td>Shorted</td>
</tr>
<tr>
<td>LWIR</td>
<td>2 × 10&lt;sup&gt;5&lt;/sup&gt; R</td>
<td>Open</td>
</tr>
<tr>
<td>LWIR</td>
<td>2.4 × 10&lt;sup&gt;5&lt;/sup&gt; R</td>
<td>-1 Volt</td>
</tr>
<tr>
<td>LWIR</td>
<td>1 × 10&lt;sup&gt;5&lt;/sup&gt; R</td>
<td>+2 Volt</td>
</tr>
<tr>
<td>LWIR</td>
<td>1 × 10&lt;sup&gt;5&lt;/sup&gt; R</td>
<td>Open</td>
</tr>
<tr>
<td>LWIR</td>
<td>1 × 10&lt;sup&gt;5&lt;/sup&gt; R</td>
<td>Shorted</td>
</tr>
</tbody>
</table>
DETECTOR PROPERTIES

Introduction

In this subsection we present data on responsivity, noise spectral density and photoconductive lifetime obtained on 0.3 eV and 0.1 eV energy gap trapping mode HgCdTe detectors. Before presenting these data we briefly review a few basic relations pertinent to photoconductive detectors. The voltage responsivity $R_V$ is

$$R_V = \frac{\eta \mu_n \mathcal{E} R_D}{(h\nu/e)(1 + \omega^2 \tau^2)^{1/2}} V/W$$

where

- $\eta$ is the quantum efficiency
- $\mu_n$ is the mobility of the majority carriers (electrons in this case)
- $\mathcal{E}$ is the electric field across the detector
- $\tau$ is the majority carrier lifetime
- $L$ is the interelectrode spacing
- $h\nu/e$ is the energy of the (monochromatic) signal radiation
- $\omega$ is the angular frequency of the signal radiation

At very low frequencies $R_V$ is proportional to $\tau$ and independent of frequency while at high frequencies $R_V$ is proportional to $\omega^{-1}$. It should be pointed out, however, that the frequency dependence of trapping mode detectors cannot in general be described in terms of a single time constant. The observed frequency dependence of responsivity does not follow $\omega^{-1}$ at high frequencies. Instead the high frequency response more closely resembles an $\omega^{-1/2}$ relation. This behavior is due to the presence of, not one, but a spectrum of time constants. Thus, it is not possible to simply extract "the time constant" from the 3db point of the responsivity vs. frequency curve. A graphical technique to extract the dominant time constant will be described later.

The principal detector noise sources are generation-recombination noise, $V_{g-r}$ (either thermally or optically induced), excess noise, $V_{ex}$ and
Johnson-Nyquist noise $V_J$.

The generation-recombination noise is given by

$$V_{g-r} = 2e \mu R_D \left( \frac{w}{L} \right)^{1/2} \left( \frac{\phi_B}{n_B} + \frac{\eta}{d} \right)^{1/2} \frac{\tau}{(1 + \omega^2 r^2)^1/2} \quad \text{V/Hz} \quad (9)$$

where

- $w$ is width of the detector
- $\phi_B$ is the optical background flux density
- $\eta$ is the thermal generation rate of carriers
- $d$ is the device thickness

The other symbols have the meaning previously defined. At the temperatures used in these experiments ($\leq 80^\circ$K) we do not expect to see the thermal generation term. We can then write the optical portion of $V_{g-r}$ in the more useful form

$$V_{g-r} = 2 \hbar \nu A_D \frac{\phi_B}{n_B} \frac{1}{R_V} \quad \text{V/Hz} \quad (10)$$

where $A_D$ is the detector area and the other symbols were defined earlier. Since both $R_V$ and $V_{g-r}$ have the same frequency dependence we can use Eq. (10) in conjunction with the measured values of $R_V$ to estimate $V_{g-r}$, and its frequency dependence.

The excess noise spectral density follows the semi-empirical relation

$$V_{ex} = \frac{K \delta^2}{\tau} \quad \text{V/Hz}$$

where $K$ is a constant. This noise source is generally believed to be the result of fluctuations in charge carrier density caused by recombination states located at the detector surface or at the contacts. Previous experiments suggest that in trapping HgCdTe detectors the surface dominates. This noise source is independent of background flux density.
The Johnson-Nyquist noise is independent of frequency and optical background (as long as the background does not change the carrier density significantly) and is given by

\[ V_J = (\frac{4k}{R_D} T_D)^{\frac{1}{2}} \sqrt{V/H} \]

where \( k \) is Boltzmann's constant and \( T_D \) is the detector temperature. This noise source is negligible in these detectors.

Preamplifier noise in these experiments was about \( 10^{-9} \sqrt{V/H} \) at high frequencies and did not impact our results.

In Table 4 we list some important detector parameters.

<table>
<thead>
<tr>
<th>Detector (both compositions)</th>
<th>0.1 eV gap</th>
<th>0.3 eV gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interelectrode Spacing</td>
<td>8.1x10^-2</td>
<td>2.5x10^-2</td>
</tr>
<tr>
<td>Width</td>
<td>2.65x10^-2</td>
<td>2.65x10^-2</td>
</tr>
<tr>
<td>Area</td>
<td>2x10^-3</td>
<td>6.7x10^-4</td>
</tr>
<tr>
<td>Thickness</td>
<td>~2x10^-3</td>
<td>~2x10^-3</td>
</tr>
<tr>
<td>Operating Temperature</td>
<td>8°K</td>
<td>80°K</td>
</tr>
<tr>
<td>Bias Field</td>
<td>1.2</td>
<td>4.8</td>
</tr>
<tr>
<td>Majority Carrier Density</td>
<td>1.7x10^14</td>
<td>2x10^16</td>
</tr>
<tr>
<td>Wavelength of Radiation</td>
<td>3.5</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Results on 0.3 eV Energy Gap Detectors

The frequency dependence of responsivity of detectors AB, de and ef are shown in Figures 22 and 23. The data was obtained at a background of about \( 10^{13} \text{ ph/cm}^{-2} \text{ s}^{-1} \) at 80°K. All three detectors behave qualitatively
Figure 22. Frequency dependence of responsivity of 0.3 eV MIS detector.
Figure 23. Frequency dependence of responsivity for bare (ef) and ZnS-coated (de) detectors.
alike and have soft roll offs. In order to obtain a consistent picture of both responsivity and noise in these detectors one must determine their lifetime and the quantum efficiency. Since these detectors do have a spectrum of time constants the lifetime cannot be obtained from the 3db roll off frequency. We can, however, estimate quite accurately the dominant low frequency lifetime using a graphical technique. We will, in effect, reconstruct a typical soft roll off responsivity curve from a family of single time constant responsivity curves. In Fig. 24 curves 1-6 represent single time constant responsivity curves, each with a lifetime just 1/2 that of the preceding. The upper two composite curves were obtained by either summing all 6 single time constant curves or just curves 1, 3, and 5. We note that the resultant composite curves have the characteristic soft responsivity roll off of HgCdTe detectors. To obtain the dominant lifetime (i.e. longest lifetime) of a detector one of the upper composite curves is superposed on the data and shifted to make the best fit. The frequency \( f_D \) on the experimental responsivity curve which matches the \( \omega \tau = 1 \) point for curve 1 (lowest frequency single time-constant curve) is then related to the dominant lifetime \( \tau_D \) in the detector by

\[
\tau_D = \frac{1}{2\pi f_D}
\]

Curve 1 with \( \tau = \tau_D \) is representative of the dominant low frequency process in the detector. With the composite curve still superposed on the data the value of responsivity determined by the low frequency intercept of curve 1 with the experimental responsivity axis is the low frequency responsivity of this dominant process. Thus, curve 1 with ordinate and abcissa fixed by the experimental responsivity curve is a representation of the lowest frequency process in the experimental data. We can then analyze this single time constant curve to determine the quantum efficiency. We will use Eq. (8), which at low frequencies reduces to

\[
R_V = \frac{\hbar \nu c}{h\nu_{\text{int}}} V/W 
\]

50
Figure 24. Composition of soft roll-off responsivity curves
and the data from Table 4. Then applying this technique to Detector AB, Figure 22, we find that $\tau_D = 3.5 \times 10^{-3}$ sec and that the low frequency responsivity of the dominant process is about $1.7 \times 10^{4}$ V/W. Comparing this to the value calculated from Eq. (11) with $\tau = 3.5 \times 10^{-3}$ sec we find that $\eta = 0.06$. Applying this technique to detectors de and ef we determine the lifetime and quantum efficiencies of these detectors. The results are given in Table 5.

<table>
<thead>
<tr>
<th>Detector</th>
<th>AB</th>
<th>de</th>
<th>ef</th>
<th>de + ef</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>$3.5 \times 10^{-3}$</td>
<td>$1.6 \times 10^{-3}$</td>
<td>$1.6 \times 10^{-3}$</td>
<td>$1.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.06</td>
<td>0.17</td>
<td>0.07</td>
<td>0.12</td>
</tr>
</tbody>
</table>

The noise for detectors AB and the series combination de + ef (i.e. the noise measured between points d and f of Figure 2) is given in Figure 25. The noise voltage varies approximately as $f^{-\frac{1}{2}}$, and appears to be excess noise. Also on Figure 25 are the computed values of $V_0 \tau$ for detector AB and the combination de + ef. These curves were calculated from Eq. (10) using measured values of $R_V$, a background of $10^{13}$ cm$^{-2}$ s$^{-1}$, and the computed quantum efficiencies. We see that for both detectors AB and de + ef, the expected generation recombination noise falls below the measured noise. We conclude that in both detectors this is excess noise.

The majority carrier lifetime in trapping mode HgCdTe is background dependent and varies as

$$\tau = K B^{-\alpha}$$

where $K$ is a constant and the exponent $\alpha$ is generally between 0.5 and 0.8. Since the low frequency responsivity is proportional to the lifetime, we can obtain $\alpha$ from a log-log plot of low frequency responsivity (or signal level) vs. background. This plot can then be normalized to the low background time.
Figure 25. Measured and computed noise on 0.3 eV detectors
constant determined by the graphical method. These data for detector AB are shown in Figure 26. From this we see that

\[ \tau \sim \phi_B^{-0.72} \]

For \( V_g = 0 \) volts. This background dependence is typical of trapping mode detectors of this energy gap. In Figure 27 we show the variation of low frequency signal level with background for detector AB cooled to 10⁹K. The power law dependence is virtually unchanged from its 80⁹K value. This is an important result since the trapping model of Beck and Broudy predicts that \( \alpha \) should increase monotonically with a decrease in temperature. Thus, these data are not reconcilable with the predictions of the Beck and Broudy model.

**Results on 0.1 eV Energy Gap Detectors**

The responsivity vs. frequency for detectors AB, de and ef are shown in Figure 28. The responsivity for detector AB is shown at two backgrounds \( \phi_B \approx 2 \times 10^{12} \) and \( \phi_B \approx 10^{13} \) ph cm⁻² s⁻¹. From this data using the procedure discussed earlier we extracted the dominant lifetime and detector quantum efficiency. These results are listed in Table 6. The longer time constant of detector AB is probably a result of the lower effective background on AB due to the presence of the Au field plate.

<table>
<thead>
<tr>
<th>Detector</th>
<th>( \eta )</th>
<th>( \tau ) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>de</td>
<td>0.2</td>
<td>1.2\times10^{-3}</td>
</tr>
<tr>
<td>ef</td>
<td>0.06</td>
<td>1.2\times10^{-3}</td>
</tr>
<tr>
<td>AB(2\times10^{12} \phi_B)</td>
<td>0.02</td>
<td>3.2\times10^{-3}</td>
</tr>
<tr>
<td>AB(10^{13} \phi_B)</td>
<td>0.02</td>
<td>1.5\times10^{-3}</td>
</tr>
</tbody>
</table>

The noise vs. frequency for AB is shown in Figures 29 and 30 for backgrounds of 2\times10^{12} and 1.3\times10^{13} ph cm⁻² s⁻¹ respectively. The noise depends on
Figure 26. Background dependence of lifetime in 0.3 eV detector at 80 K.
Figure 27. Background dependence of lifetime in 0.3 eV detector at 10 K.
Figure 28. Frequency dependence of responsivity of 0.1 eV detectors
Figure 29. Measured and calculated noise on 0.1 eV MIS detector at $2 \times 10^{12} \text{ cm}^{-2} \text{ s}^{-1}$ background.
Figure 30. Measured and calculated noise on 0.1 eV MIS detector at $10^{13}$ cm$^{-2}$ s$^{-1}$ background
frequency as $f^{-\frac{3}{2}}$ and is independent of background, as one would expect for excess noise. The generation recombination noise was computed, as described earlier, and also shown on Figure 29. It is well below the measured noise value. Comparing the measured noise to the computed $V_{g-r}$ at $\phi_B = 10^{15}$ cm$^2$ s$^{-1}$ we conclude that the measured noise may at high frequencies be a combination of excess and generation-recombination noise. However, the major contribution to the noise is the excess component.

The measured noise and computed generation-recombination noise for detectors de and ef are shown in Figure 31. Again we note that the measured noise is primarily an excess noise.

In Figure 32 the background dependencies of lifetime in detectors AB and de + ef are shown. The background dependence of lifetime in detector AB is shown as a function of field plate voltage from -0.5 V to +3.0 V (reading from top to bottom). From the linear portions of these curves we determine that

$$\tau = K' \phi_B^{-0.55}$$

for both detectors. We also note that the exponent is independent of field plate voltage in detector AB.

**Summary of Detector Properties**

The quantum efficiency and dominant majority carrier lifetime were determined from the frequency dependence of responsivity on the detectors of each composition. The lifetimes varied from about 1.5 msec to about 3.5 msec, while the quantum efficiencies varied an order of magnitude from .02 to .2 with the widest variance occurring in the lower band gap detectors.

The noise of both groups of detectors was dominated by excess noise. Estimates of the generation recombination noise were made using the experimentally determined responsivities and quantum efficiencies. This noise was sufficiently low so as not to be observable.

The three types of detectors, i.e., bare, ZnS coated, and MIS devices, all behaved similarly. Thus it is felt that the presence of ZnS or ZnS and field plate do not appreciably alter the properties of the detector. Therefore the information obtained on the MIS device should be applicable on HgCdTe detectors in general.
Figure 3.1. Measured and calculated noise on 0.1 eV bare (ef) and ZnS coated (de) detectors
Figure 32. Background dependence of lifetime in 0.1 eV detectors.
SURFACE POTENTIAL EFFECTS

The effects of surface potential (i.e. band bending at the surface) were explored using the MIS structure, detector AB. The surface potential was controlled by the applied gate voltage. Computation of the relation between gate voltage and surface potential was discussed in the Surface Potential Variation subsection. The effects of surface potential variation on low frequency responsivity, noise, and the background dependence of lifetime will be presented first for the 0.3 eV gap device and then for the 0.1 eV gap device.

Results on 0.3 eV Energy Gap Devices

The effect of surface potential on low frequency responsivity of the 0.3 eV gap detector is shown in Figure 33. The responsivity, hence lifetime, shows a broad peak approximately at mid gap. A zero or positive surface potential corresponds to a downward bending of the bands at the surface resulting in increased electron density there, while a large negative surface potential corresponds to an upward bending of the bands leading to a depleted or inverted surface layer. At zero gate voltage the surface potential is -0.125 eV. The sharp decline in responsivity (hence lifetime) begins when the surface potential reaches about 0.1 eV above the top of the valence band. The resistance of this device did not change by more than 1 part in $10^3$ for the entire range of surface potentials. As the background intensity increased the peak in responsivity shifted towards the valence band and narrowed (Figure 34). At high frequencies the responsivity is independent of surface potential. Since the responsivity at high frequencies depends only on quantum efficiency and is independent of lifetime, we conclude that the quantum efficiency is independent of surface potential. Thus, the low frequency behavior must have been due to a change in lifetime.

The low frequency noise also shows a weak dependence on surface as is shown in Figure 35. The noise (at 10 Hz) is low for values of surface potential away from the band edges but peaks near each band edge.
Figure 33. Variation of responsivity with surface potential in 0.3 eV MIS detector (low background)
Figure 34. Variation of responsivity with surface potential in 0.3 eV MIS detector (high background)

- $E_g = 0.3\ \text{eV}$
- $T = 80\ \text{K}$
- $\phi_B = 10^{13}\ \text{cm}^{-2}\cdot\text{s}^{-1}$
- $E_B = 4.8\ \text{V/cm}$
- $\lambda = 3.5\ \mu\text{m}$
Figure 35. Variation of low frequency noise with surface potential in 0.3 eV MIS detector
In Figure 26 we showed the dependence of lifetime on background, and noted that

$$\tau \sim \frac{K}{\varphi_B^{0.72}}$$

for zero gate voltage (surface potential of -0.125 eV). Also shown in Figure 26 is the background dependence for gate potentials of ±5 volts.

The slopes of the 0 and ±5 volt curves are the same but the lifetime is lower at ±5 volts (see Figure 26). The slope of the curve for -5 volts applied gate voltage is however lower. Figure 36 shows the variation in $\alpha$ where

$$\tau \sim \varphi_B^{-\alpha}$$

as a function of the surface potential. The exponent is independent of surface potential until the surface potential comes to within about 0.1 eV of the valence band edge. Then it drops precipitously to a constant value of 0.5 for strong inversion.

Results on 0.1 eV Energy Gap Detectors

Surface potential effects in the 0.1 eV gap detector were not as pronounced as in the wider gap device. Unlike the wider gap device, the resistance of this device was dependent on surface potential (Figure 37). This is not surprising since the carrier density in this device is two orders of magnitude lower than the carrier density in the wider gap device. At zero gate voltage the surface potential is -0.095 eV and the surface is already inverted. Applying positive gate voltages brings the surface out of inversion then out of depletion and finally into accumulation. While in inversion the surface layer conductivity is dominated by the low mobility holes. Thus, the detector has a smaller effective thickness and hence higher resistance. With the collapse of the depletion layer and the accumulation of electrons at the surface for larger positive gate voltages the detector resistance drops. In Figure 38 we compare the computed resistance vs. surface
Figure 36. Variation of background exponent $\alpha$ with surface potential in 0.3 eV MIS detector ($\tau \sim \phi_B^{-\alpha}$)

- $E_g = 0.3$ eV
- $T = 80$ K
- $\phi_B = 10^{13}$ cm$^{-2}$s$^{-1}$
- $\tau \sim \phi_B^{-\alpha}$
- $E_b = 4.8$ V/cm
- $\lambda = 3.5$ $\mu$m
Figure 37. Effect of surface potential on resistance of 0.1 eV MIS device.

\[ E_g = 0.1 \text{ eV} \]
\[ T = 8 \text{ K} \]
\[ \phi_B \approx 2 \times 10^{12} \text{ cm}^{-2} \text{ s}^{-1} \]
\[ E_b = 1.2 \text{ V/cm} \]
\[ \lambda = 3.5 \mu\text{m} \]
Figure 38. Effect of surface potential on resistance; calculated and measured.
potential curve with the measured curve, based on this model. In this computation the computed resistance was normalized to the measured resistance at one point. The agreement in accumulation is quite good but the computed value is low in depletion. However, we feel that the computation essentially verifies the model.

In order to determine whether the lifetime is dependent on surface potential we must examine the behavior of low frequency responsivity/resistance ratio vs. surface potential rather than just responsivity vs. surface potential. This is dictated by the fact that the resistance is surface potential dependent. Figure 39 presents these data. The overall change in the ordinate is not as large as the changes seen in the wider gap sample, but the general behavior is qualitatively the same. The lifetime peaks just below midgap and declines on either side of midgap. At high frequencies the responsivity/resistance ratio is independent of surface potential. Thus the surface potential effects observed in the low frequency measurements can be attributed to a surface potential dependent lifetime.

The low frequency noise vs. surface potential measured with a constant electric field across the detector is shown in Figure 40. Since the noise appears to be excess noise it is field rather than current dependent and therefore must be measured at constant field. It appears from Figure 40 that the noise is insensitive to surface potential. All the data lie within about $\pm\sqrt{2}$ standard deviations from the mean.

In Figure 32 we showed the dependence of low frequency responsivity on background, for zero gate voltage. Also shown is responsivity vs. background for positive gate voltages. The curves for negative gate voltages fall nearly on top of the zero gate voltage curve. All the high background segments of these curves predict the same background dependence of lifetime viz

$$\tau \sim \phi_B^{-0.55}$$
Figure 39. Effect of surface potential on responsivity/resistance in 0.1 eV MIS device.

- $E_g = 0.1$
- $T = 8$ K
- $\phi_B = 10^{12}$ ph/cm$^2$/s
- $E_b = 1.2$ V/cm
- $\lambda = 3.5$ $\mu$m
Figure 40. Effect of surface potential on noise in 0.1 eV MIS detector
unlike the larger gap devices, the exponent in this equation is independent of surface potential.

Summary of Surface Potential Effects

In both composition detectors the majority carrier lifetime is dependent on surface potential. The relatively weak dependence of lifetime on surface potential may be due to the fact that the back surface of the detector, which is unaffected by surface potential, always remains an active trapping site. In addition, the lifetime peaks at midgap and decreases for surface potentials on either side of midgap. The excess noise in the 0.3 eV gap detectors was slightly surface potential dependent, while the noise in the 0.1 eV gap detector appears to be independent of surface potential. The background dependence of lifetime was surface potential dependent in the 0.3 eV gap detector, but independent of surface potential in the 0.1 eV gap detector. Surface potential studies on devices with intermediate energy gaps are probably needed to explain these differences.
RADIATION EFFECTS ON DETECTOR PROPERTIES

0.3 eV Energy Gap Devices

Irradiation of these devices was performed with the devices cooled to 80° K. Dose rates were in the range of 300 to 1000 rads/sec. Immediately after irradiation the responsivity and noise were measured. Finally the capacitance vs. voltage measurement was performed. Only after those measurements were completed were the devices allowed to warm above 80° K.

The first irradiation was made to a total dose of $7 \times 10^4$ rads. The responsivity and noise, pre and post irradiation of detector AB, are shown in Figure 41. There was a small change in low frequency responsivity and some increase in noise. The increase in noise is too small to be experimentally significant. The responsivity increase is significant and is due to a lengthening of the primary photoconductive lifetime. Detectors de (ZnS coated) and ef also showed an increase in responsivity due to lengthening of the time constant. The responsivity after a room temperature anneal is not quite as high as its pre-irradiation value; however, the shape of the post anneal responsivity curve is identical to the pre-irradiation curve. Thus, the lifetime has returned to its pre-irradiation value, but the detector quantum efficiency has degraded.

The capacitance vs. voltage characteristic was unchanged after irradiation. This implies that neither the surface state density nor the surface potential were affected by irradiation.

According to the trapping model discussed in an earlier section the majority carrier lifetime is monotonically related to the density of trapping centers. In addition the overall quantum efficiency was found to be the product of the usual collection quantum efficiency and an efficiency which measures the relative probability of trapping over recombination. This relative
Figure 41. Responsivity and noise in 0.3 eV detector after 70 krad gamma irradiation.
probability $\eta$ is

$$\eta = \frac{NA}{NA + r_b}$$

where $N$ is the density of trapping sites, $A$ is the capture cross section of the trap multiplied by the hole thermal velocity, and $r_b$ is the rate at which holes recombine via a band to band or flaw assisted process. The product $NA$ is the rate holes are trapped. Thus, $\eta$ is just the probability that a hole will be trapped. It, too, obviously is dependent on the trap density. Thus, introduction of new trapping sites by irradiation could increase both quantum efficiency and lifetime.

The noise and responsivity of detector AB, following a $2.2 \times 10^5$ rad irradiation are shown in Figure 42. The post-irradiation responsivity at low frequencies is about an order of magnitude higher than the pre-irradiation value*. In the roll off region, the differences in responsivity are due primarily to quantum efficiency differences, and it appears from these data that the quantum efficiency has increased about a factor of 2 to 3. From the change in roll off we conclude that the lifetime also has increased by about three. Thus, the change in low frequency responsivity qualitatively tracks with an increase in both lifetime and quantum efficiency.

The capacitance vs. voltage characteristic was changed by irradiation (see "Surface Potential Variation" section). Irradiation increased the density of donor like states at the valence band edge by about a factor of four. The surface potential increases slightly from $-0.125$ eV to $-0.130$ eV (Figure 13) below the conduction band. As seen in Figure 33 a change in surface potential in this direction does produce a change in responsivity. However, this change is too small to account for the observed changes. The quantum efficiency and lifetime increases appear to be due to an increase in the density of trapping sites.

* When compared to the responsivity after 70 Krad and anneal.
Figure 42. Responsivity and noise in 0.3 eV detector after 2.2x10^5 rad gamma irradiation.
Irradiation also increased the excess noise level. This is probably associated with the increase in surface state density.

After a room temperature anneal both responsivity and noise returned to their pre-irradiation value. The new trapping sites are thus not stable at room temperature. (Figure 43.)

0.1 eV Energy Gap Devices

These devices were irradiated at 80°K and then cooled to about 8°K for measurement. Measurements were made in the same sequence as was used for the wide gap devices.

The frequency response of responsivity and noise were measured on these devices after a $1 \times 10^5$ rad and $2.2 \times 10^5$ rad irradiation. The results were identical. Only the results of the $2 \times 10^5$ rad irradiation are shown. The responsivity of detector AB did not change with irradiation. However the adjacent detectors de and ef (Figure 44) experienced a decrease in responsivity in the range of 10-20%. The noise after irradiation of all three detectors AB, de, and ef are within about 25% of their pre-irradiation values. This change is within the limits of experimental error and is probably not significant.

The capacitance vs. voltage characteristic is changed by irradiation (Figure 21). The effect of radiation is to increase the density of donor like surface states and slightly lower the surface potential (from -0.095 eV to -0.104 eV) at zero gate bias. This change in surface potential, according to Figure 39, would only decrease the responsivity by one part in twenty and cannot account for the observed changes. A slight decrease in quantum efficiency would account for the observed changes. This is quite consistent with the data since the pre- and post-irradiation data are nearly parallel, indicating a change in quantum efficiency and not in lifetime. This decrease in quantum efficiency could be due to a radiation induced increase in the density of recombination sites. The fact that de and ef behave slightly
Figure 43. Responsivity and noise in 0.3 eV detector after 2.2x10^5 rad gamma irradiation and room temperature anneal.
Figure 4.4. Responsivity and noise in 0.1 eV detectors after 2x10^5 rad gamma irradiation
different from AB may be due to inhomogenieties across the chip from which these devices were fabricated. Such inhomogenieties are not uncommon. Finally we note that the responsivity changes disappear after a room temperature anneal.

Gate Voltage Effects

The data discussed above (both 0.3 eV and 0.1 eV devices) were obtained with the gate shorted to the substrate. In order to assess the effects of surface potential during irradiation on the outcome of the irradiation the 0.3 eV devices were re-irradiated with the gate floating. The 0.1 eV gap devices were also irradiated with gate floating, and with a gate voltage of +2 V and -1 V corresponding to surface potentials of +0.017 eV (accumulation) and -0.104 eV (inversion) respectively. The post-irradiation detector characteristics, surface potential and surface state density under the conditions of gate open (0.3 eV material) and gate open, accumulation, and inversion (0.1 eV material) were not discernable from the values measured with the gate shorted to substrate.

Radiation Effects Summary

The donor like surface state density on both the 0.3 eV and 0.1 eV energy gap devices was increased significantly by gamma irradiation. The surface potential after irradiation, however, was nearly unaffected. Detector responsivity in the 0.3 eV gap detectors was increased by irradiation. The increase appears due to a change in both quantum efficiency and lifetime, associated with the introduction of new bulk trapping sites. The responsivity of the narrower gap detectors was affected less by irradiation than were the wider gap detectors and this change appears to be a slight reduction in quantum efficiency.

The noise spectral density (excess noise in all cases) of the 0.1 eV gap detectors was not changed by irradiation. However, the excess noise in the 0.3 eV gap detectors increased significantly.
Finally, we observe that the detector surface potential during irradiation does not affect the outcome of the irradiation.
DISCUSSION

Trapping mode HgCdTe photoconductive detectors with energy gaps of 0.3 eV and 0.1 eV were studied in this program. Three detector configurations of each composition were used: (1) an uncoated detector representing an unperturbed "normal" detector, (2) a ZnS coated detector, and (3) a MIS device consisting of detector ZnS, and a semitransparent Au electrode. These studies showed that all detectors had qualitatively the same general characteristics, with no systematic variations due to surface configuration. The photoconductive lifetimes were in the range of 1-3.5 msec and the quantum efficiencies were in the range of 0.02 to 0.2. The frequency dependence of responsivity in all detectors showed the usual, slower than 1/f roll off. All detectors were excess noise limited at the backgrounds used. The photoconductive lifetimes were background dependent and varied as $\tau \sim \phi^{-\alpha}$ with $\alpha = 0.55$ in the 0.1 eV material and $\alpha \approx 0.7$ (at $V = 0$) in the 0.3 eV material. The exponent $\alpha$ was found to be independent of temperature (Figures 26 and 27) but not independent of surface potential in the wider gap material (Figure 36).

The surface state density per unit energy interval was similar in the MIS devices of both composition and peaked at the band edges (Figures 12 and 20).

The photoconductive lifetimes in both compositions are dependent on surface potential and have broad peaks near midgap. The departures from this maximum value, however are not large (Figures 33 and 39). The exponent in the power low dependence of lifetime on background is surface potential dependent in the 0.3 eV gap detectors. The exponent remains constant at 0.7 until the surface is biased into inversion, at which point $\alpha$ rapidly drops to $\sim 0.5$. The 0.1 eV gap device did not show this effect.

Gamma irradiation of detectors of both compositions resulted in an increase in the density of donor like surface states at the valence band edge. The responsivity and noise of the wider gap detectors increased significantly.
upon irradiation while the responsivity of the narrow gap devices decreased only slightly and the noise was unchanged. The surface potential after irradiation was unchanged in both composition detectors. These results, or at least the effect of irradiation on responsivity, are important since they argue against a surface state dominated trapping mechanism. We note that in the wider gap detector the pre and post irradiation surface potential resided at about -0.125 eV below the conduction band, that is in the region where irradiation had no dramatic effect on surface state density. However, the responsivity increased significantly after irradiation. Likewise, the surface potential in the narrower gap device was unchanged after irradiation and remained at the valence band edge. The surface state density at the valence band edge increased significantly. Now, however, we see almost no change in responsivity. Thus, on the one hand we have a large change in responsivity after irradiation in the detector in which the fermi energy resides in a region of unperturbed surface state density while in the detector in which the fermi energy resides near a maximum in the surface state density, which is increased further by irradiation, the responsivity is unchanged by irradiation. These two results strongly suggest that surface states do not play a part in the minority carrier trapping process.

All data on trapping mode HgCdTe indicate that the presence of some kind of sensitizing center is required to provide minority carrier trapping. In addition, the soft roll off of responsivity with frequency and the dependence of lifetime on background suggest that the trapping process cannot be described in terms of a single time constant trapping process. For a single time constant process the responsivity falls off as $1/f$ at high frequencies and $\tau \sim \phi_B^{-1}$. This behavior is not observed in HgCdTe. Thus, the trapping process must also allow for a spectrum of time constants and a background dependence of lifetime of the form $\tau \sim \phi_B^{-\alpha}$ where $\alpha$ is less than 1 but greater than 0.5. Three models have been proposed to account for the trapping process: (1) the trapping process is governed by a distribution of surface states, (2) trapping is due to an exponential distribution of bulk states across the energy gap, and (3) trapping is due to a monoenergetic bulk trapping state whose properties are controlled by band bending at the
surface. The required distribution of time constants and proper background dependence of lifetime can be obtained in principal from these models.

The radiation effects results discussed earlier are not compatible with a surface state controlled trapping model. In addition, we recall that the responsivity peaks when the surface is in depletion, when there are essentially no majority carriers at the surface. Since the surface states can only communicate with the bulk via majority carriers, surface states are effectively decoupled from the bulk when the surface is in depletion or inversion [30]. This result cannot be reconciled with the fact that the lifetime is maximum when the surface is depleted. Thus, the surface state approach to trapping does not appear to be consistent with observation.

Model (2) due to Beck and Broudy [31] while it satisfactorily provides a mechanism for a spectrum of time constants and the correct value of $\alpha$ also predicts that $\alpha$ will be temperature dependent and will increase with decreasing temperature. In the "Detector Properties" section we reported that the exponent remained constant or decreased slightly when the detector was cooled from 80°K to 10°K (Figures 26 and 27). This result cannot be reconciled with this model and suggests that trapping is not due to a distribution of bulk trapping states.

The final model which we discuss employs a single bulk state, in particular a doubly ionized acceptor, in conjunction with a depleted surface to account for the characteristics of trapping detectors. The results of this program are suggestive that this model has merit. In particular, we cite the data on the effect of surface potential on responsivity. The lifetime peaks in depletion and decreases for inversion and accumulation as is expected from the model. The fact that there is not a more dramatic change in lifetime is probably due to the fact that only one surface is affected by the field

plate. Due to the long diffusion lengths the back surface of the device, which is prepared in the same manner as the front surface, remains an active trapping region, regardless of the surface potential of the front surface. We highly recommend that further studies on devices which can have both surfaces controlled or on devices which are accumulated on both surfaces be performed to test the validity of this model.

We also should point out that this model predicts that the exponent $\alpha$ is independent of temperature, as is observed.

Finally, the radiation effects data are not inconsistent with this model. Bulk damage due to gamma irradiation results in isolated defects which usually have only a few energy levels associated with them. Previous radiation studies on HgCdTe [32] showed that gamma irradiation, at low temperatures, introduces electrically active damage sites at the rate of $10^3 \text{ cm}^{-3} \text{ rad}^{-1}$. Thus, after $2 \times 10^5$ rads we expect about $2 \times 10^{13} \text{ cm}^{-3}$ damage sites. This is comparable to the number of native trapping sites ($10^{13} \text{ cm}^{-3}$) as deduced from other studies [14]. Therefore, the number of radiation induced trapping sites is of the right order of magnitude to affect both lifetime and quantum efficiency assuming the site has the correct capture cross-section and energy level. While Mallon et al. detected only donor levels, the presence of a comparable number of acceptors would not have been observed because of the high ($10^{17} \text{ cm}^{-2} \text{s}^{-1}$) optical background in these experiments.

In summary, we have characterized the surface properties of HgCdTe detectors, and studied radiation effects in these devices. The observed radiation effects depend on energy gap but not on surface potential. In addition these studies suggest that trapping behavior is not due to either surface states, or a distribution of bulk states. The data is consistent with a trapping model based on the presence of a depleted surface and a single monoenergetic bulk trapping site.

APPENDIX A

I. CALCULATION OF BULK CONTRIBUTION TO \( q_s^{(V_s)} \) AND \( \partial q_s / \partial V_s \).

This development follows the analysis of Michael and Leonard for a semiconductor having a nonparabolic conduction band and a parabolic valence band [Al]. The nonparabolic conduction band is described by Kane's \( \vec{k} \cdot \vec{p} \) approximation with a minimum at \( \Gamma \) in the Brillouin zone [A2]. The parabolic approximation to the valence band is valid since the heavy hole band dominates the valence band density of states function in narrow band gap II-VI compound semiconductors.

The sense in which potentials, energies and charges are to be referenced is indicated schematically in Figure A.

The analytical problem is to solve Poisson's equation in the semiconductor:

\[
\frac{d^2V}{dx^2} = -\frac{q}{\varepsilon_s} (p - p_B - n + n_B) \quad (A1)
\]

where

\[
p_B = N_v \sqrt{\pi} \int_0^\infty \frac{\varepsilon^{(1+\varepsilon)^{3/2}}}{1 + e^{\varepsilon+\varphi+t}} \, d\varepsilon
\]

is the bulk thermal equilibrium hole concentration,

\[
n_B = N_e \sqrt{\pi} \int_0^\infty \frac{\varepsilon^{(1+\varepsilon)^{3/2}} (1 + 2\varepsilon)}{1 + e^{\varepsilon-t}} \, d\varepsilon
\]

is the bulk thermal equilibrium electron concentration,

\[
p(x) = p(V(x)) = N_v \sqrt{\pi} \int_0^\infty \frac{\varepsilon^{3/2}}{1 + e^{\varphi+t+V(x)}} \, d\varepsilon
\]

---

a. Energy level diagram of n-type MIS structure

b. Potential variation through MIS structure. Note that $V_g = V_s + Q_\sigma t_i/\epsilon_i$

c. Charge distribution through MIS structure

Figure A. Sign convention for potentials, energies, and charges in analysis of semiconductor surface potential
is the local hole concentration and
\[ n(x) = n(V(x)) = N_\text{c} \sqrt{\pi} \int_0^\infty \frac{e^{\frac{x}{\varphi}} (1 + \frac{x}{\varphi})^\frac{3}{2} (1 + \frac{2x}{\varphi})}{1 + e^{-t-V(x)}} \, dx \]
is the local electron concentration. Energies and potentials have been normalized as:
- \( \varphi = E_g/kT \), normalized energy gap
- \( t = (E_F - E_c)/kT \), normalized Fermi level
- \( v = qV(x)/kT \), normalized potential

and the effective density of states functions are defined by:
\[ N_v = 2 \left( \frac{2\pi m^*_h E_g}{\hbar^2} \right)^{3/2} \]
\[ N_c = 2 \left( \frac{3 E_g kT}{\hbar^2} \right)^{3/2} \]

In subsequent calculations, the heavy hole effective mass is taken to be \( m^*_h = 0.55 \, m \) in \( N_v \) and the Kane \( \vec{k} \cdot \vec{p} \) interband matrix element is
\( P = 8.4 \times 10^{-8} \, \text{eV} \cdot \text{cm} \) in \( n_c \) for all HgCdTe alloy compositions.

In Figure A, \( x = 0 \) is chosen to be "far enough to the left" so that
\( V(x = 0) = 0 \)
and
\[ \frac{dV}{dx} = 0 \quad \text{at} \quad x = 0 \]

Subject to these boundary conditions, a first integration of eqn. (A1) gives
\[ \frac{dV}{dx} \bigg|_{x=s} = \frac{V_s}{V_s} \left[ - \frac{2a}{\epsilon_s} \int_0^s (p - p_B - n + n_B) \, dV \right]^{1/2} \quad \text{(A2)} \]

However, from Gauss' law,
\[
\frac{dV}{dx}_{x=s} = \frac{Q_{\text{(bulk)}}}{\varepsilon_s}
\]

so that:

\[
Q_{\text{(bulk)}} = \frac{|V_s|}{V_s} \frac{\sqrt{2q}}{\varepsilon_s} \left[ \frac{1}{2} \int_o^{|V_s|} \left( \frac{V_s}{P_B} - n + n_B \right) dV \right]^{1/6} \quad (A3)
\]

and:

\[
\frac{dQ_{\text{(bulk)}}}{dV_s} = \frac{q}{Q_{\text{(bulk)}}} \left( - \frac{p(V_s)}{P_B} + n(V_s) - n_B \right) \cdot (A4)
\]

Eqs. (A3) and (A4) may be written as:

\[
Q_{\text{(bulk)}} = \frac{|V_s|}{V_s} \frac{2}{\pi^{1/4}} \sqrt{\varepsilon_s} \frac{kT}{N_v} \left[ \frac{2}{3} (I_4 - I_2) + v_s I_1 - v_s N_c N_v I_3 - \frac{N_c}{N_v} I_5 \right]^{1/6} \quad (A5)
\]

and:

\[
\frac{dQ_{\text{(bulk)}}}{dV_s} = \frac{q}{Q_{\text{(bulk)}}} \left[ - I_6 + I_1 + \frac{N_c}{N_v} (I_7 - I_5) \right] \quad (A6)
\]

so that the computational problem is reduced to evaluation of the seven integrals:

\[
I_1 = \int_0^\infty \frac{e^{-\xi}}{1 + e^{-\phi + t}} \text{d}\xi
\]

\[
I_2 = \int_0^\infty \frac{e^{3/2}}{1 + e^{-\phi + t}} \text{d}\xi
\]

\[
I_3 = \int_0^\infty \frac{e^{\phi/2} (1 + \xi^{3/2} (1 + 2\xi))}{1 + e^{-t}} \text{d}\xi
\]
\[ I_4 = \int_0^\infty \frac{e^{3/2} \, ds}{s + e^{-\varphi + t + \nu_s}} \]

\[ I_5 = \int_0^\infty e^{\frac{3}{2}} (1 + \frac{2s}{\varphi}) (1 + \frac{2e}{\varphi}) \ln \left( \frac{e^{t + e^s}}{e^{t + e^s} + e^{e^s}} \right) \, ds \]

\[ I_6 = \int_0^\infty \frac{e^{3/2} \, ds}{s + e^{-\varphi + t + \nu_s}} \]

\[ I_7 = \int_0^\infty \frac{e^{3/2} (1 + \frac{2s}{\varphi}) (1 + \frac{2e}{\varphi})}{s + e^{-t - \nu_s}} \, ds \]

Integrals \( I_1 \) and \( I_2 \) are always negligible in the extrinsic n-type materials of interest in this work. Integral \( I_3 \) is determined by the defect doping density

\[ I_3 = \frac{\sqrt{m} \, n_B}{2 \, N_c} \]

and is used to determine the Fermi level, \( t \), when the bulk majority carrier density is known. Since \( I_3 \) cannot be solved explicitly for \( t \), a set of curves of \( n / N_c \) vs \( t \) with \( \varphi \) as a parameter was calculated as shown in Figure B. When the majority carrier density, \( n_B \), and energy gap, \( E_g \), are known, \( t \) is readily obtained from Figure B for use in evaluating \( I_4 \) through \( I_7 \).

Evaluation of integrals \( I_4 \) through \( I_7 \) is further simplified by the following approximations:
Figure B. Majority carrier concentration in HgCdTe as a function of fermi level with energy gap as a parameter. These curves are used to determine $t$ when given $n_B/N_c$ and $\varphi$. 

$$N_c = 2 \left( \frac{3E}{g} \frac{kT}{8\pi\hbar^2} \right)^{3/2}$$

$10 = \varphi = E_g/kT$
\[ I_4 = \begin{cases} \frac{3}{4} \sqrt{\pi} e^{-\varphi - v_s} & \text{for } v_s > 5 - \varphi - t \\ \text{numerical integration} & \text{for } v_s < 5 - \varphi - t \end{cases} \]

\[ I_5 = \begin{cases} \approx \text{constant} & \text{for } v_s < -t-5 \\ \text{numerical integration} & \text{for } v_s > -t-5 \end{cases} \]

\[ I_6 = \begin{cases} \frac{\sqrt{\pi}}{2} e^{-\varphi - v_s} & \text{for } v_s > 5 - \varphi - t \\ \text{numerical integration} & \text{for } v_s < 5 - \varphi - t \end{cases} \]

\[ I_7 = \begin{cases} \text{negligible} & \text{for } v_s < -t-5 \\ \text{numerical integration} & \text{for } v_s > -t-5 \end{cases} \]
II. CALCULATION OF SURFACE STATE CONTRIBUTION TO $Q(V_s)$ AND $dQ/dV_s$.

The relation of surface state energy and occupancy to semiconductor bulk energy levels is indicated in Figure C. Two types of surface states are indicated, acceptor and donor. An acceptor type surface state is characterized by the two charge states, negative or neutral while a donor type surface state is characterized by the two charge states, positive or neutral. It is assumed that donor type state distributions peak near the valence band edge while acceptor type state distributions peak near the conduction band edge. At low temperatures, all donor states above the surface Fermi level are positively charged and all acceptor states below the surface Fermi level are negatively charged.

If the total surface state distribution is given by:

$$N_{ss}(E_s) = N_{ssd}(E_s) + N_{ssa}(E_s) \quad (A7)$$

where $N_{ssd}(E_s)$ is the donor distribution and $N_{ssa}(E_s)$ is the acceptor distribution then

$$Q = q \frac{kT}{k} \left[ \int_{-\infty}^{0} \frac{N_{ssa}(\epsilon + V_s)}{1 + e^{-t}} \, d\epsilon - \int_{0}^{\infty} \frac{N_{ssd}(\epsilon + V_s)}{1 + e^{t-\epsilon}} \, d\epsilon \right] \quad (A8)$$

The normalized surface state energy has been referred to the bulk energy reference level by:

$$E_s = E + V_s = kT(\epsilon + V_s)$$

Note also the sign reversal in Eqn. (A8) due to choice of $Q$ as positive charge on the gate electrode in Figure A.
Figure C. Surface state energy distribution and charge state relation to bulk semiconductor energy levels.
When the surface state density variation is negligible over an energy interval $\Delta E \approx kT$ or $\Delta \epsilon \approx 1$, a considerable simplification of Eqn. (A8) is possible by using the completely degenerate approximation:

$$Q = q kT \left[ \int_{-\infty}^{t} N_{ssa}(\epsilon + v_s) \, d\epsilon - \int_{t}^{\infty} N_{ssd}(\epsilon + v_s) \, d\epsilon \right]$$

which also allows a simple expression for surface state contribution to capacity:

$$\frac{dQ}{dV_s} = q \left[ N_{ssa}(E_F + V_s) + N_{ssd}(E_F + V_s) \right]$$

Equations (A9) and (A10) were used for surface state analysis programs rather than carry out the numerical integration required in Eqn. (A8).

In the course of this work, a number of trial analytic functions were investigated to describe the experimental surface state density distribution. These included discrete states or a $\delta$-function distribution:

$$N_{ssa} = N_{sa} \delta(E_s - E_A)$$

$$N_{ssd} = N_{sd} \delta(E_s - E_D)$$

a uniform distribution:

$$N_{ssa} = \begin{cases} S_A & \text{for } 0 \geq E_s \geq -E_g \\ 0 & \text{otherwise} \end{cases}$$

$$N_{ssd} = \begin{cases} S_D & \text{for } 0 \geq E_s \geq -E_g \\ 0 & \text{otherwise} \end{cases}$$

a distribution linearly varying from a band edge:

$$N_{ssa} = \begin{cases} S_A \left(1 + \frac{E_s}{E_A} \right) & \text{for } 0 \geq E_s \geq -E_A \\ 0 & \text{otherwise} \end{cases}$$
$$N_{ssA} = \frac{S_A}{\left(\frac{E_s - E_A}{\Delta A}\right)^2 + 1}$$

$$N_{ssD} = \frac{S_D}{\left(\frac{E_s - E_D}{\Delta D}\right)^2 + 1}$$

and a root Lorentzian distribution:

$$N_{ssA} = \frac{S_A}{\sqrt{\left(\frac{E_s - E_A}{\Delta A}\right)^2 + 1}}$$

$$N_{ssD} = \frac{S_D}{\sqrt{\left(\frac{E_s - E_D}{\Delta D}\right)^2 + 1}}$$

The root Lorentzian distribution gave a best fit to all of our experimental data and the linearly varying distribution was second best. The Gaussian,
Lorentzian, and δ function distributions were consistently too sharply peaked while the uniform distribution was consistently too broad. Note that for each surface state type, the root Lorentzian distribution has three adjustable parameters: peak surface state density, energy position of the peak and width of the distribution. Adjustment of the resultant six parameters results in an excellent fit of deduced surface state distributions to experimental data via the C-V characteristic.

III. Calculation Procedure

All calculations were performed on an HP 9810A calculator with an HP 9862 plotter accessory. Time consuming numerical integrations were minimized by utilizing the approximations to integrals I₄ through I₇ as the surface potential was stepped through the depletion regime. The main program flow chart is shown in Figure D.

Coordinate entries required were Vₓₘₐₓ and Vₓₘᵟᵢₙ for the gate voltage and (C/Cₒ)ₓₘₐₓ = 1 and (C/Cₒ)ₓₘᵟᵢₙ which were chosen as appropriate to each device modeled. The semiconductor bulk and device parameter entries required were:

- E₉: energy gap in eV at device operating temperature.
- T: device operating temperature in °K.
- nᵦ: majority (electron) carrier concentration in cm⁻³.
- εₛ: static dielectric constant of HgCdTe (assumed to be 18 in the alloy compositions studied here).
- εᵢ: static dielectric constant of insulator (ZnS).
- tᵢ: thickness of insulator in cm.
- mᵦ*: heavy hole effective mass (mᵦ* ≈ 0.55).
- P: interband matrix element. P = 8.4 × 10⁻⁸ eV·cm across the HgCdTe alloy system.

Since the ZnS film dielectric constant is not well established, is known to be temperature dependent, and the ZnS film thickness was not accurately known, device capacity was measured in strong inversion and then a consistent set of values for εᵢ and tᵢ were chosen.
Fig. D. Flow chart for program to calculate C vs. V with prescribed surface state distribution.
After the above data was entered in the program, $\varphi = E_g/kT$, $N_c(E_g,P,T)$ and $N_v(m^*_h,T)$ were calculated and the quantities $\varphi$ and $n_B/N_c$ displayed. From Figure B, the appropriate value of $t = (E_F - E_c)/kT$ was determined and entered in the calculation, along with $\Delta \varepsilon$. The latter entry determined the step size used in the numerical evaluation of integrals $I_3$ through $I_7$.

Next, the surface state data was entered. The set of data to be entered depended on the analytic approximation assumed for the surface state distribution. However, in every case the experimental measurement gave significant guidance to the initial parameter choice since the surface state contribution dominated the device capacitance as the surface potential varied through the depletion regime. In particular the minimum capacity was determined by the minimum surface state density and the width (in gate voltage) of the C-V curve was determined by the total number of surface states between conduction and valence band edges.

Since both $V_s$ and $C$ can be calculated from the surface potential (see Eqns. (1) and (2)), the calculation strategy was to start with a value of $V_s$ in strong inversion (initial $V_s = \varphi - |t| - 5$ from Figure D) and increment $V_s$ until strong accumulation was reached ($V_s = |t| + 5$). By starting in strong inversion, fixed values of $I_3$, $I_5$, and $I_7$ could be used until $V_s$ increased to near accumulation. The subroutine for appropriate evaluation or approximation of the $I$'s is shown in Figure E. When numerical integration was required, a simple Simpson's rule procedure was used. It was found, by considerable program testing, that a step size of $\Delta \varepsilon = 0.1$ or .05 gave satisfactory accuracy. Since all integrands approach zero exponentially for large values of $\varepsilon$ (including $I_v$), proper termination of the Simpson's rule summation was ignored. Satisfactory upper limits for the various numerical integrations were:

- $\approx \varepsilon_{U,L.*} = 10 + |t|$ for $I_3$ and $I_5$ ($V_s < - t - 5$)
- $\approx \varepsilon_{U,L.*} = 10 + t + V_s$ for $I_5$ and $I_7$ ($V_s > - t - 5$)
- $\approx \varepsilon_{U,L.*} = 10 - t - \varphi - V_s$ for $I_4$ and $I_6$ ($V_s < - \varphi - t + 5$)
Figure E. Subroutine for evaluation or approximation of integrals
After calculating the bulk contribution to \( q \) and \( \frac{dQ}{dV_s} \), the corresponding surface state contributions were calculated from Eqsns (A9) and (A10). For all analytic approximations used for \( N_{ssA}(E_s) \) and \( N_{ssD}(E_s) \), analytic evaluation of the integrals in Eqn. (A9) was possible. (In the root Lorentzian case, integration was terminated at the band edges rather than \( \pm \infty \) to avoid a logarithmic divergence.)

After a few trial and error calculations, a surface state distribution can usually be found which gives a reasonable approximation to an experimental C-V curve. This, in turn, gives a good approximation to the surface potential as a function of gate voltage through Eqn. (1) since \( \Phi(V_s) \) is a relatively insensitive function of \( V_s \):

\[
Q_{\text{surface}} = \int N_{ss}(e + V_s) \, ds
\]

from Eqn. (A8). From \( C \) vs \( V_s \), an accurate calculation of \( N_{ss}(V_s) \) is possible by subtracting the bulk contribution from \( \frac{dQ}{dV_s} \):

\[
qN_{ss}(E_F + V_s) = \frac{C(V_s)}{C(V_s)} - \frac{dQ(\text{bulk})}{dV_s}.
\]

(All)

The empirical \( N_{ss}(E_s) \) obtained from Eqn. (All) may then be used for a refined calculation of \( V_s \) vs. \( V_g \) and the entire process repeated until satisfactory convergence of calculated vs. experimental C-V curves is obtained.
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