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CHAPTER 1
INTRODUCTION

The running time of an algorithm is usually measured by summing the execution time attached to each operation performed. In practice, the running time, or complexity, of an algorithm depends very much on how efficiently its data structure can be accessed. Algorithms which operate on arrays frequently access the array in accordance with a notion of locality, that is, the array cell accessed after cell v is accessed is in a neighborhood of v. For instance, the usual matrix multiplication traverses rows and columns of the matrices; and the Strassen’s matrix multiplication \[1\] accesses matrices in blocks of four. Therefore, it is important to store the array in a manner so that the proximity is preserved, that is, cells that are close to one another in the array are also stored close to one another in the memory structure.

Preservation of proximity in arrays has been studied in \[2\], \[3\], and \[4\]. In \[2\], A. Rosenberg showed that any scheme that stores arrays in a linear memory, in the worst case, induces unbounded loss of proximity. In \[4\], R. A. DeMillo et al showed that even average loss of proximity is unbounded in such schemes. However, they showed that arrays can be stored in binary trees with bounded loss of average proximity.

In this paper, I will discuss the effect of introducing duplication of items of an \(n \times n\) array \(A\) on the average path length between the images of any two records adjacent in \(A\) under a mapping from \(A\) into the set of leaves of a complete binary tree. Arrays will be represented as graphs: vertices represent array cells containing records, and arcs represent logical adjacencies.
This paper consists of six chapters. In the next chapter, graphical models of arrays with and without duplications are defined. In Chapter 3, a binary tree memory structure is defined and a storage allocation mapping is presented. In Chapter 4, a method for finding the stationary probability distribution of any array is presented and the average stretch between two vertices is formulated. In Chapter 5, various duplicating patterns are discussed and an efficient duplicating scheme is outlined. Finally, conclusions are drawn.
CHAPTER 2

GRAPHICAL MODELS OF AN n x n ARRAY

2.1. With No Duplication

An n x n array is a two-dimensional data structure. It consists of n rows and n columns of cells. Each cell can hold one record. If each cell of an array holds a distinct record, then the array is said to be with no duplication. In this section, an array with no duplicates will be modeled as a directed graph.

A finite directed graph \( G = (V,E) \) consists of a finite set \( V \) of vertices and a set \( E \) of ordered pairs of vertices, the arcs. \( (v,w) \) is an arc directed from a vertex \( v \) to a vertex \( w \) and the direction is indicated by an arrowhead on the arc. A vertex \( w \) is called a successor of a vertex \( v \) if there is an arc \( (v,w) \); vertex \( v \) is then called the predecessor of \( w \). The set of successors of a vertex \( v \) will be denoted by \( \text{Succ}(v) \) and the set of predecessors of \( v \) will be denoted by \( \text{Pred}(v) \).

Let \( I(n) \) denote the index set from 1 to \( n \). Suppose \( A \) is an \( n \times n \) array with no duplication; it consists of \( n^2 \) cells \( c_{i,j}, \) \( i,j \in I(n) \) where \( i \) denotes the row and \( j \) denotes the column. Then the graphical model \( G_A \) of \( A \) is a directed graph \( (V,E) \), where

\[
V = \{ c_{i,j} | i,j \in I(n) \}
\]

and

\[
E = \{ (c_{i,j}, c_{i,j+1}), (c_{i,j+1}, c_{i,j}), (c_{i+1,j}, c_{i,j}), (c_{i,j}, c_{i+1,j}) | i,j \in I(n-1) \}.
\]

The graph \( G_A \) of the 3 x 3 array \( A \) with no duplication is shown in Figure 1.

![Figure 1. The graph \( G_A \) of the 3 x 3 array \( A \) with no duplication.](image-url)
2.2. With Duplications

Duplicate copies of a record can be introduced into an array to enhance its performance. When \( n \) is not a power of 2, an \( n \times n \) array can be padded to an \( 2^{\lceil \log n \rceil} \times 2^{\lceil \log n \rceil} \) array with duplicate copies. A systematic scheme will be described.

A \( 2^s \times 2^s \) array can be divided into smaller square arrays by a set of horizontal and vertical lines. These lines are called \( j \)th boundaries, for some \( j \in \{s-1\} \), they are defined recursively as follows:

1. the \((s-1)\)th boundaries divide an \( 2^s \times 2^s \) array into four \( 2^{s-1} \times 2^{s-1} \) subarrays;
2. the \( j \)th boundaries divide each of the \( 2^{2(s-j-1)} \times 2^{j+1} \) arrays into four \( 2^j \times 2^j \) subarrays.

In figure 2, \((s-1)\)th boundaries and \((s-2)\)th boundaries of the \( 2^s \times 2^s \) array are denoted by boldface lines and dotted lines, respectively. The \( i \)th boundary is said to be higher than the \( j \)th boundary if \( i \) is larger than \( j \).

\[
\begin{array}{c}
| & & | \\
| & & | \\
| & & | \\
| & & | \\
\end{array}
\]

Figure 2. \((s-1)\)th (boldface) and \((s-2)\)th (dotted) boundaries of an \( 2^s \times 2^s \) array.

\[\text{All logarithms are to the base two.}\]
A cell is said to be at the vertical (horizontal) \( j^{th} \) boundary, \( j > 0 \), if it is in column (row) \( 2^j(2i-1) + k \), for some \( i \in \{2^s-j-1\} \) and some \( k \in \{0,1\} \). Only the cells in columns (rows) 1 and \( 2^s \) are said to be at the vertical (horizontal) 0\(^{th} \) boundaries.

A finite sequence of nonnegative integers \( (a_1, a_2, \ldots) \) is called a duplicating pattern if \( a_j \) is the number of duplications at each \( j^{th} \) boundary. The duplicating patterns suggest a systematic duplication at the boundaries.

Suppose \( A \) is an \( n \times n \) array, \( n = 2^s + t \), \( s \geq 1 \) and \( 1 \leq t \leq 2^s \), and suppose each cell \( c_{i,j} \) of \( A \) contains a record \( r_{i,j}, i, j \in I(n) \). Then the extended array \( A^* \) of \( A \) under the duplicating pattern \( (a_1, a_2, \ldots, a_s) \) is defined recursively as follows. If \( s = 0 \), \( A^* \) is \( A \). Otherwise, \( A^* \) is an \( 2^{s+1} \times 2^{s+1} \) array consisting of four \( 2^s \times 2^s \) subarrays \( A_{11}^*, A_{12}^*, A_{21}^* \) and \( A_{22}^* \). Each \( A_{ij}^* \) is the extended array of \( A_{i,j} \) under the duplicating pattern \( (a_1, a_2, \ldots, a_{s-1}) \) and \( A_{i,j} \) is an \( n' \times n' \) array, where \( n' = (n+a_3)/2 \), containing records \( r_{k,l}, k = (i-1)n'+1, (i-1)n'+2, \ldots, (i-1)n'+n' \), \( l = (j-1)n'+1, \ldots, (j-1)n'+n' \), where \( n' = (n-a_3)/2 \). The construction of the extended array of a \( 5 \times 5 \) array under the duplicating pattern \( (1,1) \) is illustrated in figure 3.

\[
\begin{bmatrix}
  r_{11} & r_{12} & r_{13} & r_{14} & r_{15} \\
  r_{21} & r_{22} & r_{23} & r_{24} & r_{25} \\
  r_{31} & r_{32} & r_{33} & r_{34} & r_{35} \\
  r_{41} & r_{42} & r_{43} & r_{44} & r_{45} \\
  r_{51} & r_{52} & r_{53} & r_{54} & r_{55} \\
\end{bmatrix}
\]

(a) an \( 5 \times 5 \) array \( A \)
\[ A_{11} = \begin{bmatrix} r_{11} & r_{12} & r_{13} \\ r_{21} & r_{22} & r_{23} \\ r_{31} & r_{32} & r_{33} \end{bmatrix}, \quad A_{12} = \begin{bmatrix} r_{13} & r_{14} & r_{15} \\ r_{23} & r_{24} & r_{25} \\ r_{33} & r_{34} & r_{35} \end{bmatrix} \]

\[ A_{21} = \begin{bmatrix} r_{31} & r_{32} & r_{33} \\ r_{41} & r_{42} & r_{43} \\ r_{51} & r_{52} & r_{53} \end{bmatrix}, \quad A_{22} = \begin{bmatrix} r_{33} & r_{34} & r_{35} \\ r_{43} & r_{44} & r_{45} \\ r_{53} & r_{54} & r_{55} \end{bmatrix} \]

(b) 3 \times 3 arrays \( A_{ij} \)

\[ (A_{11})_{11} = \begin{bmatrix} r_{11} & r_{12} \\ r_{21} & r_{22} \end{bmatrix}, \quad (A_{11})_{12} = \begin{bmatrix} r_{12} & r_{13} \\ r_{22} & r_{23} \end{bmatrix} \]

\[ (A_{11})_{21} = \begin{bmatrix} r_{21} & r_{22} \\ r_{31} & r_{32} \end{bmatrix}, \quad (A_{11})_{22} = \begin{bmatrix} r_{22} & r_{23} \\ r_{32} & r_{33} \end{bmatrix} \]

(c) \( (A_{11})_{ij} = (A_{11})_{ij} \), \( (A_{12})_{ij} \), \( (A_{21})_{ij} \), \( (A_{22})_{ij} \), \( i,j \in I(2) \)

are constructed similarly

\[ A_{ij}^* = \begin{bmatrix} (A_{ij})_{i1} & (A_{ij})_{i2} \\ (A_{ij})_{21} & (A_{ij})_{22} \end{bmatrix} \]

(d) extended array \( A_{ij}^* \) of \( A_{ij} \) under duplicating pattern (1)
Figure 3. Construction of the extended array $A^*$ of a $5 \times 5$ array $A$ under the duplicating pattern $(1,1)$.

It is assumed that the probability of accessing a cell $c_{1j}$ containing record $r_{1j}$ in the array $A$ is equal to the sum of the probabilities of accessing the cells containing the record $r_{1j}$ in the extended array $A^*$.

The graphical model $G_{A^*}$ of an extended array $A^*$ of an $2^g+t \times 2^g+t$ array $A$ under the duplicating pattern $(a_1,a_2,...,a_g)$ is a directed graph $(V,E)$, $V = \{c_{i,j}^* | i,j \in I(2^g+1)\}$ and $E = \{(c_{i,j}^*,c_{i,k_j}^*),(c_{i,j}^*,c_{i,j+1}^*),(c_{i,j}^*,c_{i,j+1}^*) \}$, $i,j \in I(2^g+1)$ and $k_j$ is the smallest integer larger than $j$ such that $c_{i,k_j}^*$ contains $r_{x,y+1}$ if $c_{i,j}^*$ contains $r_{x,y'}$. $l_j$ is the largest integer smaller than $j$ such that $c_{i,l_j}^*$ contains $r_{x,y-1}$ if $c_{i,j}^*$ contains $r_{x,y'}$. 

\[ A^* = \begin{bmatrix} A_{11}^* & A_{12}^* \\ A_{21}^* & A_{22}^* \end{bmatrix} \]

\[ \begin{bmatrix} r_{11} & r_{12} & r_{13} & r_{14} & r_{15} \\ r_{21} & r_{22} & r_{23} & r_{24} & r_{25} \\ r_{31} & r_{32} & r_{33} & r_{34} & r_{35} \\ r_{41} & r_{42} & r_{43} & r_{44} & r_{45} \\ r_{51} & r_{52} & r_{53} & r_{54} & r_{55} \end{bmatrix} \]
$U \{ (c^*_i, j, k^*_i, j), (c^*_{i+1}, j, k^*_{i+1}, j) \mid i, j \in I(2^{s+1}-1) \text{ and } k^*_i \text{ is the smallest integer larger than } i \text{ such that } c^*_i, k^*_i \text{ contains } r \}
\begin{array}{l}
\text{r}_{x+1, y} \text{ if } c^*_{i, j} \text{ contains } r_{x, y} \text{ and } k^-_i \text{ is the largest integer smaller than } i \text{ such that } c^*_{k^-_i, j} \text{ contains } r_{x-1, y} \text{ if } c^*_{i, j} \text{ contains } r_{x, y}. \end{array}$

In the graphical models as defined above, there are two classes of connections, the horizontal connections which connect vertices in the same row and the vertical connections which connect vertices in the same column. Furthermore, all rows have the same horizontal connections and all the columns have the same vertical connections. The graphical model $G^*_A$ of the extended array $A^*$ constructed in figure 3 is shown in figure 4.
Figure 4. Graphical model $G_{A^*}$ of $A^*$ in Figure 3(e).
CHAPTER 3

BINARY TREE MEMORY ORGANIZATION

3.1. Memory Configuration

There is a distinction between linear memory and arbitrary lists [4] in array storage mapping, namely arrays can be stored as nonlinear lists with bounded loss of average proximity, but cannot be stored in a linear memory. In this paper, binary tree memories will be used as the storage structure.

A binary tree memory structure, BTMS, is hierarchically organized. It is either a single memory cell or it consists of a complete binary tree of four sub-BTMSs of equal size. Each memory cell can hold one record. The level of a BTMS which consists of a memory cell is zero, otherwise the level of a BTMS is 2+ level of one of its sub-BTMSs. BTMSs with zero, two, four levels are shown in figure 5.

![Diagram of BTMSs]

Figure 5. BTMSs with 0, 2 and 4 levels.

In the figure, the circles denote linkage cells and the squares denote data cells.
3.2. Array Storage Mapping

The binary tree memory BTMS is described in the last section.

A recursive method of mapping an array of records into memory cells of a BTMS will be described in this section.

Consider an $n \times n$ extended or non-extended array $A$, where $n = 2^s$ and divide $A$ along the $(s-1)^{th}$ boundaries to form four $n/2 \times n/2$ subarrays $A_{11}$, $A_{12}$, $A_{21}$, and $A_{22}$. Suppose $A$ is to be stored in a BTMS $B$ which consists of four sub-BTMSs $B_1$, $B_2$, $B_3$, $B_4$ from left to right at the second level of the hierarchy. Then $A_{11}$, $A_{12}$, $A_{21}$, and $A_{22}$ are stored in $B_1$, $B_2$, $B_3$, and $B_4$, respectively. The process is continued recursively until the subarrays are of order $1 \times 1$ which results in mapping a record into a memory cell.

Figure 6 shows the results of mapping an $4 \times 4$ array $A$ of records $r_{ij}$, $i,j \in I(4)$, into the memory cells of a BTMS with four levels.

With the graphical models described in Chapter 2, storing an $2^s \times 2^s$ array $A$ in a $2s$-level BTMS is represented as mapping the set of vertices of the graph $G_A$ into the leaves of a complete binary tree of height $2s$.

When $n$ is not a power of two, the storage mapping is applied to an $2^{\lceil \log n \rceil} \times 2^{\lceil \log n \rceil}$ array and the records of the original array are held in the first $n$ rows and first $n$ columns in the top left corner of the new array. The remaining cells are empty.
(a) an $4 \times 4$ array $A$

\[
A = \begin{bmatrix}
  r_{11} & r_{12} & r_{13} & r_{14} \\
  r_{21} & r_{22} & r_{23} & r_{24} \\
  r_{31} & r_{32} & r_{33} & r_{34} \\
  r_{41} & r_{42} & r_{43} & r_{44}
\end{bmatrix}
\]

(b) 4-levels BTMS containing $A$

Figure 6. Array storage mapping.
CHAPTER 4

STRETCHES UNDER THE STORAGE MAPPING

4.1. Definition of Stretch

Under the storage mapping defined in the previous chapter, the image of an arc \((v,w)\) in \(G_A\) is defined as the path from the image of vertex \(v\) to the image of vertex \(w\) in the BTMS. The ratio of the length of the image of an arc \((v,w)\) to the length of the arc \((v,w)\) is called the stretch of \((v,w)\) under the mapping. All arcs have length one, hence the stretch of an arc is an integer equal to the path length of the image of the arc. It will be shown in the following lemma that the stretch of an arc is completely determined by the position of the arc in the graph.

Lemma 4.1.

Let the vertical \(j^{\text{th}}\) (horizontal \(i^{\text{th}}\)) boundary be the highest boundary that an arc \(e\) crosses in the graph. The stretch of the arc \(e\) is \(4j + 2\) if \((4i + 4)\).

Proof

Consider a horizontal arc \((v,w)\) in \(G_A\) (refer to Figure 7(a)) and \(j^{\text{th}}\) boundary is the highest vertical boundary that \((v,w)\) crosses. Then \(v\) and \(w\) are in two horizontally adjacent \(2^j \times 2^j\) arrays and their images under the mapping will be in the left subtree and the right subtree of a BTMS of level \(2j + 1\). Therefore, the stretch of \((v,w)\) is \(4j + 2\).

For a vertical arc \((v,w)\), \(v\) and \(w\) are in two vertically adjacent \(2^i \times 2^i\) arrays if the horizontal \(i^{\text{th}}\) boundary is the highest boundary that the arc \((v,w)\) crosses. The images of \(v\) and \(w\) under the mapping are in the left subtree and the right subtree of a BTMS of level \(2i + 2\). Therefore, the stretch of \((v,w)\) is \(4i + 4\).
Figure 7. Illustration of the proof of Lemma 4.1.

4.2. Average Stretch

4.2.1. Probability distribution of the vertices of the array

The collection of sequences of visits to the vertices of the graph $G_A$ is a stochastic process. We assume that this process is a random walk [5], that is the conditional probability of traversing an arc originated at a vertex $v$ is a constant which is equal to the reciprocal of the cardinality of $\text{Succ}(v)$, and the moves are independent. Furthermore, the graph $G_A$ is irreducible.
In an array of records \( r_{ij}, i, j \in \{0, 1, \ldots, n-1\} \), record \( r_{ij} \) is even if \((i+j) \mod 2 = 0\) and is odd otherwise. A vertex is called even (odd) if it represents a cell containing an even (odd) record. In a graph model \( G_A = (V, E) \), the vertices set \( V \) can be partitioned into two sets: \( V_1 \) consists of odd vertices and \( V_2 \) consists of even vertices. At even time units, only vertices in a particular set \( V_1 \) or \( V_2 \) can be accessed, without loss of generality say the set is \( V_2 \); so at odd time units, only vertices in \( V_1 \) can be accessed. Hence, from the graph \( G_A = (V, E) \), we can obtain two disjoint graphs \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) where \( E_i = \{(v, w) \mid v, w \in V_i \text{ and there is a path from } v \text{ to } w \text{ of length } 2 \text{ in } G_A \} \) for \( i = 1, 2 \). Let \( \text{Pred}_i(v) \) be the set of predecessors of the vertex \( v \) in \( G_i \). Each of \( G_1 \) and \( G_2 \) is an irreducible and aperiodic Markov process. Therefore, we have the following lemma.

**Lemma 4.2.**

For a given graph \( G_A = (V, E) \) of an array \( A \), there exist two unique limiting (steady-state) probability distributions \( p_1 \) and \( p_2 \) of \( V \) such that at odd time units, \( p_1 \) satisfies the following set of equations:

\[
p_1(v) = \sum_{w \in \text{Pred}_1(v)} p_1(w) \Pr_1(v \mid w) \quad \text{for all } v \in V_1,
\]

\[
p_1(v) = 0 \quad \text{for all } v \in V_2,
\]

and

\[
\sum_{v \in V_1} p_1(v) = 1;
\]

at even time units, \( p_2 \) satisfies the following set of equations:

\[
(*) \text{ Also for } v, w \in V_1, \text{ with paths of length } 2 \text{ between } v \text{ and } w \text{ in } G_A, \text{ let } \Pr_1(v \mid w) \text{ denote the probability of reaching } v \text{ from } w \text{ in two time units.}
\[ p_2(v) = \sum_{w \in \text{Pred}_2(v)} p_2(w) \Pr(v|w) \text{ for all } v \in V_2 \]

\[ p_2(v) = 0 \text{ for all } v \in V_1, \]

and

\[ \sum_{v \in V_2} p_2(v) = 1. \]

Since a randomly selected time unit is odd or even with equal probabilities, we can take the arithmetic mean \( \bar{p} \) of \( p_1 \) and \( p_2 \) as the stationary distribution at all times. A stationary probability distribution \( p \) of \( V \) of \( G_A = (V,E) \) is one which satisfies the following equations:

\[ p(v) = \sum_{w \in \text{Pred}(v)} p(w) \Pr(v|w), \text{ for all } v \in V \] (4.1)

and

\[ \sum_{v \in V} p(v) = 1. \]

**Lemma 4.3.**

The distribution \( \bar{p} = (p_1 + p_2)/2 \) of \( V \) is stationary.

**Proof:**

Since \( p_1 \) and \( p_2 \) are steady-state distribution at odd and even time units, respectively, then

\[ \sum_{w \in V} p_2(w) \Pr(v|w) = \sum_{w \in V_1} p_2(w) \Pr(v|w) + \sum_{w \in V_2} p_2(w) \Pr(v|w) \]

But the first term is 0, since \( p_2(w) = 0 \) when \( w \in V_1 \), and the second term is equal to \( p_1(v) \), thus
(i) \( p_1(v) = \sum_{w \in V} p_2(w) \Pr(v|w). \)

Similarly we obtain

(ii) \( p_2(v) = \sum_{w \in V} p_1(w) \Pr(v|w). \)

Summing (i) and (ii) and dividing both sides by 2, we obtain

\[
\frac{p_1(v) + p_2(v)}{2} = \sum_{w \in V} \frac{p_1(w) + p_2(w)}{2} \Pr(v|w)
\]

which satisfies equation (4.1).

Since it is assumed that the conditional probability of traversing an arc is a constant, the stationary probability distribution of the set of arcs can be easily obtained from the stationary probability distribution of the set of vertices. The stationary probability distribution \( p(i), \quad i \in I(n^2), \) can be expressed as the product of a positive weight \( w(i) \) and a normalization factor equal to the reciprocal of the total weight of all the vertices. Therefore, equation 4.1 can be written as follows.

\[
w(i) = \sum_{j \in \text{Pred}(i)} w(j) \Pr(i|j) \text{ for all } i \in V \quad (4.2)
\]

The graph \( G \) of a square array \( A \) with no duplication is highly symmetrical. Hereafter we let \((i,j)\) denote the vertex at the intersection of row \( i \) and column \( j \) in \( A \). The following lemma gives the stationary weight distribution for the vertices.
Lemma 4.4.

The vertices of the graph $G_A = (V,E)$, $V = \{(i,j) | i,j \in I(n)\}$ have the following weight distribution: (Figure 8)

\[
\begin{align*}
    w(1,1) & = w(1,n) = w(n,1) = w(n,n) = 2 \\
    w(1,j) & = w(i,1) = w(n,j) = w(i,n) = 3 \quad \text{for all } i,j = 2,3, \ldots, n-1 \\
    w(i,j) & = 4, \quad \text{for all } i,j = 2,3, \ldots, n-1
\end{align*}
\]

and the normalization factor is $4n(n-1)$.

Proof:

It is required to show that for every vertex $(i,j) \in V$, equation (4.2) is satisfied by the weight distribution given in the lemma.

For $(i,j) = (1,1), (n,1), (1,n)$ and $(n,n)$, $w(i,j) = 3 \cdot \frac{1}{3} + 3 \cdot \frac{1}{3} = 2$; so the equation is satisfied. For other vertices, it can be showed analogously that the equations (4.2) are satisfied.

The normalization factor is the sum of all the weights, $\sum_{i,j \in I(n)} w(i,j)$, which is equal to $4n(n-1)$.

\[
\begin{array}{cccccc}
2 & 3 & 3 & \ldots & 3 & 2 \\
3 & 4 & 4 & \ldots & 4 & 3 \\
3 & 4 & 4 & \ldots & 4 & 3 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
3 & 4 & 4 & \ldots & 4 & 4 \\
2 & 3 & 3 & \ldots & 3 & 2 \\
\end{array}
\]

Figure 8. Weight distribution of an array with no duplication.
From Lemma 4.4 and the definition of weight distribution, we have the following theorem.

**Theorem 4.1.**

Let $A$ be an $n \times n$ array with no duplication. Then the vertices in set $V = \{(i,j)| i,j \in \mathbb{I}(n)\}$ of the graph $G_A$ has the following stationary probability distribution:

- $p(1,j) = p(i,1) = 2/\phi$ for $i,j = 1,n$,
- $p(1,j) = p(n,j) = p(i,1) = p(i,n) = 3/\phi$ for $i,j = 2,3,\ldots,n-1$,
- $p(i,j) = 4/\phi$ for $i,j = 2,3,\ldots,n-1$,

where $\phi = 4n(n-1)$.

**Corollary 4.1**

The arcs of $E \cap G_A$, with no duplication are equiprobable.

**Proof:**

For each arc $(v,w) \in E$,

$$\Pr((v,w)) = p(v) \cdot \Pr(w|v)$$

and $\Pr(w|v) = \begin{cases} 
\frac{1}{2} & \text{if } v \text{ is at positions } (1,1),(1,n),(n,1), \text{ or } (n,n) \\
\frac{1}{3} & \text{if } v \text{ is at position } (1,j),(n,j),(i,1),(i,n) \text{ for } 2 \leq i,j \leq n-1 \\
\frac{1}{4} & \text{otherwise.}
\end{cases}$

Thus, by Theorem 4.1, $\Pr((v,w)) = \frac{1}{2\phi}$ for all edges $(v,w) \in E$. 

The graph $G_A^*$ of the extended array $A^*$ of a square array $A$ is more complicated. The following lemmas are established for finding the stationary probability distribution of the set of vertices of $G_A^*$. 
Lemma 4.3.

For a graph $G_A = (V,E)$, $V = \{(i,j) | i,j \in I(2^{s+1})\}$ of a $2^{s+1} \times 2^{s+1}$ extended array $A^*$, we have the following relations among the terms of $w$, the stationary weight distribution of $V$, (Figure 9)

$$w(i,j) = \begin{cases} 
  w(j,i) \\
  w(j,2^{s+1} + 1 - i) \\
  w(i,2^{s+1} + 1 - j) \\
  w(2^{s+1} + 1 - i, 2^{s+1} + 1 - j) & \text{for } i,j \in I(2^s) \\
  w(2^{s+1} + 1 - j, 2^{s+1} + 1 - i) \\
  w(2^{s+1} + 1 - j, i) \\
  w(2^{s+1} + 1 - i, j) 
\end{cases}$$

Proof:

Observe that the graph $G_A$ is symmetrical (by definition) about the horizontal $s^{th}$ boundary, the vertical $s^{th}$ boundary, and the main diagonal. □

Figure 9. Symmetries of the weight distribution (the vertices at the marked position have identical weight).
From Lemma 4.5, we only have to find the weights of the vertices 
(i,j) for i = 1,2,...,2^s and j = 1,2,...,i, (the shaded triangle in
Figure 9) rather than those corresponding to all (2^{s+1})^2 positions.

Lemma 4.6.

Let w(i,2^s) and w(2^s,j), 1 \leq i, j \leq 2^s, be given. The set of weights
\begin{align*}
w(1,1) &= \frac{8}{9} w(1,2^s) \cdot w(2^s,1) \\
w(i,j) &= w(i,2^s) \cdot w(2^s,j) \text{ for } 1 \leq i, j \leq 2^s \text{ and } (i,j) \neq (1,1),
\end{align*}
and w(i,j) as in Lemma 4.5 for i or j > 2^s satisfies equation (4.2)
(refer to Figure 10).

Proof:

Observe that w(2^s,j) = w(j,2^s) due to the symmetry of the graph G_A
about the diagonal. Assuming (i,j) \neq (1,1), it is required to show that
w(i,j) = w(2^s,j) satisfies equation (4.2), which is
\begin{align*}
w(i,j) &= \sum_{(i,k) \in \text{Pred}(i,j)} w(i,k) Pr((i,j)|(i,k)) + \sum_{(k,j) \in \text{Pred}(i,j)} w(k,j) Pr((i,j)|(k,j)).
\end{align*}

Recall that all the rows have the same horizontal connections and all the
columns have the same vertical connections in G_A and let C_i be \( \frac{4}{3} \) if
i \in \{1,2^{s+1}\} and 1 otherwise. Hence, the right hand side of the equation
can be expressed as
\begin{align*}
w(2^s,i) &= \sum_{(2^s,k) \in \text{Pred}(2^s,j)} w(2^s,k) \cdot C_i \cdot Pr((2^s,j)|(2^s,k)) \\
& \quad + w(2^s,j) \sum_{(k,2^s) \in \text{Pred}(i,2^s)} w(k,2^s) C_j \cdot Pr((i,2^s)|(k,2^s)).
\end{align*}
Since \( w(2^3,2^3) = \sum_{(2^3,k) \in \text{Pred}(2^3,2^3)} w(2^3,k) \Pr((2^3,2^3)| (2^3,k)) \)

\[ + \sum_{(k,2^3) \in \text{Pred}(2^3,2^3)} w(k,2^3) \Pr((2^3,2^3)| (k,2^3)) \]

and (due to the symmetry around the main diagonal) the two terms in the right side are equal, \( w(2^3,2^3) = 2 \sum_{(k,2^3) \in \text{Pred}(2^3,2^3)} w(k,2^3) \Pr((2^3,2^3)| (k,2^3)). \)

Furthermore, the definition of \( w(i,j) \) implies that \( w(2^3,2^3) = 1 \). Letting \( i = 2^3 \) in the expression (*) we have,

\[ w(2^3,j) = w(2^3,2^3) \sum_{(2^3,k) \in \text{Pred}(2^3,j)} w(2^3,k) \Pr((2^3,j)| (2^3,k)) \]

\[ + w(2^3,j) \sum_{(k,2^3) \in \text{Pred}(2^3,2^3)} w(k,2^3) \Pr((2^3,2^3)| (k,2^3)) \]

Hence,

\[ w(2^3,j) = 1/(1-C_{j}/2) \sum_{(2^3,k) \in \text{Pred}(2^3,j)} w(2^3,k) \Pr((2^3,j)| (2^3,k)) \]

Substituting the identity just obtained into expression (*), we have

\[ w(i,j) = \begin{cases} w(2^3,i) \cdot w(2^3,j) & \text{for } 1 \leq i,j \leq 2^3 \text{ and } (i,j) \neq (1,1) \\ \frac{8}{9} w(2^3,1) \cdot w(2^3,1) & \text{for } i,j = 1. \end{cases} \]
From Lemmas 4.5 and 4.6, we only have to find the weights \( w(2^s, j) \), denoted as \( \bar{w}(j) \), for \( j = 1, \ldots, 2^s \), rather than those corresponding to all \((2^{s+1})^2\) positions. For an extended array of an \((2^s+t) \times (2^s+t)\) array under the duplicating pattern \((a_1, a_2, \ldots, a_s)\), the weights \( \bar{w}(j) \) will be found by a sequence of \( s \) iterations. In the initial step, all \( a_i \) except \( a_s \) are assumed to be zero and we find the weights \( \bar{w}^s(j) \) for the pattern \((0,0,\ldots,0,a_s)\). In the next step, we extend the pattern to include \( a_{s-1} \), and find \( \bar{w}^{s-1}(j) \), for \((0,0,\ldots,0,a_{s-1},a_s)\), in terms of \( \bar{w}^s(j) \). This process is continued until the pattern is extended to including all \( a_i \)'s: at this point, the weights \( \bar{w}^1(j) \) are the \( \bar{w}(j) \), for \( j = 2, \ldots, 2^s \) and \( \bar{w}(1) = \frac{3}{4} \bar{w}^1(1) \). The weights \( \bar{w}^i(j) \) are generated in each iteration \( i \) as follows. Initially, we have
\[ \bar{w}^s(j) = a_s + 1 \quad \text{for } j = 1, \ldots, (2^s + t - a_s)/2 \]

and \[ \bar{w}^s(j) = (2^s + t + a_s)/2 + 1 - j \quad \text{for } j = (2^s + t - a_s)/2 + 1, \ldots, (2^s + t + a_s)/2. \]

For example, \( s = 3, t = 1, \) and \( a_s = 3, \) \( \bar{w}^3(j) \) are as follows.

<table>
<thead>
<tr>
<th>j:</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{w}^3(j): )</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

\[ (2^s + t - a_s)/2 \quad a_s \]

Suppose we have found \( \bar{w}^{i+1}(j), j = 1, \ldots, m_i + 1. \) The weights \( \bar{w}^i(j) \) are to be generated in the following way. Partition positions 1 to \( m_{i+1} \)

into \( (s-1) \) segments, each of length \( q = m_{i+1}/(s-1); \) the first segment consists of the first \( q \) positions and the second segment consists of positions \( q+1, \ldots, 2q \) and so on. Let \( X_{k, \ell} \) be the weight \( \bar{w}^{i+1}(j) \) where \( j = (k-1)q + \ell, \) and \( X_{k, \ell} \) be the weight \( \bar{w}^i(j), \) where \( j = (k-1)(q + a_i) + \ell. \)

From the set of the weights \( \{X_{k, \ell} | 1 \leq \ell \leq q \} \), the set of weights \( \{X_{k, \ell} | 1 \leq \ell \leq q + a_i \} \) is generated as two parts:

\[
X_{k, \ell} = X_{k, \ell} \quad \text{for } \ell = 1, \ldots, (q-a_i)/2
\]

\[
X_{k, \ell} = \frac{(q+a_i)/2+1-\ell}{a_i+1} \cdot X_{k, (q-a_i)/2}, \quad \text{for } \ell = (q-a_i)/2+1, \ldots, (q+a_i)/2
\]

and

\[
X_{k, \ell} = X_{k, 2+a_i} - X_{k, \ell-a_i} \quad \text{for } \ell = (q+a_i)/2+1, \ldots, (q+a_i)/2+a_i
\]

\[
X_{k, \ell} = X_{k, 2+a_i}, \quad \text{for } \ell = (q+a_i)/2+a_i+1, \ldots, q+a_i.
\]
For example, $s = 4$, $t = 1$ and $(a_1, a_2, a_3, a_4) = (0, 1, 1, 9)$, the weights are generated as follows. (Notice that there is no duplication at the 1st boundaries, therefore $\overline{w}^2(j) = \overline{w}^1(j)$.)

\begin{align*}
\overline{w}^4(j) & : 10 \ 10 \ 10 \ 10 \ 9 \ 8 \ 7 \ 6 \ 5 \ 4 \ 3 \ 2 \ 1 \\
\overline{w}^3(j) & : 10 \ 10 \ 10 \ 9 \ 8 \ 4 \ 3 \ 6 \ 5 \ 4 \ 3 \ 2 \ 1 \\
\overline{w}^2(j) & : 10 \ 10 \ 10 \ 9 \ 8 \ \boxed{4 \ 3} \ 6 \ 5 \ \boxed{\frac{5}{2} \ \frac{3}{2}} \ 2 \ 1 \\
\overline{w}^1(j) & : 10 \ 10 \ 10 \ 9 \ 8 \ 4 \ 3 \ 6 \ 5 \ \frac{5}{2} \ \frac{3}{2} \ 2 \ 1 \\
\overline{w}(j) & : \frac{15}{2} \ 10 \ 10 \ 5 \ 5 \ 9 \ 8 \ 4 \ 3 \ 6 \ 5 \ \frac{5}{2} \ \frac{3}{2} \ 2 \ 1
\end{align*}

The set of weights $\overline{w}^i(j)$ obtained at each iteration $i$ and $w(k, l)$, for $1 \leq k, l \leq 2m_1$ given in Lemma 4.6 satisfies equation (4.2).

**Theorem 4.2.**

The procedure in Algorithm 4.1 correctly generates the weight distribution $\overline{w}(j)$, for $j \in I(2^8)$ for the extended array of $a(2^8 + t) \times (2^8 + t)$ array under the duplicating pattern $(a_1, \ldots, a_8)$.

**Proof:**

See Appendix A.

**Theorem 4.3.**

Let $A^*$ be the extended array of a $(2^8 + t) \times (2^8 + t)$ array $A$ under the duplicating pattern $(a_1, a_2, \ldots, a_8)$. The normalization factor $\sum_{i, j \in V} w(i, j)$, for a weight distribution $w$ of a graph $G_A^* = (V, E)$, $V = \{(i, j) | i, j \in I(2^{s+1})\}$ is equal to $(2^8 + t)(2^8 + t - 1)(a_8 + 1)^2$. 
Proof:

Observe that

\[
\sum_{v(i,j) \text{ contains record } r} w(i,j) = \begin{cases} 
\frac{1}{2} (a_s+1)^2 & \text{if } r \text{ is at the corner of } A \\
\frac{3}{4} (a_s+1)^2 & \text{if } r \text{ is at the lowest boundary} \\
(a_s+1)^2 & \text{otherwise.}
\end{cases}
\]

The limiting probability distribution \( p \) of the vertices of a graph \( G^*_A \) can be obtained by Lemmas 4.5 and 4.6; and Theorems 4.2 and 4.3.

Algorithm 4.1.

begin
for \( j \in I(2^g) \) and \( i \in I(2^g) \), set \( d_j \) and \( X'(j) \) to zero;
set \( a_0 \) to zero;
for \( i \in I((2^g+t)/2) \), set \( w^5(i) \) to \( a_s+1 \);
[\( \ell_j \) is the number of distinct records between the \( j^{th} \) boundary and the nearest boundary which is higher than \( j^{th} \)]
\( \ell_{s+1} = n \)
for \( j = 1 \) to \( s \) do \( \ell_j = (\ell_{j+1} + a_j)/2 \);
\( j = s; \)
LP: while \( j \geq 1 \) do
begin
for \( i = 1 \) to \( 2^{g-j} \) step 2 do
begin
begin
\[ \text{FPG}(1 + (i-1)\ell_j, j) \]
\end{begin
end
end
if \( j \neq s \) then begin \( \text{BPG}(1+i \cdot \lambda_j, j) \);
\[ d_j = d_j + 1; \]
end;

\[ j = j - 1; \]
end;

for \( i = 2 \) to \( 2^g \) do
\[ \overline{w}(i) = \overline{w}(i); \]
\[ \overline{w}(1) = \overline{w}(1) \cdot 3/4; \]
Procedure \( \text{FWG}(j, j) \):
begin
for \( i = f \) to \( f + \ell_j - a_j - 1 \) do
begin
\[ \overline{w}^j(i) = \overline{w}^j(i - d_j a_j); \]
\[ X^j(i) = X^j(i - d_j a_j); \]
end;
for \( i = f + \ell_j - a_j \) to \( f + \ell_j - 1 \) do
\[ \overline{w}^j(i) = \frac{i + f - 1}{a_j + 1} \left( \overline{w}^j(f + \ell_j - a_j - 1) + X^j(f + \ell_j - a_j - 1) \right) \]
end;
Procedure BWG(f, j):

begin
  for i = f to f + a_j - 1 do
    \( \bar{w}^j(i) = \bar{w}^{j+1}(i - (d_j+1)a_j) - \bar{w}^i(i-a_j); \)
  for i = f + a_j to f + \( \ell_j - 1 \) do
    begin
      \( \bar{w}^j(i) = \bar{w}^{j+1}(i - (d_j+1)a_j); \)
      \( X^j(i) = X^{j+1}(i - (d_j+1)a_j); \)
    end;
  \( X^i(f + a_j - 1) = \bar{w}^j(f - 1); \)
end.

4.2.2. Calculation of average stretch

The average stretch of the arcs of a graph \( G^*_A = (V,E) \) is defined as:

\[
\Sigma_{e \in E} \text{Pr}(e) \cdot \text{Stretch of } e.
\]

It can be expressed as

\[
\Sigma_{v \in V} \Sigma_{w \in \text{Succ}(v)} p(v) \cdot \text{Pr}(w|v) \cdot \text{stretch of arc } (v,w)
\]

Since the conditional probability \( \text{Pr}(w|v) \) is a constant \( 1/|\text{Succ}(v)| \) for all \( w \in \text{Succ}(v) \), the average stretch is

\[
\Sigma_{v \in V} p(v)/|\text{Succ}(v)| \cdot \Sigma_{w \in \text{Succ}(v)} \text{stretch of arc } (v,w). \quad (4.3)
\]
Let $S(i,j)$ be the sum of the stretches of the arcs originating at a particular vertex $w$ which is at the horizontal \(i\)th and the vertical \(j\)th boundaries, that is

$$S(i,j) = \sum_{w \in \text{Succ}(v)} \text{stretch of } (v,w)$$

In the following lemma, it will be shown that $S(i,j)$ is a function of $i$ and $j$.

**Lemma 4.7.**

$$S(i,j) = \begin{cases} 
12 + 4i + 4j & \text{for } i,j > 0 \\
8 + 4j & \text{for } i = 0 \text{ and } j > 0 \\
10 + 4i & \text{for } i > 0 \text{ and } j = 0 \\
6 & \text{for } i = j = 0 
\end{cases}$$

**Proof:**

In Figure 11 it is observed that there is a horizontal arc and a vertical arc directed from a vertex $v$ at the horizontal \(i\)th boundary and at the vertical \(j\)th boundary, and these boundaries are the highest ones which these arcs must cross. If \(j (i)\) is greater than zero, there is an additional vertical (horizontal) arc directed from $v$ and the horizontal (vertical) \(0\)th boundary is the highest boundary that this arc crosses. By Lemma 4.1, the lemma follows.

![Diagram](image.jpg)

Figure 11. Arcs directed from a vertex at the horizontal \(i\)th and the vertical \(j\)th boundaries.
By Theorem 4.3 and equation (4.3), and the Lemmas 4.5 and 4.6, the average stretch $ES$ of a graph $G^*$ where $A^*$ is the extended array of a $(2^s+t) \times (2^s+t)$ array under the duplicating pattern $(a_1, a_2, \ldots, a_s)$ can be expressed as follows.

$$ES = \frac{4}{(2^s+t)(2^s+t-1)(a_s+1)} \left( \frac{(a_s+1)^2}{2} \right) s(0,0) + \frac{1}{3} \cdot \frac{3}{4} (a_s+1)F + \frac{1}{3} \cdot \frac{3}{4} (a_s+1)H + \frac{1}{4} G$$

(4.4)

where $F = \sum_{i \in I(s)} W_i S(1,0)$,

$H = \sum_{i \in I(s)} W_i S(0,1)$,

$G = \sum_{i \in I(s)} \sum_{j \in I(s)} W_j S(i,j)$

and $W_i$ is the cumulative weights of the vertices at the vertical $i^{th}$ boundaries of the row $2^s$.

$$W_s = 1.$$

We are going to use the following lemma on the inequality of sums of two sequences of real numbers to show how the average stretch depends on the weight distribution derived from some duplicating pattern $(a_1, \ldots, a_s)$.

**Lemma 4.7.**

For two sequences of real numbers $(b_1, \ldots, b_s)$ and $(c_1, \ldots, c_s)$,

If $\Sigma c_i < \Sigma b_i$ and $\Sigma c_i = \Sigma b_i$

then $\Sigma c_i \Sigma c_j (i+j) < \Sigma b_i \Sigma b_j (i+j)$
Proof:

\[
\sum_{i} c_{i} \sum_{j} c_{j} (i+j) = \sum_{i} c_{i} \sum_{j} c_{j} + \sum_{i} c_{i} \sum_{j} c_{j}
\]

\[
= \sum_{i} c_{i} \sum_{j} b_{j} + \sum_{i} b_{i} \sum_{j} c_{j}
\]

\[
< \sum_{i} b_{i} \sum_{j} b_{j} + \sum_{i} b_{i} \sum_{j} b_{j}
\]

\[
= \sum_{i} b_{i} \sum_{j} b_{j} (i+j).
\]

\[\Box\]

Theorem 4.4.

If \( \Sigma_{i} \frac{W_{i}}{a_{i} + 1} < \Sigma_{i} \frac{W_{i}'}{a_{i} + 1} \), where \( W_{i} \) and \( W_{i}' \) are the cumulative weights at the \( i^{th} \) boundaries of \( G(A^{*}) \), and \( G(A^{*})' \), respectively, \( (A^{*})' \) and \( (A^{*})'' \) are extended arrays under \( (a_{1}',...,a_{s}') \) and \( (a_{1}''...,a_{s}'') \) respectively, then

\[ ES' < ES''. \]

Proof:

\[
ES = \frac{1}{n(n-1)} \left[ 6 + \sum_{i} \frac{W_{i}}{a_{i} + 1} (18+8i) + \sum_{i} \frac{W_{j}}{a_{i} + 1} \sum_{i} \frac{W_{j}}{a_{i} + 1} (12+4i+4j) \right]
\]

\[
ES' - ES'' = \frac{1}{n(n-1)} \left[ 8 (\sum_{i} \frac{W_{i}'}{a_{i} + 1} - \sum_{i} \frac{W_{i}'}{a_{i} + 1} i) + 18 (\sum_{i} \frac{W_{i}'}{a_{i} + 1} - \sum_{i} \frac{W_{i}''}{a_{i} + 1}) \right]
\]

\[
+ 12 (\sum_{i} \frac{W_{i}'}{a_{i} + 1} \sum_{j} \frac{W_{i}'}{a_{i} + 1} - \sum_{i} \frac{W_{i}'}{a_{i} + 1} \sum_{j} \frac{W_{i}'}{a_{i} + 1} j) \]

\[
+ 4 (\sum_{i} \frac{W_{i}'}{a_{i} + 1} \sum_{j} \frac{W_{i}'}{a_{i} + 1} (i+j) - \sum_{i} \frac{W_{i}'}{a_{i} + 1} \sum_{j} \frac{W_{i}'}{a_{i} + 1} (i+j)))
\]

we can show that \( \Sigma_{i} \frac{W_{i}}{a_{i} + 1} = \Sigma_{i} \frac{W_{i}'}{a_{i} + 1} = \frac{n}{2} - 1 \) and by the hypothesis,

\[ \Sigma_{i} \frac{W_{i}}{a_{i} + 1} < \Sigma_{i} \frac{W_{i}'}{a_{i} + 1}. \]

Therefore, it follows from Lemma 4.3 that

\[ ES' - ES'' < 0. \]
Since the set of arcs in a graph with no duplication is uniformly distributed, the average stretch $ES$ is the total stretch $TS$ of all arcs divided by the number of arcs. The total stretch $TS$ can be expressed as

$$TS = \sum m_{ij}S(i,j) \text{ where } m_{ij} = \text{number of vertices at the horizontal } i^{th} \text{ boundary and the vertical } j^{th} \text{ boundary.} \quad (4.5)$$
CHAPTER 5

DUPLICATING PATTERNS

5.1. Feasible Duplicating Patterns

It has been mentioned briefly that a duplicating pattern is a sequence of nonnegative integers indicating exactly the number of duplications at each boundary. It is obvious that the duplicating pattern cannot be any arbitrary sequence by observing that there are constraints both on the amount of duplication and the number of boundaries. A feasible duplicating pattern is defined precisely as follows:

Let $A^*$ be the extended array of an $n \times n$ array, where $n = 2^s + t$, for some $t \in I(2^s - 1)$, under the duplicating pattern $(a_1, a_2, \ldots, a_s)$. Then $(a_1, a_2, \ldots, a_s)$ is a feasible duplicating pattern if $a_i$'s satisfy the equation

$$\sum_{i=1}^{s} a_i 2^{s-i} = 2^s - t \quad (5.1)$$

where $2^{s-i}$ is the number of vertical $i^{th}$ boundary in a row and $2^s - t$ is the maximum number of duplications in a row.

We are only interested in feasible duplicating patterns; thus, for brevity, a duplicating pattern means a feasible duplicating pattern. In the remaining sections of this chapter, the effect of duplicating patterns on the average stretch will be investigated.

5.2. Some Special Duplicating Patterns

5.2.1. No duplication

For a graph $G_A = (V, E)$ of an $n \times n$ array $A$ with no duplication, all the arcs in $E$ are equally probable (refer to Corollary 4.1). Therefore, the average stretch will be the total stretch divided by the cardinality of $E$. When $n$ is a power of 2, let $n = 2^s$. The total stretch $TS$ is
defined by the following recurrence:

\[ \begin{align*}
    TS(1) &= 0 \\
    TS(n) &= 4 \cdot TS(n/2) + 2n(2 \log((n/2)^2) + 2) + 2n(2 \log((n/2)^2) + 4),
\end{align*} \]

where the first term on the right hand side of the equation is the total stretch of arcs within each of the four \( n/2 \times n/2 \) subarrays (refer to Figure 12), the second term is the stretch of all the arcs crossing the vertical \( s^{th} \) boundary, and the last term is the stretch of all arcs crossing the horizontal \( s^{th} \) boundary.

![Figure 12. Illustration of the recurrence of the total stretch](image)

The solution to this recurrence equation is

\[ TS(n) = 28n^2 - 16 \log n - 28n \]

There are \( 4n(n-1) \) edges in \( E \), thus the average stretch \( ES \) is

\[ ES = \frac{28n^2 - 16 \log n - 28n}{4n^2 - 4n}, \]

which is asymptotically equal to 7 as \( n \) approaches infinity.
When \( n > 2^s \) is not a power of 2, there is no simple recurrence for solving the total stretch \( TS \) since the storage mapping is not symmetrical about the \( s^{\text{th}} \) boundaries of the array. Equation (4.5) has to be used and \( m_{i,j} \), the number of vertices at a horizontal \( i^{\text{th}} \) boundary and a vertical \( j^{\text{th}} \) boundary, is given below

\[
\begin{align*}
m_{i,j} &= X_i X_j & \text{for } i, j \in I(s), n = 2^s + t, 1 \leq t \leq 2^s \\
m_{0,0} &= 1
\end{align*}
\]

\[
x_i = 2^{s-i} + 2 \left[ \frac{t - 2^i + 1}{2^i+1} \right] + y_i & \text{ for } i \in I(s-1)
\]

where

\[
y_i = \begin{cases} 
-1 & \text{if } \left( 2^i+1 \right) (2+2^i+1) - 2^i+1 > t - 2^i + 1 \\
0 & \text{otherwise}
\end{cases}
\]

and \( X_s = 2 \)

\[
X_0 = 1
\]

Thus, \( ES = \sum_{i=0}^{s} \sum_{j=0}^{s} m_{i,j} s(i,j) - n*(8k-6) \) where \( k = k_1 \) if \( t = 2 + 2 + \ldots + 2 \)

\[
\frac{k_2}{4n(n-1)}
\]

\( k_1 > k_2 > \ldots > k_2 \). Instead of simplifying the expression on the right hand side, which requires some tedious algebraic manipulations, we evaluate \( ES \) for \( n = 2^s + 1, 2^s + 2^s-1, 2^s + 2^s - 1 \). The numerical results are shown in Table 1. From these results, we can say that for these particular values of \( n \) are the two extremes and the median of the interval comprised between two consecutive powers of 2, it is reasonable to say that \( ES \) is asymptotically equal to 7, for all integer \( n \). This value will be used as reference to measure the improvement of \( ES \) when duplication is introduced. In the following subsections, three special duplicating patterns will be investigated.
<table>
<thead>
<tr>
<th>s</th>
<th>$ES(2^s+1)$</th>
<th>$ES(2^{s+2^s-1})$</th>
<th>$ES(2^{s+1}-1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>6.00000000</td>
<td>5.39999997</td>
<td>5.66666668</td>
</tr>
<tr>
<td>3</td>
<td>6.50000000</td>
<td>5.90909093</td>
<td>6.14285713</td>
</tr>
<tr>
<td>4</td>
<td>6.75000000</td>
<td>6.30434781</td>
<td>6.46666663</td>
</tr>
<tr>
<td>5</td>
<td>6.87500000</td>
<td>6.5746807</td>
<td>6.67741936</td>
</tr>
<tr>
<td>6</td>
<td>6.93750000</td>
<td>6.74736839</td>
<td>6.80952382</td>
</tr>
<tr>
<td>7</td>
<td>6.96875000</td>
<td>6.85340315</td>
<td>6.88976377</td>
</tr>
<tr>
<td>8</td>
<td>6.98437500</td>
<td>6.91644906</td>
<td>6.93725490</td>
</tr>
<tr>
<td>9</td>
<td>6.99218750</td>
<td>6.95306390</td>
<td>6.96477496</td>
</tr>
<tr>
<td>10</td>
<td>6.99609375</td>
<td>6.97394138</td>
<td>6.98044967</td>
</tr>
<tr>
<td>11</td>
<td>6.99804687</td>
<td>6.98567241</td>
<td>6.98975267</td>
</tr>
<tr>
<td>12</td>
<td>6.99902349</td>
<td>6.99218624</td>
<td>6.99413913</td>
</tr>
<tr>
<td>13</td>
<td>6.99951177</td>
<td>6.99576795</td>
<td>6.99682581</td>
</tr>
<tr>
<td>14</td>
<td>6.99975591</td>
<td>6.99772131</td>
<td>6.99829089</td>
</tr>
<tr>
<td>15</td>
<td>6.99987792</td>
<td>6.99877929</td>
<td>6.99908447</td>
</tr>
<tr>
<td>16</td>
<td>6.99993896</td>
<td>6.99934899</td>
<td>6.99951177</td>
</tr>
<tr>
<td>17</td>
<td>6.99996942</td>
<td>6.99965417</td>
<td>6.99974071</td>
</tr>
<tr>
<td>18</td>
<td>6.99998474</td>
<td>6.99981695</td>
<td>6.99986273</td>
</tr>
<tr>
<td>19</td>
<td>6.99999237</td>
<td>6.99990344</td>
<td>6.99992758</td>
</tr>
<tr>
<td>20</td>
<td>6.99999624</td>
<td>6.99994921</td>
<td>6.99996191</td>
</tr>
<tr>
<td>21</td>
<td>6.99999803</td>
<td>6.99997335</td>
<td>6.99998009</td>
</tr>
<tr>
<td>22</td>
<td>6.99999904</td>
<td>6.99998611</td>
<td>6.99998950</td>
</tr>
<tr>
<td>23</td>
<td>6.99999952</td>
<td>6.99999278</td>
<td>6.99999457</td>
</tr>
<tr>
<td>24</td>
<td>6.99999976</td>
<td>6.99999624</td>
<td>6.99999713</td>
</tr>
<tr>
<td>25</td>
<td>6.99999988</td>
<td>6.99999803</td>
<td>6.99999856</td>
</tr>
<tr>
<td>26</td>
<td>7.00000000</td>
<td>6.99999916</td>
<td>6.99999940</td>
</tr>
<tr>
<td>27</td>
<td>6.99999994</td>
<td>6.99999958</td>
<td>6.99999964</td>
</tr>
<tr>
<td>28</td>
<td>7.00000005</td>
<td>6.99999976</td>
<td>6.99999982</td>
</tr>
<tr>
<td>29</td>
<td>7.00000005</td>
<td>7.00000000</td>
<td>6.99999994</td>
</tr>
<tr>
<td>30</td>
<td>7.00000005</td>
<td>7.00000000</td>
<td>7.00000005</td>
</tr>
<tr>
<td>31</td>
<td>7.00000005</td>
<td>7.00000000</td>
<td>7.00000005</td>
</tr>
<tr>
<td>32</td>
<td>7.00000005</td>
<td>7.00000000</td>
<td>7.00000005</td>
</tr>
<tr>
<td>33</td>
<td>7.00000005</td>
<td>7.00000000</td>
<td>7.00000005</td>
</tr>
</tbody>
</table>

*Table 1. Average stretch with no duplication.*
5.2.2. \((0,0,...,2^s-t)\)

When \(n\) is not a power of 2, there are many ways to extend an \(n \times n\) array to a \(2^{\lfloor \log n \rfloor} \times 2^{\lfloor \log n \rfloor}\) array. Arcs whose images cross a high boundary correspond to a large stretch under the storage mapping, which contributes heavily to the average stretch. Thus, we would want to avoid using arcs which cross the highest boundaries. This can be done by placing duplicates of those records, which these arcs are trying to reach across the highest boundaries, in the same subarrays from which these arcs are directed. The first duplicating pattern \((0,0,...,0,2^s-t)\) that we investigate for an \((2^s+t) \times (2^s+t)\) array is doing exactly what we have just described.

Algorithm 4.1 can be used to generate the weight distribution and then equation (4.4) is applied to obtain the average stretch \(ES(n)\). For the pattern \((0,0,...,2^s-t)\), the algorithm 4.1 gives the following weight distribution

\[
\begin{array}{cccccc}
1 & 2 & \ldots & t+1 & t+2 & \ldots & 2^s \\
\bar{w}(i) = \frac{3}{4}(2^s-t+1) & 2^s-t+1 & 2^s-t+1 & 2^s-t & 1 \\
\end{array}
\]

For \(t = 1, 2^{s-1}, 2^s-1\), closed form expressions for the \(W_i\)'s used in equation (4.4) can be easily obtained from the weight distribution (refer to Appendix B). Numerical results are used to study the behavior of \(ES_{A^*}\). The improvement in \(ES_{A^*}\) with duplication can be measured in terms of the figure of merit \(\frac{ES_{A^*} - ES_A}{ES_A} \times 100\%\). Table 2 shows the average stretch
<table>
<thead>
<tr>
<th>s</th>
<th>ES(2^{s+1})</th>
<th>I%</th>
<th>ES(2^{s+2^{s-1}})</th>
<th>I%</th>
<th>ES(2^{s+1}-1)</th>
<th>I%</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4.866666673</td>
<td>20.8</td>
<td>4.750000000</td>
<td>9.9</td>
<td>5.000000000</td>
<td>11.8</td>
</tr>
<tr>
<td>3</td>
<td>5.618181888</td>
<td>16.3</td>
<td>5.437500000</td>
<td>4.9</td>
<td>5.714285733</td>
<td>7.0</td>
</tr>
<tr>
<td>4</td>
<td>6.149758512</td>
<td>11.3</td>
<td>5.984375000</td>
<td>2.5</td>
<td>6.199999999</td>
<td>4.1</td>
</tr>
<tr>
<td>5</td>
<td>6.494668028</td>
<td>7.3</td>
<td>6.371093750</td>
<td>1.2</td>
<td>6.561290240</td>
<td>2.4</td>
</tr>
<tr>
<td>6</td>
<td>6.706539153</td>
<td>4.5</td>
<td>6.624023444</td>
<td>0.6</td>
<td>6.714285733</td>
<td>1.4</td>
</tr>
<tr>
<td>7</td>
<td>6.832782984</td>
<td>2.7</td>
<td>6.781005926</td>
<td>0.3</td>
<td>6.834645689</td>
<td>0.8</td>
</tr>
<tr>
<td>8</td>
<td>6.906086210</td>
<td>1.5</td>
<td>6.874939022</td>
<td>0.2</td>
<td>6.905882367</td>
<td>0.5</td>
</tr>
<tr>
<td>9</td>
<td>6.947869060</td>
<td>0.9</td>
<td>6.929672240</td>
<td>0.1</td>
<td>6.947162454</td>
<td>0.3</td>
</tr>
<tr>
<td>10</td>
<td>6.971340600</td>
<td>0.5</td>
<td>6.960933669</td>
<td>0.0</td>
<td>6.970674522</td>
<td>0.1</td>
</tr>
<tr>
<td>11</td>
<td>6.984371190</td>
<td>0.3</td>
<td>6.978514670</td>
<td>0.0</td>
<td>6.983878859</td>
<td>0.1</td>
</tr>
<tr>
<td>12</td>
<td>6.991535430</td>
<td>0.2</td>
<td>6.988281010</td>
<td>0.0</td>
<td>6.991208789</td>
<td>0.0</td>
</tr>
<tr>
<td>13</td>
<td>6.995442450</td>
<td>0.1</td>
<td>6.993652401</td>
<td>0.0</td>
<td>6.995238666</td>
<td>0.0</td>
</tr>
<tr>
<td>14</td>
<td>6.997558590</td>
<td>0.0</td>
<td>6.996582030</td>
<td>0.0</td>
<td>6.997436400</td>
<td>0.0</td>
</tr>
<tr>
<td>15</td>
<td>6.998697940</td>
<td>0.0</td>
<td>6.998169011</td>
<td>0.0</td>
<td>6.998626711</td>
<td>0.0</td>
</tr>
<tr>
<td>16</td>
<td>6.999308290</td>
<td>0.0</td>
<td>6.999023500</td>
<td>0.0</td>
<td>6.999267644</td>
<td>0.0</td>
</tr>
<tr>
<td>17</td>
<td>6.999633850</td>
<td>0.0</td>
<td>6.999481260</td>
<td>0.0</td>
<td>6.999610960</td>
<td>0.0</td>
</tr>
<tr>
<td>18</td>
<td>6.999806760</td>
<td>0.0</td>
<td>6.999725400</td>
<td>0.0</td>
<td>6.999794070</td>
<td>0.0</td>
</tr>
<tr>
<td>19</td>
<td>6.999889310</td>
<td>0.0</td>
<td>6.999855040</td>
<td>0.0</td>
<td>6.999891340</td>
<td>0.0</td>
</tr>
<tr>
<td>20</td>
<td>6.999946650</td>
<td>0.0</td>
<td>6.999923770</td>
<td>0.0</td>
<td>6.999928400</td>
<td>0.0</td>
</tr>
<tr>
<td>21</td>
<td>6.999972110</td>
<td>0.0</td>
<td>6.999960010</td>
<td>0.0</td>
<td>6.999970200</td>
<td>0.0</td>
</tr>
<tr>
<td>22</td>
<td>6.999985460</td>
<td>0.0</td>
<td>6.999979020</td>
<td>0.0</td>
<td>6.999984320</td>
<td>0.0</td>
</tr>
<tr>
<td>23</td>
<td>6.999989230</td>
<td>0.0</td>
<td>6.999989090</td>
<td>0.0</td>
<td>6.999991830</td>
<td>0.0</td>
</tr>
<tr>
<td>24</td>
<td>6.999996070</td>
<td>0.0</td>
<td>6.999994340</td>
<td>0.0</td>
<td>6.999995650</td>
<td>0.0</td>
</tr>
<tr>
<td>25</td>
<td>6.999997850</td>
<td>0.0</td>
<td>6.999997080</td>
<td>0.0</td>
<td>6.999997800</td>
<td>0.0</td>
</tr>
<tr>
<td>26</td>
<td>6.999998990</td>
<td>0.0</td>
<td>6.999998510</td>
<td>0.0</td>
<td>6.999998890</td>
<td>0.0</td>
</tr>
<tr>
<td>27</td>
<td>6.999999640</td>
<td>0.0</td>
<td>6.999999290</td>
<td>0.0</td>
<td>6.999999400</td>
<td>0.0</td>
</tr>
<tr>
<td>28</td>
<td>6.999999820</td>
<td>0.0</td>
<td>6.999999700</td>
<td>0.0</td>
<td>6.999999760</td>
<td>0.0</td>
</tr>
<tr>
<td>29</td>
<td>6.999999940</td>
<td>0.0</td>
<td>6.999999880</td>
<td>0.0</td>
<td>6.999999940</td>
<td>0.0</td>
</tr>
<tr>
<td>30</td>
<td>7.000000000</td>
<td>0.0</td>
<td>7.000000000</td>
<td>0.0</td>
<td>7.000000000</td>
<td>0.0</td>
</tr>
<tr>
<td>31</td>
<td>7.000000018</td>
<td>0.0</td>
<td>7.000000006</td>
<td>0.0</td>
<td>7.000000000</td>
<td>0.0</td>
</tr>
<tr>
<td>32</td>
<td>7.000000006</td>
<td>0.0</td>
<td>7.000000006</td>
<td>0.0</td>
<td>7.000000000</td>
<td>0.0</td>
</tr>
<tr>
<td>33</td>
<td>7.000000006</td>
<td>0.0</td>
<td>7.000000006</td>
<td>0.0</td>
<td>7.000000000</td>
<td>0.0</td>
</tr>
<tr>
<td>34</td>
<td>7.000000006</td>
<td>0.0</td>
<td>7.000000006</td>
<td>0.0</td>
<td>7.000000000</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 2. Average stretch and improvement I under \((0,0,\ldots,2^{s-t})\)
ES\textsubscript{A*}(n) and their improvements for \( n = 2^s + 1, 2^s + 2^{s-1}, 2^s + 2^s - 1, s \in \{2, 3, \ldots, 34\} \). The improvements diminish rapidly to zero as \( n \) increases. Therefore \((0, 0, \ldots, 2^s - t)\) is certainly not a good duplicating pattern.

There is nothing that can be done for \( n = 2^s + 2^s - 1 \), since \((0, 0, \ldots, 0, 1)\) is the only feasible duplicating pattern. There is more freedom of choice of duplicating patterns for \( n < 2^{s+1} - 1 \), and this is maximum for \( n = 2^s + 1 \). Therefore, the remaining two subsections will be dedicated to the study of the case \( n = 2^s + 1 \), in order to learn the effect of the choice of \( a_i \)’s on the average stretch.

5.2.3. \((0, 1, 1, \ldots, 1, 2^{s-1}+1)\)

We have seen that duplicating only at the highest boundaries is not a good strategy. In this section, a more uniform distribution of \( a_i \)’s, namely \((0, 1, 1, \ldots, 1, 2^{s-1}+1)\), for \( n = 2^s + 1 \), is investigated. This duplicating pattern allows one duplication near each boundary except the lowest and the highest boundaries. It allows no duplication near the lowest boundaries and gives whatever number of duplications remained to the highest boundaries.

Observing the weight distribution \( \bar{w}(i) \)'s, closed form expression of \( W_i \)'s in terms of \( n \) and \( i \) are obtained after some long algebraic manipulation; they are shown in Appendix B. These \( W_i \)'s are substituted into equation (4.4) to calculate the average stretch \( ES_{A*} \). The results show that for a large value of \( n \), \( ES_{A*} \) is approximately 6.33 (and this appears to be the asymptotic value) which produces an improvement of about 9.5%. When \( n \) is smaller, the improvement is larger (Table 3).
For \( n = 2^s + 1 \), \((0,1,1,...,1,2^{s-1}+1)\) is superior to \((0,0,...,0,2^s-1)\). For arbitrary \( 2^s + 1 < n < 2^{s+1} - 1 \), it is also expected that duplication at lower boundaries is desirable: indeed, the number of low boundaries is very large, which corresponds to a high frequency of low-boundary crossing in the random-walk hypothesis we have made.

5.3.4. \((0,1,2,4,4,...,4,7)\)

We have seen that \((0,1,1,...,1,2^{s-1}+1)\) is a better duplicating pattern than \((0,0,...,0,2^s-1)\) for \( n = 2^s + 1 \). Are there patterns which are still better? In this section, this question is answered by showing that \((0,1,2,4,4,...,4,7)\), for \( n = 2^s + 1 \), \( s = 5,6,... \), is better.

Algorithm 4.1 is used to generate the weight distribution \( \bar{W}(i)'s \) for \( s = 5 \) and the \( W_i's \) used in equation (4.4) are calculated. Since \( a_i's \), \( i = 4,5,...,s-1 \), have the same value, \( W_i's \) for \( s = 5 \) is easily extended to those for \( s > 5 \). The closed form expressions for these \( W_i's \) are given in Appendix B.

Table 4 shows that for large values of \( n \), \( ES_{AW} \) approaches 6.13 which gives an improvement of 12.4%. This duplicating pattern is a combination of the heuristic criteria presented in the previous two sections, namely (i) crossing of high boundaries contributes heavily to the average stretch and (ii) low boundaries are frequently crossed. Therefore, this pattern suggests that there are duplications at higher boundaries and at the same time there are duplications at lower boundaries.
<table>
<thead>
<tr>
<th>$s$</th>
<th>$ES(2^s+1)$</th>
<th>$1%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5.8395834</td>
<td>15.1</td>
</tr>
<tr>
<td>6</td>
<td>5.9692709</td>
<td>14.0</td>
</tr>
<tr>
<td>7</td>
<td>6.0427083</td>
<td>13.3</td>
</tr>
<tr>
<td>8</td>
<td>6.0837240</td>
<td>12.9</td>
</tr>
<tr>
<td>9</td>
<td>6.1063802</td>
<td>12.7</td>
</tr>
<tr>
<td>10</td>
<td>6.1187826</td>
<td>12.5</td>
</tr>
<tr>
<td>11</td>
<td>6.1255209</td>
<td>12.5</td>
</tr>
<tr>
<td>12</td>
<td>6.1291586</td>
<td>12.4</td>
</tr>
<tr>
<td>13</td>
<td>6.1311117</td>
<td>12.4</td>
</tr>
<tr>
<td>14</td>
<td>6.1321554</td>
<td>12.4</td>
</tr>
<tr>
<td>15</td>
<td>6.1327108</td>
<td>12.4</td>
</tr>
<tr>
<td>16</td>
<td>6.1330052</td>
<td>12.4</td>
</tr>
<tr>
<td>17</td>
<td>6.1331608</td>
<td>12.4</td>
</tr>
<tr>
<td>18</td>
<td>6.1332430</td>
<td>12.4</td>
</tr>
<tr>
<td>19</td>
<td>6.1332861</td>
<td>12.4</td>
</tr>
<tr>
<td>20</td>
<td>6.1333085</td>
<td>12.4</td>
</tr>
<tr>
<td>21</td>
<td>6.1333205</td>
<td>12.4</td>
</tr>
<tr>
<td>22</td>
<td>6.1333266</td>
<td>12.4</td>
</tr>
<tr>
<td>23</td>
<td>6.1333300</td>
<td>12.4</td>
</tr>
<tr>
<td>24</td>
<td>6.1333316</td>
<td>12.4</td>
</tr>
<tr>
<td>25</td>
<td>6.1333325</td>
<td>12.4</td>
</tr>
<tr>
<td>26</td>
<td>6.1333328</td>
<td>12.4</td>
</tr>
<tr>
<td>27</td>
<td>6.1333329</td>
<td>12.4</td>
</tr>
<tr>
<td>28</td>
<td>6.1333333</td>
<td>12.4</td>
</tr>
<tr>
<td>29</td>
<td>6.1333333</td>
<td>12.4</td>
</tr>
<tr>
<td>30</td>
<td>6.1333333</td>
<td>12.4</td>
</tr>
<tr>
<td>31</td>
<td>6.1333333</td>
<td>12.4</td>
</tr>
<tr>
<td>32</td>
<td>6.1333333</td>
<td>12.4</td>
</tr>
<tr>
<td>33</td>
<td>6.1333333</td>
<td>12.4</td>
</tr>
<tr>
<td>34</td>
<td>6.1333333</td>
<td>12.4</td>
</tr>
</tbody>
</table>

Table 4. Average stretch and improvement I under (0,1,2,4,4,...,4,7).
This pattern seems to be quite good. Is it optimal? For arbitrary \( n \), what is a good duplicating pattern? These two questions will be examined in the remaining section of this chapter.

5.3. Optimal Duplicating Patterns

An optimal duplicating pattern for an \( n \times n \) array \( A \) is one under which \( A \) is extended to \( \overline{A}^* \) and \( ES_{\overline{A}^*} \) is smallest among all \( ES_A^* \), where \( A^* \) is an extended array of \( A \) under some duplicating pattern.

An optimal duplicating pattern can be found by exhaustive search. The algorithm is given as follows.

**Algorithm 5.1.**

Input: An \( n \times n \) array \( A \), where \( n = 2^s + t \)
Output: An optimal duplicating pattern for \( A \).

Method:

1. Call the procedure \( PG(s,n) \) to generate the set \( DP \) of all feasible duplicating patterns for \( A \).
2. For each pattern in \( DP \), use algorithm 4.1 to obtain the probability distribution of the set of vertices in the graph of the extended array \( A^* \) of \( A \). Then apply equation (4.4) to obtain the average stretch \( ES_{A^*} \).
3. Output a duplicating pattern \( d \in DP \), such that \( \overline{A}^* \) is the extended array of \( A \) under \( d \) and \( ES_{A^*} < ES_{A^*} \).
Procedure PG(s,t)

DP = ∅;

\[ a_s = 2^s - t; a_i = 0; i = 1, 2, \ldots, s - 1 \]

\[ j = s + 2; \]

while \( j > 0 \) do

\[ j = s - 2; \]

while \( a_s \geq 0 \) do

\[ a_s = a_{s-1} + 1; \]

\[ a_s = a_s - 2; \]

end;

repeat

if \( j \neq 0 \) then \[ a_j = a_j + 1 \]

for \( i = j + 1 \) until \( s - 1 \) do \[ a_i = 0; \]

\[ a_s = 2^s - t - \sum_{i=1}^{j} 2^{s-1} a_i \]

if \( a_s < 0 \) then \[ j = j - 1 \]

until \( a_s \geq 0; \]

end;

5.4. Near Optimal Duplicating Patterns for \( n = 2^s + 1 \)

For large value of \( s \) and small value of \( t \), there are so many duplicating patterns that it becomes impractical to obtain an optimal duplicating pattern for each \( n \) by algorithm 5.1. It is preferable to have a general duplicating scheme which guarantees small average stretch.
for every n. The two heuristics used to construct an efficient duplicating scheme are as follows:

1) An array composed of smaller arrays with good structure has a good structure;

2) If \( W_i \)'s are small on the lower end and large on the higher end
then \( \sum_{i=1}^{s} \frac{W_i}{c} \) is small, which implies small average stretch.
These will be explained and justified in more detail in this section.

**Theorem 5.1.**

If A is an \((2^s+1) \times (2^s+1)\) array, s is an integer greater than or equal to 6 and the duplicating pattern is \((0,1,2,4,\ldots,4,a_{s-1},a_s)\) then the minimum value of \( E_{A^*} \) is achieved when

\[
(a_{s-1},a_s) = (4,7) \text{ if } 6 \leq s \leq 9 \\
(a_{s-1},a_s) = (5,5) \text{ if } s \geq 10.
\]

**Proof:** (by exhausting all the possible combinations of \((a_{s-1},a_s)\))

Since \( \sum_{i=1}^{s} 2^s - 1 = 2^s - 1 \) and \((a_1,a_2,\ldots,a_{s-2}) = (0,1,2,4,\ldots,4)\), \(2a_{s-1} + a_s\) must be equal to 15. Thus, there are 8 possible pairs of \((a_{s-1},a_s)\). They are \((i,15-2i)\) for \(i = 0,1,\ldots,7\). Recall that the \( W_i \)'s are the cumulative weights at \(i\)th boundaries. For each \((a_{s-1},a_s)\) compute the difference \(D_j\), \(j = 0,1,\ldots,7\)

\[
D_j = \sum_{i=1}^{s} \frac{W_i^{(4)}}{5} - \sum_{i=1}^{s} \frac{W_i^{(j)}}{a_s+1}
\]

where \(W_i^{(j)}\) are the cumulative weights when \((a_{s-1},a_s) = (j,15-2j)\). The closed form expressions for these \(W_i^{(j)}\) shown in the appendix B are used in computing \(D_j\). The \(D_j\) are:
For \( j = 0 \):
\[
\frac{277}{60} - \frac{123}{80} \cdot s
\]
For \( j = 1 \):
\[
\frac{89}{28} - \frac{433}{280} \cdot s
\]
For \( j = 2 \):
\[
\frac{313}{360} - \frac{27}{120} \cdot s
\]
For \( j = 3 \):
\[
\frac{23}{120} - \frac{3}{40} \cdot s
\]
For \( j = 5 \):
\[
\frac{-29}{120} + \frac{3}{120} \cdot s
\]
For \( j = 6 \):
\[
\frac{-151}{280} - \frac{3}{280} \cdot s
\]
For \( j = 7 \):
\[
\frac{17}{40} - \frac{9}{40} \cdot s
\]

For \( s \geq 6 \), \( D_j \) is negative when \( j = 0, 1, \ldots, 3, 6, 7 \) when \( j = 5 \), \( D_j \) is negative for \( 6 \leq s \leq 9 \) and \( D_j \) is positive when \( s \geq 10 \). Hence, the theorem follows from Theorem 4.5.

Since \( D_5 \) is \( O(\log(n-1)) \), the difference in the average stretch between the patterns \((0,1,2,4,\ldots,4,7)\) and \((0,1,2,4,\ldots,5,5)\) is \( O(1/n) \) which approaches zero when \( n \) is large. Numerical results show that for \( s \geq 24 \), the average stretches for both patterns are the same.

Using algorithm 5.1, the optimal duplicating patterns for \( n = 2^s + 1 \) and \( s = 3, 4, 5, 6 \) are found to be \((0,1,5), (0,1,2,7), (0,1,2,4,7)\) and \((0,1,2,4,4,7)\) respectively. Thus, the duplicating pattern \((0,1,2,4,\ldots,4,7)\) is inductively an efficient pattern. With the evidence of Theorem 5.1, a reasonable conjecture is that \((0,1,2,4,\ldots,4,7)\) is near optimal for \( n = 2^s + 1 \).

When \( n \) is not equal to \( 2^s + 1 \), \((0,1,2,4,\ldots,4,7)\) certainly cannot be an optimal duplicating pattern since it is not a feasible duplicating pattern. Further research is needed in order to obtain some near optimal duplicating schemes for \( n \neq 2^s + 1 \).
CHAPTER 6
CONCLUSION

Any scheme that stores arrays in a linear memory induces unbounded average loss of proximity. DeMillo, Eisenstat and Lipton [4] have shown that when square arrays are stored in a binary tree memory structure, the average loss of proximity is bounded by a constant 7. In this paper, duplication of items of an array is introduced to decrease the average loss of proximity in arrays when they are stored in a binary tree memory structure. It is shown that some duplication can induce as much as a 12% decrease in average loss of proximity. Moreover, the duplication ratio is limited in these schemes, since we do not use a deeper binary tree memory structure BTMS than is needed when no duplication is used. Therefore, the duplicating patterns defined in this paper yield a very effective space-time tradeoff.

In Chapter 5, it is shown that duplication at low boundaries is as important as at high boundaries in preserving the average loss of proximity in arrays. And the distribution of the number of duplications at the various boundaries must be carefully chosen in order to achieve decrease in the average loss of proximity.
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APPENDIX A

The proof of Theorem 4.2 is given as follows.

By backward induction on $L$

Basis: $L = S$

$\text{FWG}(l,s)$ generates $\bar{w}^s(i) = a_s + 1$ for $i \in I(l_s - a_s)$

and $\bar{w}^s(i) = l_s + 1 - i$ for $i \in I(l_s) - I(l_s - a_s)$

Since $a_s > 1$, $\bar{w}^s(l_s - 1) = 2$

By Lemma 4.6, $w(l_s - 1, j)$ is set to $\bar{w}^s(l_s - 1)\bar{w}^s(j) = 2\bar{w}^s(j)$

$j \in I(l_s)$

Since $\bar{w}(1)$ is set to $3/4(a_s + 1)$ and by Lemma 4.6,

$w(1, 1)$ is set to $1/2(a_s + 1)^2$

Now, we show that $\bar{w}(i)$, for all $i \in I(l_s)$, satisfies equation (4.3)

\[ \bar{w}(1) = 2 \cdot \bar{w}(1) \cdot 1/3 + \bar{w}(2) \cdot 1/4 \]

\[ = 3/4(a_s + 1) \]

\[ \bar{w}(2) = \begin{cases} 
2\bar{w}(2) \cdot 1/4 + \bar{w}(1) \cdot 1/3 + \bar{w}(3) \cdot 1/4 & \text{if } 2 < l_s - a_s \\
2\bar{w}(2) \cdot 1/4 + \bar{w}(1) \cdot 1/3 + \bar{w}(3) \cdot 1/4 + \bar{w}(l_s) \cdot 1/4 & \text{if } 2 = l_s - a_s \\
\bar{w}(1) \cdot 1/3 + \bar{w}(1) \cdot 1/3 & \text{if } 2 > l_s - a_s \\
\end{cases} \]

\[ = \begin{cases} 
1/2(a_s + 1) + 1/4(a_s + 1) + 1/4(a_s + 1) & \text{if } 2 \leq l_s - a_s \\
1/2(a_s + 1) + 1/4(a_s + 1) + 1/4 & \text{if } 2 > l_s - a_s \\
1/2(a_s + 1) & \text{if } 2 = l_s - a_s \\
\end{cases} \]

\[ = \begin{cases} 
\bar{a}_s + 1 & \text{if } 2 \leq l_s - a_s \\
l_s + 1 - 2 & \text{if } 2 > l_s - a_s \\
\end{cases} \]
\( \mathcal{W}(i) = 2\mathcal{W}(i) \cdot 1/4 + \mathcal{W}(i-1) \cdot 1/4 + \mathcal{W}(i+1) \cdot 1/4, \ i \in I(I_s - a_s - 1) - I(2) \)

\[= 1/2(a_s + 1) + 1/4(a_s + 1) + 1/4(a_s + 1)\]

\[= a_s + 1\]

\( \overline{\mathcal{W}}(i) = 2\overline{\mathcal{W}}(i) \cdot 1/4 + \overline{\mathcal{W}}(i-1) \cdot 1/4 + \overline{\mathcal{W}}(i+1) \cdot 1/4, \ i = I_s - a_s \neq 2\)

\[= 1/2(a_s + 1) + 1/4(a_s + 1) + 1/4a_s + 1/4\]

\[= a_s + 1\]

\( \mathcal{W}(i) = 2\mathcal{W}(i) \cdot 1/4 + \mathcal{W}(i-1) \cdot 1/4 + \mathcal{W}(i+1) \cdot 1/4, \ i \in I(I_s - 1) - I(I_s - a_s) \)

\[= 1/2(I_s + 1 - i) + 1/4(I_s + 1 - i + 1) + 1/4(I_s + 1 - i - 1)\]

\[= I_s + 1 - i\]

\( \overline{\mathcal{W}}(i) = 2\overline{\mathcal{W}}(i) \cdot 1/4 + \overline{\mathcal{W}}(i-1) \cdot 1/4, \ i = I_s \)

\[= 1/2 + 1/2\]

\[= 1\]

Assume that \( L = k \), the algorithm correctly generates the weight distribution \( \overline{\mathcal{W}}(i) \), \( i \in I(2^{s-k}I_k) \), that is \( \overline{\mathcal{W}}(i) \) satisfies equation (4.2) for \( i \in I(2^{s-k}I_k) \).

Suppose \( a_{k-1} > 0 \), that is \( L = k-1 \), the loop LP in algorithm 4.1 has to be executed once more after \( \overline{\mathcal{W}}(i) \), \( i \in I(2^{s-k}I_k) \), are found.

Each BWG(f,k) generates the weights of \( a_k \) cells which contain duplicate copies of some records and their copies the next \( I_k - a_k \) weights from \( \overline{\mathcal{W}}^{k+1} \)'s. Thus, each BWG will shift the records \( a_k \) places to the right. This explains the term \( d_k \cdot a_k \) in the parameter of \( \overline{\mathcal{W}}^{k+1} \) in procedures FWG and BWG.
At each \((k-1)\)th boundary, \(a_{k-1}\) records are duplicated and each of the \(2^{s-k}\) sections of length \(\ell_k\) is divided into 2 sections. Therefore, there are \(2^{s-(k-1)}\) sections, each of length \((\ell_k + a_{k-1})/2\) when the loop \(LP\) is executed the \((s+1-(k-1))\)th time. FWG and BWG are alternately applied to each section.

\[
FWG(1+(i-1)d_{k-1},k-1) \text{ generates } w_k^{-1}(j), j \in I(i \cdot \ell_{k-1}) - I((i-1)d_{k-1}) \\
i \in [1,3,\ldots,2^{s-k+1}-1]
\]

For \(j \in I(i \cdot \ell_{k-1} - a_{k-1} - 1) - I((i-1) \cdot \ell_{k-1})\)

\[
\overline{w}^{-1}(j) = \frac{1}{2^{s-k+1}} \left[ \frac{1}{4} \left( w^k(j-1-d_{k-1}a_{k-1}) + w^k(j+1-d_{k-1}a_{k-1}) + 2w^k(j-d_{k-1}a_{k-1}) \right) \right]
\]

For \(j = i \cdot \ell_{k-1} - a_{k-1}\)

\[
\overline{w}^{-1}(j) = \frac{1}{2^{s-k+1}} \left[ \frac{1}{4} \left( w^k(j-1-d_{k-1}a_{k-1}) + w^k(j+1-d_{k-1}a_{k-1}) \right) \right]
\]

For \(j \in I(i \cdot \ell_{k-1} - 1) - I(i \cdot \ell_{k-1} - a_{k-1})\)

\[
\overline{w}^{-1}(j) = \frac{1}{2^{s-k+1}} \left[ \frac{1}{4} \left( w^k(j-1-d_{k-1}a_{k-1}) + w^k(j+1-d_{k-1}a_{k-1}) \right) \right]
\]
For \( j = i \cdot \ell_{k-1} \)

\[
\overline{w}^{k-1}(j) = 1/4 \cdot \dfrac{1}{(a_{k-1}+1)^{\ell_{k-1}}}(\overline{w}^{k-1}(a_{k-1}) \cdot (\overline{w}^{k-1}(i \cdot \ell_{k-1} - a_{k-1}) + x^{k-1}(i \cdot \ell_{k-1} - a_{k-1}))
\]

\[
+ ((\ell_{k-1}+(i-1)\ell_{k-1}+1-(i \cdot \ell_{k-1} - a_{k-1}) + 2((\ell_{k-1}+(i-1)\ell_{k-1}+1-(i \cdot \ell_{k-1} - a_{k-1})))
\]

\[
= (\overline{w}^{k-1}(a_{k-1}) + x^{k-1}(i \cdot \ell_{k-1} - a_{k-1}))/((a_{k-1}+1)
\]

The procedure BWG(l+i \cdot \ell_{k-1}, k-1) generates \( \overline{w}^{k-1}(j) \)'s

for \( j \in I((i+1) \cdot \ell_{k-1} - I(i \cdot \ell_{k-1}) and i \in \{2,4,\ldots,2^{s-2}\}\)

For \( j \in I((i+1) \cdot \ell_{k-1} + a_{k-1} - I(i \cdot \ell_{k-1} + 1)\)

\[
\overline{w}^{k-1}(j) = 1/4(\overline{w}^{k-1}(j-1) + \overline{w}^{k-1}(j+1) + 2\overline{w}^{k-1}(j))
\]

\[
+ \overline{w}^{k}(j-1-(d_{k-1}+1)a_{k-1}) \cdot \overline{w}^{k-1}(j-1-a_{k-1})
\]

\[
+ 2\overline{w}^{k}(j-(d_{k-1}+1)a_{k-1}) \cdot 2\overline{w}^{k-1}(j-a_{k-1})
\]

\[
= 1/4(4\overline{w}^{k}(j-(d_{k-1}+1)a_{k-1}) + 4\overline{w}^{k-1}(j-a_{k-1}))
\]

For \( j = i \cdot \ell_{k-1} + a_{k-1} + 1\)

\[
\overline{w}^{k-1}(j) = 1/4(\overline{w}^{k-1}(j+1) + 2\overline{w}^{k-1}(j))
\]

\[
+ \overline{w}^{k}(j+1-(d_{k-1}+1)a_{k-1}) \cdot \overline{w}^{k-1}(j+1-a_{k-1})
\]

\[
+ 2\overline{w}^{k}(j-(d_{k-1}+1)a_{k-1}) \cdot 2\overline{w}^{k-1}(j-a_{k-1})
\]

\[
= 1/4(4\overline{w}^{k}(j-(d_{k-1}+1)a_{k-1}) + 4\overline{w}^{k-1}(j-a_{k-1}))
\]

For \( j = i \cdot \ell_{k-1} + a_{k-1} + 1\)

\[
\overline{w}^{k-1}(j) = 1/4(\overline{w}^{k}(j-1-(d_{k-1}+1)a_{k-1}) \cdot \overline{w}^{k-1}(j-1-a_{k-1})
\]

\[
+ 2\overline{w}^{k}(j-1-(d_{k-1}+1)a_{k-1}) \cdot \overline{w}^{k-1}(j-a_{k-1})
\]

\[
2\overline{w}^{k}(j-(d_{k-1}+1)a_{k-1})
\]

\[
= \overline{w}^{k}(j-(d_{k-1}+1)a_{k-1})
\]
For $j \in I((i+1)\ell_{k-1} - 1) - I(i+1\ell_{k-1} + a_{k-1} + 1)$

$$w^k_{i-1}(j) = 1/4(w^k_{i-1}(j-1) + w^k_{i-1}(j+1) + 2w^k_{i-1}(j))$$

$$= 1/4(w^k(j-1-(d_{k-1}+1)a_{k-1}) + w^k(j+1-(d_{k-1}+1)a_{k-1}))$$

$$+ 2w^k(j-(d_{k-1}+1)a_{k-1}))$$

$$= w^k(j-(d_{k-1}+1)a_{k-1})$$

For $j = (i+1)\ell_{k-1}$

$$w^k_{i-1}(j) = 1/4(w^k_{i-1}(j-1) + 2w^k_{i-1}(j))$$

$$= 1/4(w^k((d_{k-1}+1)\ell_{k-1}) + 2w^k((d_{k-1}+1)\ell_{k}))$$

$$= w^k((d_{k-1}+1)\ell_{k})$$

$$= w^k((i+1)\ell_{k-1}-(d_{k-1}+1)\ell_{k})$$

In the proof, we claimed that $(i+1)\ell_{k-1} - (d_{k-1}+1)a_{k-1} = (d_{k-1}+1)\ell_{k}.

It is true because $d_{k-1}+1 = (i+1)/2$ and $\ell_{k-1} = (\ell_{k}+a_{k-1})/2$. 
APPENDIX B

The closed form expressions for the cumulative weights \( W_i \) for some duplicating patterns are as follows.

1. \((0,0,\ldots,2^s-t)\)
   a. \(t=1\)
      \[ W_i = (2^s+1)2^{s-i-1}, \quad i = 1,2,\ldots,s-1 \]
      \[ W_s = 1 \]
   b. \(t=2^{s-1}\)
      \[ W_i = 2^{s-i-1}(2^s+1)2^{s-i-2}(2^s+1), \quad i = 1,2,\ldots,s-2 \]
      \[ W_{s-1} = 2^s+1 \]
      \[ W_s = 1 \]
   c. \(t=2^s-1\)
      \[ W_i = 2^{s-i+1} \]
      \[ W_s = 1 \]

2. \((0,1,1,\ldots,2^{s-1}+1)\)
   \[ W_1 = 1/12(2n^2+4n-8+(-1)^s(-2)) \]
   \[ W_i = 1/(3\cdot2^{i+1})2^{i+1}2^{2i+3-i+1}(-1)^{(s-i)}, \quad i = 2,3,\ldots,s-1 \]
   \[ W_s = 1 \]

3. \((0,1,2,4,4,\ldots,7)\)
   \[ W_1 = 256/3\cdot2^{s-5} \]
   \[ W_2 = 124/5+128/5(2^{s-5}+1) \]
   \[ W_3 = 29/3+32/3(2^{s-5}+1) \]
   \[ W_i = 16/5\cdot2^{s-i-1}, \quad i = 4,5,\ldots,s-1 \]
   \[ W_s = 1 \]

4. \((0,1,2,4,4,\ldots,4,0,15)\)
   \[ W_1 = 2^{s+4}/3-32/3 \]
\[ w_2 = 2^{\alpha+3}/5 - 8 \]
\[ w_3 = 2^{\alpha+1}/3 - 22/3 \]
\[ w_4 = 2^\alpha/5 - 11/5 \]
\[ w_1 = 2^{\alpha-1+i}/5, \ i = 5,6,\ldots,s-2 \]
\[ w_{s-1} = 32 \]
\[ w_s = 1 \]

5. \((0,1,2,4,4,\ldots,4,1,13)\)
\[ w_1 = 224/3 \cdot 2^{s-4} \]
\[ w_2 = 112/5 \cdot 2^{s-4} - 22/5 \]
\[ w_3 = 28/3 \cdot 2^{s-4} - 15/3 \]
\[ w_4 = 28/5 \cdot 2^{s-5} - 7/5 \]
\[ w_1 = 14/5 \cdot 2^{s-1}, \ i = 5,6,\ldots,s-2 \]
\[ w_{s-1} = 14 \]
\[ w_s = 1 \]

6. \((0,1,2,4,4,\ldots,4,2,11)\)
\[ w_1 = 64 \cdot 2^{s-4} - 1/3 \]
\[ w_2 = 96/5 \cdot 2^{s-4} - 7/5 \]
\[ w_3 = 8 \cdot 2^{s-4} - 11/3 \]
\[ w_4 = 24/5 \cdot 2^{s-5} \]
\[ w_1 = 12/5 \cdot 2^{s-1}, \ i = 5,6,\ldots,s-2 \]
\[ w_{s-1} = 8 \]
\[ w_s = 1 \]

7. \((0,1,2,4,4,\ldots,4,3,9)\)
\[ w_1 = 160/3 \cdot 2^{s-4} - 5/3 \]
\[ w_2 = 16 \cdot 2^{s-4} + 1 \]
\[ w_3 = 20/3 \cdot 2^{s-4} - 7/3 \]
\[ W_4 = 4.2^{s-5} \]
\[ W_i = 2.2^{s-i}, \ i = 5,6,\ldots, s-2 \]
\[ W_{s-1} = 5 \]
\[ W_s = 1 \]

8. \((0,1,2,4,4,\ldots,4,5,5)\)
\[ W_1 = 32\cdot2^{s-4} \]
\[ W_2 = 48/5\cdot2^{s-4} - 6/5 \]
\[ W_3 = 4\cdot2^{s-4} \]
\[ W_4 = 12/5\cdot2^{s-5} \]
\[ W_i = 6/5\cdot2^{s-i}, \ i = 5,6,\ldots, s-2 \]
\[ W_{s-1} = 2 \]
\[ W_s = 1 \]

9. \((0,1,2,4,4,\ldots,4,6,3)\)
\[ W_1 = 64/3\cdot2^{s-4} - 5/7 \]
\[ W_2 = 32/5\cdot2^{s-4} - 8/35 \]
\[ W_3 = 8/3\cdot2^{s-4} \]
\[ W_4 = 8/5\cdot2^{s-5} \]
\[ W_i = 4/5\cdot2^{s-i}, \ i = 5,6,\ldots, s-2 \]
\[ W_{s-1} = 8/7 \]
\[ W_s = 1 \]

10. \((0,1,2,4,4,\ldots,4,7,1)\)
\[ W_1 = 32/3\cdot2^{s-4} \]
\[ W_2 = 16/5\cdot2^{s-4} - 2/3 \]
\[ W_3 = 4/3\cdot2^{s-4} - 1/2 \]
\[ W_4 = 4/5\cdot2^{s-5} \]
\[ W_i = \frac{2}{5 \cdot 2^{2^{i-1} - 1}} \quad 1 = 5, 6, \ldots, s-2 \]
\[ W_{s-1} = \frac{1}{2} \]
\[ W_s = 1. \]