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### Summary

This report deals with the problem of determining an optimum correction limit policy for a large software system subject to random occurrences of errors in an operational phase. When an error occurs, the corrective action is scheduled for either the programmer (Phase I) or the system analyst (Phase II). Two cost models are developed and procedures for obtaining the optimum correction time $T^*$ are described to minimize the expected cost per unit time. Numerical examples are given to illustrate the procedure.
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EVALUATION

The necessity for more complex software systems in such areas as command and control and avionics has led to the desire for better methods for predicting software errors to insure that software produced is of higher quality and of lower cost. This desire has been expressed in numerous industry and Government sponsored conferences, as well as in documents such as the Joint Commanders' Software Reliability Working Group Report (Nov 1975). As a result, numerous efforts have been initiated to develop methods for determining the optimal policy for maintenance of an operational software system. However, early efforts have not developed any consistent or generally applicable software maintenance policy.

This effort was initiated in response to this need for developing better and more accurate software error prediction models and fits into the goals of PADC TPO No. 5, Software Cost Reduction (formerly PADC TPO No. 11, Software Sciences Technology), in the subthrust of Software Quality (Software Modeling). This report summarizes the development of a Bayesian methodology for determining the optimal policy for maintaining an operational software system. The importance of this development is that it represents the first attempt to develop operational software maintenance policies that more closely reflect the actual software error detection and correction process.

The theory and equations developed under this effort will lead to much needed predictive measures for use by software maintenance personnel in providing better and more efficient maintenance of operational software. In addition, the associated confidence limits and other related statistical quantities developed under this effort will insure more widespread use of these modeling techniques. Finally, the predictive measures and equations developed under this effort will be applicable to current Air Force software development projects and thus help to produce the high quality, low cost software needed for today's systems.

ALAN N. SURERT
Project Engineer
1. INTRODUCTION

In this report we discuss the problem of determining an optimum correction limit policy for a large software system which is subject to random occurrences of errors. When an error occurs, a corrective action is undertaken to remove it. Such an action can be scheduled at two levels, which we call Phase I and Phase II. By Phase I we mean that the corrective action will be undertaken by the programmer while Phase II action is undertaken by a system analyst or system designer. First, Phase I corrective action is scheduled for a specified time $T$. If the error is not corrected in this time, it is referred to Phase II. This sequence of corrective actions in an operational phase is shown in Figure 1.1. Our objective is to determine the optimum value $T^*$ of $T$ which minimizes the long run average cost. Two models are developed for this purpose. In the first model (Section 2) we assume that the cost of observations of error occurrence and correction time, prior to the implementation of the optimum policy, is negligible. The second model (Section 3) incorporates the cost of observations.
Figure 1.1  Sequence of Corrective Actions in Operational Phase
2. MODEL WHEN COST OF OBSERVATIONS IS NEGLIGIBLE

The following assumptions are made for model development:

(i) The error occurrence time in a software system has an exponential distribution with an unknown mean $\mu$.

(ii) The error correction time at Phase I is exponential with an unknown mean $\mu_1$.

(iii) The Phase II error correction time has a general distribution with a known mean $\mu_2$.

(iv) Appropriate prior distributions can be chosen for $\lambda$ and $\mu_1$.

2.1 Predictive Distributions of $Y$ and $X$

Let random variables $X$ and $Y$ denote the error occurrence time and Phase I error correction time, respectively. From assumptions (i) and (ii) the probability density functions are

\[
f(x|\lambda) = \frac{1}{\lambda} e^{-x/\lambda} \quad x > 0, \quad \lambda > 0 \tag{2.1}
\]

\[
g(y|\mu_1) = \frac{1}{\mu_1} e^{-y/\mu_1} \quad y > 0, \quad \mu_1 > 0 \tag{2.2}
\]

In this report, we develop suitable expressions by considering the conjugate priors for $\mu_1$ and $\lambda$ which are inverted gamma distributions given by

\[
P(\mu_1) = \frac{\beta_1}{\Gamma(\sigma_1)} \frac{1}{\mu_1} e^{-\beta_1/\mu_1} \quad \sigma_1, \beta_1 > 0, \tag{2.3}
\]

and

\[
P(\lambda) = \frac{\beta_2}{\Gamma(\sigma_2)} \frac{1}{\lambda} e^{-\beta_2/\lambda} \quad \sigma_2, \beta_2 > 0. \tag{2.4}
\]
The expressions for any other reasonable priors for $\mu_1$ and $\lambda$ can be developed similarly.

Also, let $\mathbf{x} = (x_1, x_2, \ldots, x_n)$ and $\mathbf{y} = (y_1, y_2, \ldots, y_n)$ be the observed values of $n$ error occurrence times and $n$ error correction times, respectively.

Now we obtain expressions for the predictive distributions of $Y$ and $X$ and also obtain the Bayesian estimates $\hat{Y}_{n+1}$ and $\hat{X}_{n+1}$ which will be used to obtain the cost function.

For given observations $\mathbf{y}$, the likelihood function of $\mu_1$ is

$$L(\mu_1 | \mathbf{y}) = \mu_1^{-n} \prod_{i=1}^{n} y_i / \mu_1 .$$

(2.5)

The posterior distribution of $\mu_1$ is obtained from Bayes theorem:

$$P(\mu_1 | \mathbf{y}) = \frac{L(\mu_1 | \mathbf{y})P(\mu_1)}{\int L(\mu_1 | \mathbf{y})P(\mu_1) d\mu_1} .$$

(2.6)

Substituting the expressions for $P(\mu_1)$ and $L(\mu_1 | \mathbf{y})$ from (2.3) and (2.5), we get the posterior distribution of $\mu_1$ as

$$P(\mu_1 | \mathbf{y}) = \frac{(\beta_1 + \sum_{i=1}^{n} y_i)^{\alpha_1+n}}{\Gamma(\alpha_1+n)} \cdot \mu_1^{-(\alpha_1+n+1)} e^{-(\beta_1 + \sum_{i=1}^{n} y_i)/\mu_1} .$$

(2.7)

Using this posterior, the predictive distribution $g(y | \mathbf{y})$ of error correction time at Phase I is given by

$$g(y | \mathbf{y}) = \int_{0}^{\infty} g(y | \mu_1) P(\mu_1 | \mathbf{y}) d\mu_1 .$$

(2.8)
Substituting the expressions for \( g(y|\chi) \) and \( p(\mu|\chi) \) from (2.2) and (2.6), respectively, we get

\[
\begin{align*}
  g(y|\chi) &= \left( \frac{n+\alpha_1}{n} \right) \left( \frac{y}{\sum_{i=1}^{n} y_i + \beta_1} \right)^{-(n+\alpha_1+1)} \\
  &\quad \cdot \left( \frac{n+\alpha_1}{n} \right) \left( \frac{y}{\sum_{i=1}^{n} y_i + \beta_1} \right)^{-(n+\alpha_1+1)} \\
  &= (n+\alpha_1)^{-(n+\alpha_1+1)} \\
  &\quad \cdot \left( \frac{n+\alpha_1}{n} \right) \left( \frac{y}{\sum_{i=1}^{n} y_i + \beta_1} \right)^{-(n+\alpha_1+1)} \\
  &\quad \cdot \left( \frac{n+\alpha_1}{n} \right) \left( \frac{y}{\sum_{i=1}^{n} y_i + \beta_1} \right)^{-(n+\alpha_1+1)}
\end{align*}
\]  

(2.9)

The cumulative predictive distribution to some specified time \( t \) is

\[
G(t|\chi) = \int_0^t g(y|\chi)dy
\]

\[
= 1 - \left( \frac{t}{\sum_{i=1}^{n} y_i + \beta_1} \right)^{-(n+\alpha_1)}
\]

(2.10)

We define the predictive Phase I error correction rate as

\[
r(t|\chi) = \frac{g(t|\chi)}{G(t|\chi)}
\]

(2.11)

so that

\[
r(t|\chi) = \left( \frac{n+\alpha_1}{n} \right) \left( \frac{t}{\sum_{i=1}^{n} y_i + \beta_1} \right)^{-(n+\alpha_1+1)}
\]

(2.12)

where \( G(t) = 1 - G(t) \).

The predictive distribution \( f(x|\chi) \) of the error occurrence time can be similarly obtained.

### 2.2 Bayesian estimates \( \hat{x}_{n+1} \) and \( \hat{y}_{n+1} \).

From the predictive distributions of \( X \) and \( Y \) the Bayesian estimates \( \hat{x}_{n+1} \) of the time to \((n+1)\)st error occurrence, for given \( \chi \) and the \((n+1)\)st error correction time for given \( \chi \) are easily obtained, since
\[ \hat{y}_{n+1} = \int_0^\infty \hat{G}(t | \mathbf{y}) dt \]
\[ \frac{\sum_{i=1}^{n} y_i + \beta_1}{\sigma_1 + n-1} \]  
(2.13)

Similarly
\[ \hat{x}_{n+1} = \int_0^\infty \hat{F}(t | \mathbf{x}) dt , \]
(2.14)

where
\[ F(t | \mathbf{x}) = \int_0^t f(x | \mathbf{x}) dx \]
(2.15)

which is a cumulative predictive distribution to some specified time \( t \). Hence
\[ \frac{\sum_{i=1}^{n} x_i + \beta_2}{\sigma_2 + n-1} . \]
(2.16)

2.3 Cost Function

Let \( c_1 \) (\( c_2 \)) be the cost per unit time of error correction in Phase I (Phase II) and the costs be linear functions of time. From assumption (iii) Phase II error correction time has some arbitrary general distribution with a known mean \( \mu_2 \). If we consider one cycle to be the time from the beginning of \( (n+1) \)st operation to the beginning of \( (n+2) \)nd operation, then the expected cost in one cycle is
\[ E(C) = c_1 \int_0^T \hat{G}(t | \mathbf{y}) dt + c_2 \mu_2 \hat{G}(T | \mathbf{y}) , \]
(2.17)

where \( T \) denotes the scheduled correction limit time in Phase I.
The expected length of one cycle is

\[
E(L) = \hat{x}_{n+1} + \int_0^T \bar{g}(t|\bar{y}) \, dt + \mu_2 \bar{G}(T|\bar{y}),
\]

(2.18)

and hence the long run expected cost per unit time is

\[
C(T) = \frac{E(C)}{E(L)}
\]

or

\[
C(T) = \frac{c_1 \int_0^T \bar{g}(t|\bar{y}) \, dt + c_2 \mu_2 \bar{G}(T|\bar{y})}{\hat{x}_{n+1} + \int_0^T \bar{g}(t|\bar{y}) \, dt + \mu_2 \bar{G}(T|\bar{y})}.
\]

(2.19)

This is the cost function which we want to optimize to obtain the optimum policy.

2.4 Optimum Policy

From (2.19), we note that

\[
C(0) = \frac{c_2 \mu_2}{\hat{x}_{n+1} + \mu_2}
\]

(2.20)

and

\[
C(\infty) = \frac{c_1 \hat{y}_{n+1}}{\hat{x}_{n+1} + \hat{y}_{n+1}}
\]

(2.21)

where \( \hat{y}_{n+1} \) is the Bayesian estimate of \( y \) for given data \( \bar{y} \).

Also, note that \( T = 0 \) means that the errors are corrected only at Phase II while \( T = \infty \) means that they are corrected at Phase I.

To obtain an optimum \( T^* \) which minimizes the long run average cost per unit time, \( C(T) \), we need the following theorems and
corollary. Theorems 2.1 and 2.2 are the special cases of the theorems proved in Appendices A and B respectively.

**Theorem 2.1**

Assume \( c_1 < c_2 \). Then under the following condition

\[
    r(0|\gamma) > \frac{c_1(\dot{x}_{n+1} + \mu_2) - c_2 \mu_2}{c_2 \dot{x}_{n+1} \mu_2} \tag{2.22}
\]

there exists a finite and unique \( T^* \) which satisfies

\[
    r(T|\gamma)(c_2 \dot{x}_{n+1} + (c_2 - c_1) \int_0^T \bar{g}(t|\gamma) dt) + (c_2 - c_1) \bar{g}(T|\gamma) = \frac{c_1 \dot{x}_{n+1}}{\mu_2}. \tag{2.23}
\]

**Theorem 2.2**

If the above conditions are satisfied then there also exists a finite and unique upper bound \( \bar{T}(\geq T^*) \) such that

\[
    r(\bar{T}|\gamma) = \frac{c_1 \dot{x}_{n+1}}{\mu_2 [c_2 \dot{x}_{n+1} + (c_2 - c_1) \dot{y}_{n+1}]} \tag{2.24}
\]

This upper bound can be used to obtain an initial value for solving the nonlinear equations in \( T^* \).

**Corollary 2.1**

If there exists an optimum \( T^* \), then the associated cost function is given by

\[
    C(T^*) = \frac{c_1 - c_2 \mu_2 r(T^*|\gamma)}{1 - \mu_2 r(T^*|\gamma)} \tag{2.25}
\]
2.5 **Numerical Example**

We use simulated data in this example to illustrate the calculations and nature of various quantities in the determination of \( T^* \).

Let

<table>
<thead>
<tr>
<th>( c_1 )</th>
<th>( c_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8000</td>
<td>9000</td>
</tr>
</tbody>
</table>

\( \alpha_1 = 0 \quad \beta_1 = 0 \)

\( \alpha_2 = 0 \quad \beta_2 = 0 \)

\( \mu_2 = 0.7 \)

The simulated data \((x_n, y_n)\) are given in Table 2.1. Suppose \( n=10 \) data points are available. The Bayesian estimates of \( x_{11} \) and \( y_{11} \) are obtained from (2.16) and (2.13) as \( \hat{x}_{11} = 59.60 \) and \( \hat{y}_{11} = 0.78 \), respectively. Such values for various \( n \) are given in Table 2.2.

For the case \( n=10 \) we see that the optimum correction limit time is \( T^* = 0.90 \) hours and the corresponding minimum cost rate is \( C(T^*) = 99.44 \) dollars/hour.

Thus, for this set of data, we will schedule corrective action in Phase I for 0.90 hours and if it cannot be completed in this time, the software system will be referred to the system analyst for corrective action.
<table>
<thead>
<tr>
<th>n</th>
<th>$x_n$ (Hrs.)</th>
<th>$y_n$ (Hrs.)</th>
<th>n</th>
<th>$x_n$ (Hrs.)</th>
<th>$y_n$ (Hrs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>61.34</td>
<td>1.90</td>
<td>11</td>
<td>53.44</td>
<td>1.03</td>
</tr>
<tr>
<td>2</td>
<td>27.84</td>
<td>1.08</td>
<td>12</td>
<td>2.87</td>
<td>0.95</td>
</tr>
<tr>
<td>3</td>
<td>154.30</td>
<td>0.85</td>
<td>13</td>
<td>31.27</td>
<td>0.60</td>
</tr>
<tr>
<td>4</td>
<td>14.58</td>
<td>0.26</td>
<td>15</td>
<td>78.17</td>
<td>1.49</td>
</tr>
<tr>
<td>5</td>
<td>10.86</td>
<td>0.01</td>
<td>14</td>
<td>97.06</td>
<td>0.02</td>
</tr>
<tr>
<td>6</td>
<td>35.35</td>
<td>0.31</td>
<td>16</td>
<td>124.52</td>
<td>0.52</td>
</tr>
<tr>
<td>7</td>
<td>140.13</td>
<td>0.38</td>
<td>17</td>
<td>0.49</td>
<td>0.36</td>
</tr>
<tr>
<td>8</td>
<td>36.47</td>
<td>1.50</td>
<td>18</td>
<td>12.33</td>
<td>0.08</td>
</tr>
<tr>
<td>9</td>
<td>8.74</td>
<td>0.43</td>
<td>19</td>
<td>85.44</td>
<td>3.51</td>
</tr>
<tr>
<td>10</td>
<td>46.79</td>
<td>0.27</td>
<td>20</td>
<td>23.59</td>
<td>0.10</td>
</tr>
</tbody>
</table>
TABLE 2.2
Calculation for the Optimum Correction Time Policy

<table>
<thead>
<tr>
<th>n</th>
<th>$x_{n+1}$ (hr.)</th>
<th>$y_{n+1}$ (hr.)</th>
<th>$T^*$ (hr.)</th>
<th>$C(T^*)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>89.17</td>
<td>2.98</td>
<td>0</td>
<td>70.10</td>
</tr>
<tr>
<td>3</td>
<td>121.74</td>
<td>1.92</td>
<td>0</td>
<td>51.45</td>
</tr>
<tr>
<td>4</td>
<td>86.02</td>
<td>1.36</td>
<td>0</td>
<td>72.65</td>
</tr>
<tr>
<td>5</td>
<td>67.23</td>
<td>1.02</td>
<td>0</td>
<td>92.74</td>
</tr>
<tr>
<td>6</td>
<td>60.85</td>
<td>0.88</td>
<td>0.32</td>
<td>101.05</td>
</tr>
<tr>
<td>7</td>
<td>74.07</td>
<td>0.80</td>
<td>0.73</td>
<td>80.11</td>
</tr>
<tr>
<td>8</td>
<td>68.70</td>
<td>0.90</td>
<td>0.02</td>
<td>90.78</td>
</tr>
<tr>
<td>9</td>
<td>61.20</td>
<td>0.84</td>
<td>0.38</td>
<td>100.60</td>
</tr>
<tr>
<td>10</td>
<td>59.60</td>
<td>0.78</td>
<td>0.90</td>
<td>99.44</td>
</tr>
<tr>
<td>11</td>
<td>58.98</td>
<td>0.80</td>
<td>0.66</td>
<td>102.87</td>
</tr>
<tr>
<td>12</td>
<td>53.88</td>
<td>0.82</td>
<td>0.50</td>
<td>113.82</td>
</tr>
<tr>
<td>13</td>
<td>52.00</td>
<td>0.80</td>
<td>0.68</td>
<td>116.85</td>
</tr>
<tr>
<td>14</td>
<td>55.46</td>
<td>0.74</td>
<td>1.45</td>
<td>103.80</td>
</tr>
<tr>
<td>15</td>
<td>57.09</td>
<td>0.79</td>
<td>0.75</td>
<td>106.51</td>
</tr>
<tr>
<td>16</td>
<td>61.58</td>
<td>0.77</td>
<td>1.02</td>
<td>97.47</td>
</tr>
<tr>
<td>17</td>
<td>57.76</td>
<td>0.75</td>
<td>1.45</td>
<td>101.22</td>
</tr>
<tr>
<td>18</td>
<td>55.09</td>
<td>0.71</td>
<td>2.16</td>
<td>101.14</td>
</tr>
<tr>
<td>19</td>
<td>56.78</td>
<td>0.86</td>
<td>0</td>
<td>109.61</td>
</tr>
<tr>
<td>20</td>
<td>55.03</td>
<td>0.82</td>
<td>0.13</td>
<td>112.97</td>
</tr>
</tbody>
</table>
2.6 Sensitivity Analysis of the Optimum Correction Time $T^*$.

To study the sensitivity of $T^*$ to changes in various parameters, we look at the plot of $T^*$ versus average correction time, $\bar{y} = \Sigma y_i / n$. Plots for various values of $c_1$, $c_2$, $\sigma_1$, $\sigma_2$, $\beta_1$, $\beta_2$, $\lambda$, $\mu_1$ and $\mu_2$ are given in Figures 2.1 to 2.4. In Figure 2.1, $\sigma_1$ is varied while other parameters are kept constant. The effect of changing $c_2$ while keeping other factors constant is shown in Figure 2.2. Effects of changing $\mu_2$ and $n$ are shown in Figures 2.3 and 2.4, respectively. The following observations can be made from these figures.

(i) $T^*$ increases with $\sigma_1$ for fixed $\bar{y}$ and the slope of $T^*$ vs $\bar{y}$ lines is independent of $\sigma_1$ (Figure 2.1)
(ii) $T^*$ increases with $c_2$ for fixed $\bar{y}$ and the slope of $T^*$ vs $\bar{y}$ line is independent of $c_2$ (Figure 2.2)
(iii) $T^*$ increases with $\mu_2$ for fixed $\bar{y}$ and the slope of $T^*$ vs $\bar{y}$ line is independent of $\mu_2$ (Figure 2.3)
(iv) $T^*$ increases with $n$ for fixed $\bar{y}$ but the rate of increase decreases with $\bar{y}$ (Figure 2.4).
Figure 2.2: Plot of $T^*$ vs $\bar{y}$ for various values of $C_2$
FIGURE 2.3 Plot of $T^*$ vs $\bar{y}$ for various values of $\mu_2$
FIGURE 2.4  plot of $T_n$ vs $y$ for Various Values of $n$
3. MODEL FOR NONZERO COST OF OBSERVATIONS

In this section we develop the cost model for the optimum correction limit policy by incorporating sampling cost. It is assumed that the sampling cost is a linear function of the sample size.

Let \( c \) be the sampling cost at each state and \( C_n(T_n) \) be the expected cost per unit time until the completion of \((n+1)\)st corrective action under the limit time \( T_n \). Having taken \( n \) observations, if we decide to take another observation, i.e., the \((n+1)\)st observation, then \( C_{n+1}(T_{n+1}) \) is the cost per unit time until the completion of the \((n+2)\)nd corrective action under the limit time \( T_{n+1} \).

3.1 Cost Function

Let the length of the \( n \)th cycle be the time from the beginning of \( n \)th operation to the end of \( n \)th corrective action. Then the expected cost at the end of \((n+1)\)st cycle, given \( n \) observations, is

\[
E(C_n) = nc + c_1 \int_0^{T_n} G(t|\lambda') dt + c_2 \mu_2 \bar{G}(T_n|\lambda'). \tag{3.1}
\]

The expected time to the end of the \((n+1)\)st cycle is

\[
E[L_{n+1}] = \sum_{i=1}^{n} x_i + \bar{x}_{n+1} + \sum_{i=1}^{n} y_i + \int_0^{T_n} \bar{G}(t|\lambda') dt + \mu_2 \bar{G}(T_n|\lambda') \tag{3.2}
\]

The expected cost per unit time at the end of \((n+1)\)st cycle is then given by
\[ C_n(T_n) = \frac{E(C_n)}{E(L_n)} \]  

or

\[ C_n(T_n) = \frac{nc + c_1 \int_0^{T_n} \tilde{G}(t|\chi') dt + c_2 \mu_2 \tilde{G}(T_n|\chi')}{\sum_{i=1}^{n} \hat{x}_i + \hat{x}_{n+1} + \sum_{i=1}^{n} \hat{y}_i + \int_0^{T_n} \tilde{G}(t|\chi') dt + \mu_2 \tilde{G}(T_n|\chi')} \]  

If we decide to consider the next cycle, then the cost rate function to the end of \((n+2)\)nd cycle is similarly obtained as

\[ C_{n+1}(T_{n+1}) = \frac{T_{n+1}}{(n+1)c + c_1 \int_0^{T_{n+1}} \tilde{G}(t|\chi') dt + c_2 \mu_2 \tilde{G}(T_{n+1}|\chi')} \]

\[ \sum_{i=1}^{n} \hat{x}_i + 2 \hat{x}_{n+1} + \sum_{i=1}^{n} \hat{y}_i + \hat{y}_{n+1} + \int_0^{T_{n+1}} \tilde{G}(t|\chi') dt + \mu_2 \tilde{G}(T_{n+1}|\chi') \]  

3.2 Optimum Policy

Our objective is to determine the optimum sample size \(n^*\) and the optimum correction limit \(T_\ast\) such that

\[ C_n(T_\ast) \leq C_{n+1}(T_{n+1}). \]  

Given that \(n\) observations have been taken, the following steps summarize the procedure of determining these quantities:

(i) Calculate \(C_n(T_\ast)\) and \(C_{n+1}(T_{n+1})\)

(ii) If \(C_n(T_\ast) \leq C_{n+1}(T_{n+1})\), then stop taking observations and employ \(n^*\) and \(T_\ast\) as the optimum policy.

(iii) If \(C_n(T_\ast) > C_{n+1}(T_{n+1})\), take \((n+1)\)th observation, i.e. let \(n = n+1\) and go to step (i).
The following theorems are used in determining $C_n(T_n^*)$ and $C_{n+1}(T_{n+1}^*)$. Theorems 3.1 and 3.2 are the special cases of the theorems in Appendices A and B, respectively.

Theorem 3.1

Suppose $c_1 < c_2$ and $A > 0$. Then there exists a unique and finite $T_n^*$ satisfying

$$r(T_n^* | \mathbf{y})[A + (c_2 - c_1) \int_0^{T_n^*} G(t | \mathbf{y}) dt] + (c_2 - c_1) \bar{r}(T_n^* | \mathbf{y}) = B$$

(3.7)

where

$$A = c_2 \left\{ \sum_{i=1}^{n} x_i + \hat{x}_{n+1} + \sum_{i=1}^{n} y_i \right\} - nc$$

(3.8)

$$B = \frac{1}{\mu_2} \left[ c_1 \left\{ \sum_{i=1}^{n} x_i + \hat{x}_{n+1} + \sum_{i=1}^{n} y_i \right\} - nc \right].$$

(3.9)

Also, the associated cost rate function is given by

$$C_n(T_n^*) = \frac{c_1 - c_2 \mu_2 \bar{r}(T_n^* | \mathbf{y})}{1 - \mu_2 \bar{r}(T_n^* | \mathbf{y})}.$$  

(3.10)

Theorem 3.2

If the conditions of Theorem 3.1 hold, then there exists a finite upper bound $\bar{T}_n^*$ such that

$$r(\bar{T}_n^* | \mathbf{y}) = \frac{B}{A + (c_2 - c_1) y_{n+1}}.$$  

(3.11)
Theorem 3.3

If both $T^*_n$ and $T^*_{n+1}$ exist, then the following relationship holds:

\[
C_n(T^*_n) > C_{n+1}(T^*_n+1)
\]

\[
\iff r(T^*_n) > r(T^*_n+1)
\]

\[
\iff T^*_n > T^*_n+1
\]

(3.12)

Relationships given in Theorem 3.3 are explained in Appendix C.

3.3 Numerical Example

In this example we use simulated data to illustrate the determination of $n^*$ and $T^*_n$. Simulated values of $x_n$ and $y_n$ for various $n$ are given in Table 3.1. Suppose the values of various quantities are as follows:

\[
\begin{align*}
 c_1 &= 8000 & c_2 &= 9000 & c &= 40 \\
 \sigma_1 &= .8 & \beta_1 &= 1 \\
 \sigma_2 &= 0 & \beta_2 &= 0 \\
 \nu_2 &= 0.7 
\end{align*}
\]

Then the values of $\hat{x}_{n+1}$, $\hat{y}_{n+1}$, $T^*_n$, $C_n(T^*_n)$, $T^*_{n+1}$ and $C_{n+1}(T^*_{n+1})$ are obtained from the above expressions and are given in Table 3.2. From this table we see that for $n=11$, $C_{11}(T^*_{11}) = 21.74$ and $C_{12}(T^*_{12}) = 23.63$ so that $C_{11}(T^*_{11}) < C_{12}(T^*_{12})$. Therefore, the optimum policy is $n^* = 11$ and $T^*_{n} = 0.09$.
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### TABLE 3.1

**Simulated Values of** $x_n$ **and** $y_n$

<table>
<thead>
<tr>
<th>n</th>
<th>$x_n$ (hr)</th>
<th>$y_n$ (hr)</th>
<th>n</th>
<th>$x_n$ (hr)</th>
<th>$y_n$ (hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>32.25</td>
<td>1.69</td>
<td>10</td>
<td>3.72</td>
<td>0.15</td>
</tr>
<tr>
<td>2</td>
<td>34.77</td>
<td>0.12</td>
<td>11</td>
<td>50.85</td>
<td>0.07</td>
</tr>
<tr>
<td>3</td>
<td>63.92</td>
<td>0.23</td>
<td>12</td>
<td>64.89</td>
<td>0.12</td>
</tr>
<tr>
<td>4</td>
<td>21.03</td>
<td>0.41</td>
<td>13</td>
<td>0.76</td>
<td>0.29</td>
</tr>
<tr>
<td>5</td>
<td>39.42</td>
<td>0.20</td>
<td>14</td>
<td>87.45</td>
<td>1.33</td>
</tr>
<tr>
<td>6</td>
<td>9.97</td>
<td>0.37</td>
<td>15</td>
<td>64.12</td>
<td>0.77</td>
</tr>
<tr>
<td>7</td>
<td>3.69</td>
<td>0.22</td>
<td>16</td>
<td>30.98</td>
<td>1.37</td>
</tr>
<tr>
<td>8</td>
<td>2.42</td>
<td>1.75</td>
<td>17</td>
<td>127.05</td>
<td>1.39</td>
</tr>
<tr>
<td>9</td>
<td>10.71</td>
<td>3.00</td>
<td>18</td>
<td>85.54</td>
<td>0.21</td>
</tr>
</tbody>
</table>
### TABLE 3.2
Calculations for the Optimum Policy

<table>
<thead>
<tr>
<th>n</th>
<th>$\hat{x}_{n+1}$</th>
<th>$\hat{y}_{n+1}$</th>
<th>$T^*_n$</th>
<th>$C_n(T^*_n)$</th>
<th>$T^*_{n+1}$</th>
<th>$C_{n+1}(T^*_{n+1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>67.01</td>
<td>1.56</td>
<td>0</td>
<td>46.73</td>
<td>0</td>
<td>37.72</td>
</tr>
<tr>
<td>3</td>
<td>65.47</td>
<td>1.09</td>
<td>0</td>
<td>32.24</td>
<td>0</td>
<td>32.05</td>
</tr>
<tr>
<td>4</td>
<td>50.65</td>
<td>0.91</td>
<td>0.33</td>
<td>30.9</td>
<td>0.33</td>
<td>27.06</td>
</tr>
<tr>
<td>5</td>
<td>47.85</td>
<td>0.76</td>
<td>0.92</td>
<td>24.44</td>
<td>0.92</td>
<td>23.74</td>
</tr>
<tr>
<td>6</td>
<td>40.27</td>
<td>0.69</td>
<td>0.12</td>
<td>23.00</td>
<td>0.13</td>
<td>20.55</td>
</tr>
<tr>
<td>7</td>
<td>34.17</td>
<td>0.62</td>
<td>0.19</td>
<td>21.43</td>
<td>0.19</td>
<td>19.12</td>
</tr>
<tr>
<td>8</td>
<td>29.64</td>
<td>0.77</td>
<td>0.95</td>
<td>25.63</td>
<td>0.95</td>
<td>23.25</td>
</tr>
<tr>
<td>9</td>
<td>27.27</td>
<td>1.02</td>
<td>0</td>
<td>26.21</td>
<td>0</td>
<td>24.93</td>
</tr>
<tr>
<td>10</td>
<td>24.66</td>
<td>0.93</td>
<td>0</td>
<td>26.23</td>
<td>0</td>
<td>24.32</td>
</tr>
<tr>
<td>11</td>
<td>27.27</td>
<td>0.85</td>
<td>0.09</td>
<td>21.74</td>
<td>0.09</td>
<td>23.63</td>
</tr>
</tbody>
</table>
4. CONCLUDING REMARKS

In this report we have presented two models for the determination of Bayesian software correction limit policies under the assumption of exponential error occurrence times. For the first model we assume that the sampling cost is negligible while for the second model, such cost is incorporated. Procedures for determining the optimum policy were described and illustrated via numerical examples.
APPENDIX A

Theorem A-1. Let \( C^*(T) \) be a cost function given by

\[
C^*(T) = \frac{a + c_1 \int_0^T G(t|\chi) \, dt + c_2 \mu_2 \bar{G}(T|\chi)}{b + \int_0^T G(t|\chi) \, dt + \mu_2 \bar{G}(T|\chi)}
\]  

(A-1)

where \( a \) and \( b \) are constants and let the following conditions hold

\[ c_1 < c_2 \quad \text{and} \quad A > 0 \]

where

\[ A = c_2 b - a . \]

Then there exists a finite and unique \( T^* \) which satisfies

\[
q(T) = r(T|\chi)[A + (c_2-c_1) \int_0^T G(t|\chi) \, dt] + (c_2-c_1) \bar{G}(T|\chi) = B
\]

(A-2)

where

\[ B = \frac{1}{\mu_2} (c_1 b-a) . \]

Proof: The solution of the equation \( \frac{dC^*(T)}{dT} = 0 \) can be expressed in terms of \( r(T|\chi) \) and is given by equation (A-2).

Notice that the repair rate \( r(T|\chi) \) is monotonically decreasing with \( T \). It can be easily shown that the LHS of the above equation, \( q(T) \) is also monotonically decreasing with \( T \) under the conditions \( c_1 < c_2 \) and \( A > 0 \). Therefore, if \( q(0) > B > q(\alpha) = 0 \) then there
exists a unique and finite solution satisfying the above equation. This solution yields the minimum cost because the cost function is convex under these conditions. Also, from the monotonicity of \( q(T) \), \( T^* = 0 \) if \( B > q(0) \) and \( T^* = \infty \) if \( B < q(\infty) \) (see Figure A-1). If there exists an optimal \( T^* \) then by substituting \( T^* \) into \( C^*(T) \) we get

\[
C^*(T^*) = \frac{c_1 - c_2 \mu_2 r(T^*/y)}{1 - \mu_2 r(T^*/y)}.
\]  

(A-3)

This completes the proof.

Note that Theorems 2.1 and 2.3 are the special cases of this general theorem.
FIGURE A-1  Plots of \( q(T) \) vs \( T \) for Various Cases
Theorem B-1. If the conditions of Theorem A-1 hold, then there exists a finite upper bound \( T (> T^*) \) such that

\[
\frac{r(T|\chi)}{A + (c_2 - c_1) \hat{y}_{n+1}} = \frac{B}{A + (c_2 - c_1) \hat{y}_{n+1}} \quad (B-1)
\]

Proof of Theorem B-1. We again use the general form to show that there exists a unique and finite upper limit \( \bar{T} \) of \( T^* \) in case of the existence of \( T^* \), i.e. under the conditions \( c_1 < c_2, A > 0 \) and \( q(0) > B > q(\infty) \). Since the repair rate \( r(T|\chi) \) is monotonically decreasing with \( T \), we have

\[
r(0|\chi) > r(T|\chi) \quad \text{for } T > 0
\]

or

\[
r(0|\chi) \cdot \overline{g}(T|\chi) > g(T|\chi).
\]

Integrating both sides over the range of \( T \) we get

\[
\hat{y}_{n+1} r(0|\chi) > 1 \quad (B-2)
\]

where

\[
\hat{y}_{n+1} = \int_0^\infty \overline{g}(T|\chi) dt
\]

is the posterior mean. Now define the following function.

\[
M(T) = r(T|\chi)[A + (c_2 - c_1) \hat{y}_{n+1}] - q(T) \quad (B-3)
\]

Then, from B-2 we note that \( M(T) \) is monotonically decreasing in \( T \) with

\[
M(\infty) = 0 \quad (B-4)
\]
and

\[ M(0) = (c_2 - c_1) \hat{y}_{n+1} r(0|y) - (c_2 - c_1) \]

\[ = (c_2 - c_1) (\hat{y}_{n+1} r(0|y) - 1) > 0 \]  \hspace{1cm} (B-5)

Therefore,

\[ M(T) > 0 \text{ for } T > 0 \]

or

\[ r(T|\chi) (A + (c_2 - c_1) \hat{y}_{n+1}) > q(T) \]  \hspace{1cm} (B-6)

Hence, if there exists a \( T^* \) such that

\[ q(T^*) = B \]  \hspace{1cm} (B-7)

then there also exists a unique and finite root \( \tilde{T} \) satisfying

\[ r(\tilde{T}|\chi) (A + (c_2 - c_1) \hat{y}_{n+1}) = B \]

or

\[ r(\tilde{T}|\chi) = \frac{B}{A + (c_2 - c_1) \hat{y}_{n+1}} \]  \hspace{1cm} (B-8)

It is easily seen that \( \tilde{T} > T^* \) (see Figure B-1).
FIGURE B-1  Plot of \( q(T) \) vs \( T \)
APPENDIX C

Relationship between $C(T^*_n)$ and $T^*_n$

If $c_1 < c_2$, then $C(T^*_n)$; with $r(T^*_n)$. This is seen to be true from equation (2.25). Now, from Figure C-1, we see that

$$C_n(T^*) > C_{n+1}(T^*) \iff T^*_n > T^*_n+1$$

because $r(T)$; with $T$. Hence the decision will be to take another observation.

From Figure C-2, we see that

$$C_{n+1}(T^*) > C_n(T^*) \iff T^*_n < T^*_n+1$$

and hence the decision will be to stop taking observations and to employ the optimal policy $T^*_n$. 
FIGURE C-1  Plot of $C(T)$ versus $r(T)$
FIGURE C-2  Plot of $C(T)$ vs $r(T)$
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