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**Abstract**
For application to liquid-filled shell problems, the natural frequencies and decay rates of oscillations of liquids during spin-up in filled rotating cylinders are calculated. In this first part only the fully spun-up flow, i.e., solid-body rotation, is considered. Nevertheless, this part describes in detail the method of solution for the general case of spin-up, and presents results which check with experimental and previous theoretical data closely enough to confirm the reliability of the computational procedure. Data are shown which...
20. ABSTRACT (Continued):

illustrate the variation of the eigenfrequencies of a disturbance mode with Reynolds number and aspect ratio of the cylinder. This work treats the viscous perturbation equations for flow of a rotating fluid. An eigenvalue problem results, defined by a sixth-order system which is integrated using the orthonormalization technique.
I. INTRODUCTION

Projectiles carrying liquid payloads have been flown for at least fifty years. Quite often their flight was erratic because an instability developed due to the presence of the liquid. The work of Stewartson provided an understanding of this phenomenon; he calculated the natural frequencies of free oscillation of a spinning liquid in a cylindrical container and demonstrated that a resonance between these frequencies and the nutational frequency of the projectile causes the instability. This theory and important modifications to it by Wedemeyer have provided rational design methods for liquid-filled projectiles; predictions from these have been verified by range firings and laboratory experiments in which the conditions for the theory were satisfied.

There are three restrictive assumptions in the theory: (i) the amplitude of the disturbance to the rotating fluid is small; (ii) viscous effects are neglected; (iii) the fluid is in solid body rotation. An adequate treatment of large amplitude disturbances is not yet available. Wedemeyer made viscous corrections to Stewartson's theory which considerably extended its usefulness. Relaxing restriction (iii) is the objective of the present work.

The time required for a substantial amount of fluid to achieve solid body rotation is called the spin-up time, $t_s$. If $t_s$ is small compared to the projectile flight time, Stewartson's assumption (iii) is reasonable, and his theory can be used. The applicability of assumption (iii) depends on the parameters of the projectile-gun system. When (iii) is violated, it is necessary to calculate the frequencies of the liquid during the spin-up phase of its motion. Previous attempts to do this were not successful because of the complexity of the problem.

It is first necessary to know the basic flow during spin-up. The basic theory for this was developed by Wedemeyer; if viscous diffusion


effects are neglected in his model, a simple solution for the spin-up motion is obtained. Although this simple solution is useful for many purposes, it is inadequate for the frequency calculation. We have obtained numerical solutions to the spin-up problem, including viscous diffusion. An efficient program for this is required since the results furnish input to the frequency computation. The latter is accomplished by solving an eigenvalue problem for a sixth-order differential system, the same system of perturbation equations one would obtain in performing a linear stability analysis of the flow.

The Reynolds numbers of interest are large, or Ekman numbers are small, so that the difficulties encountered in solving the eigenvalue problem for the Orr-Sommerfeld equation are present here also. In recent years several techniques have been developed to surmount these difficulties; we choose the orthonormalization technique to solve our eigenvalue problem. Because the perturbation equations have a singularity on the axis, an analytical solution must be obtained there and matched with the numerical solution.

Although the problem of primary interest concerns spin-up, Part I of this report contains only the special case of solid-body rotation, because the authors felt it important to give a detailed description of the numerical procedures yet keep the report a reasonable length. This division is feasible because: (i) the computational method is general, applicable both to solid-body rotation and spin-up flow; (ii) the presentation will not be hampered by complexities which arise in spin-up (e.g., presence of Ekman layers and critical layers, necessity of obtaining basic flows numerically); (iii) checks on the validity of the method can be made with results obtained here. Part II will deal with the spin-up period, treated in a quasi-steady manner so that the same computational method can be used.

II. GOVERNING EQUATIONS AND BOUNDARY CONDITIONS

To calculate the natural frequencies of the spinning liquid we assume a small disturbance to the basic flow. The Navier-Stokes equations for three-dimensional incompressible flow are linearized to give the perturbation equations. If the basic flow is solid-body rotation, the equations can be found in Reference 3; the more general form, for spin-up, is given in References 5 and 6. The non-dimensional flow variables are


where $u$, $v$, and $w$ are total radial, azimuthal, and axial components of velocity, respectively, and $p$ is the pressure. $U$, $V$, $W$, and $P$ are the basic unperturbed variables, and $\bar{u}$, $\bar{v}$, $\bar{w}$, and $\bar{p}$ are the small perturbations in the sense that they are small compared to $U$, $V$, $W$, and $P$.

The container spin rate is $\Omega$; $a$ is the container radius and $c$ is its half-height; $\nu$ is the liquid kinematic viscosity. Length, velocity, pressure, and time are non-dimensionalized by $a$, $a^2$, $a^2$, and $Q$, respectively, where $\rho$ is the liquid density. Dimensionless, non-rotating, cylindrical coordinates $r$, $\theta$, and $z$ are used, with $z = 0$ at one endwall; dimensionless time is denoted by $t$. For solid-body rotation (the only case considered here) the basic flow is given by

$$U = 0, \quad V = r, \quad W = 0, \quad \partial p/\partial r = r \quad (2).$$

On substituting (1) and (2) into the Navier-Stokes equations and linearizing, we obtain the perturbation equations:

$$u_t^* + u_{\theta}^* + r w_z^* = 0 \quad (3a)$$

$$u_t^* + u_{\theta}^* - 2v^* = - p_{r}^* + Re^{-1} (\nabla^2 u^* - r^{-2} u^* - 2r^{-2} v_{\theta}^*) \quad (3b)$$

$$v_t^* + v_{\theta}^* + 2u^* = - r^{-1} p_{\theta}^* + Re^{-1} (\nabla^2 v^* - r^{-2} v^* + 2r^{-2} u_{\theta}^*) \quad (3c)$$

$$w_t^* + w_{\theta}^* = - p_z^* + Re^{-1} \nabla^2 w^* \quad (3d)$$

where subscripts denote partial derivatives,

$$\nabla^2 \equiv \partial^2/\partial r^2 + r^{-1} \partial/\partial r + r^{-2} \partial^2/\partial \theta^2 + \partial^2/\partial z^2 , \quad (4)$$

and the Reynolds number is

$$Re = \Omega a^2/\nu . \quad (5)$$

We assume that the disturbance can be expressed as a superposition of modes; i.e., a triple Fourier expansion of the disturbances in $\theta$, $z$, and $t$, with coefficients functions of $r$:
\begin{align}
  u &= u (r) \cos Kz \exp [i (Ct - m\theta)] \\
  \tilde{v} &= \tilde{v} (r) \cos Kz \exp [i (Ct - m\theta)] \\
  \tilde{w} &= \tilde{w} (r) \sin Kz \exp [i (Ct - m\theta)] \\
  \tilde{p} &= \tilde{p} (r) \cos Kz \exp [i (Ct - m\theta)]
\end{align}

where

\[ K = k\pi/(2c) \]  \hspace{1cm} (7)

In this form the disturbances are complex, the real parts being the physical quantities; also the functions \( u(r), \tilde{v}(r), \tilde{w}(r), \) and \( \tilde{p}(r) \) are complex. The integers \( m = 0, \pm 1, \ldots \), and \( k = 1, 2, \ldots \) are azimuthal and axial wave numbers, respectively; \( m \) expresses the condition that the disturbance is periodic in the interval \( 0 < \theta < 2\pi \). The non-dimensional quantity \( C = C_R + i C_I \) is the eigenvalue we seek to determine. The natural frequency is equal to \( C_R \Omega \) and the decay rate of the disturbance is equal to \( C_I \Omega \).

The boundary conditions at the end walls \( (z = 0, 2c) \) are \( \tilde{u} = \tilde{v} = \tilde{w} = 0 \). The form assumed in (6) allows only the condition of zero velocity normal to the wall, \( \tilde{w} = 0 \), to be satisfied. However, the modal decomposition, or separation of variables, requires the trigonometric functions; consequently, the no-slip condition on the endwalls, \( \tilde{u} = \tilde{v} = 0 \), is not satisfied. A boundary layer type of correction is made to the solution to account for this. This correction, described in Appendix A, is analogous to that made by Wedemeyer at both the sidewall and endwalls. The correction has a significant effect on \( C_I \).

When \( \tilde{u}, \tilde{v}, \tilde{w}, \) and \( \tilde{p} \) from (6) are substituted into (3), a set of homogeneous linear ordinary differential equations is obtained for \( \tilde{u}, \tilde{v}, \tilde{w}, \tilde{p} \). These must be converted to canonical form to be integrated numerically; i.e.,

\[ y_i' = dy_i/dr = f_i (r, y_1, y_2, \ldots y_6), \quad i = 1, 2 \ldots 6, \]

where

\begin{align}
  y_1 &= \tilde{u} \\
  y_2 &= \tilde{u} - i \tilde{v} \\
  y_3 &= \tilde{v}' \\
  y_4 &= \tilde{w} \\
  y_5 &= \tilde{w}' \\
  y_6 &= \tilde{p} 
\end{align}

\hspace{1cm} (8)
The form for \( y_2 \) is convenient for satisfying boundary conditions. After the required manipulations are performed the following sixth order system of equations is obtained:

\[
y' = (m - 1) r^{-1} y_1 - m r^{-1} y_2 - K y_4 \quad (9a)
\]

\[
y' = (m - 1) r^{-1} y_1 - m r^{-1} y_2 - i y_3 - K y_4 \quad (9b)
\]

\[
y' = 2 (Re + i m r^{-2}) y_1 + i (B + r^{-2}) (y_2 - y_1) - r^{-1} y_3 - i m Re r^{-1} y_6 \quad (9c)
\]

\[
y' = y_5 \quad (9d)
\]

\[
y' = B y_4 - r^{-1} y_5 - K Re y_6 \quad (9e)
\]

\[
y' = -Re^{-1} B y_1 + i Re^{-1} (2 Re + i m r^{-2}) (y_2 - y_1) + i m Re^{-1} r^{-1} y_3 - K Re^{-1} y_5 \quad (9f)
\]

where

\[
B = (m^2/r^2) + K^2 + i Re (C - m) .
\]

The terminal conditions at the sidewall \( (r = 1) \) are \( u (1) = v (1) = w (1) = 0 \), or

\[
y_1 (1) = y_2 (1) = y_4 (1) = 0 \quad (10)
\]

The initial conditions depend on the particular problem being solved. For a filled cylinder with an inner concentric rod, or central burster, the no-slip conditions apply at the inner wall, \( r = b \):

\[
y_1 (b) = y_2 (b) = y_4 (b) = 0 \quad (11)
\]
For a filled cylinder with no inner rod the inner boundary is \( r = 0 \), and the boundary conditions depend on the azimuthal wave number:

\[
\begin{align*}
\text{m} &= 0: \quad y_1(0) = y_2(0) = y_5(0) = 0 \quad (12a) \\
\text{m} &= 1: \quad y_2(0) = y_4(0) = y_6(0) = 0 \quad (12b) \\
\text{m} > 1: \quad y_1(0) = y_2(0) = y_4(0) = 0 . \quad (12c)
\end{align*}
\]

Their derivation requires only kinematics and single-valuedness (see Batchelor, E.K. and Gill, A.E., J. Fluid Mech. 14, 529).

The wave numbers \( m \) and \( k \) are assigned, and the values of \( c \) and \( \text{Re} \) are given. Then (9), (10), and (11) or (12) constitute an eigenvalue problem. The radial modes are designated by the integers \( n = 1, 2, \ldots \).

III. NUMERICAL PROCEDURE FOR SOLVING EIGENVALUE PROBLEM

The eigenvalue problem defined by the sixth-order system (9), (10), and (11) or (12) bears some similarity to the Orr-Sommerfeld equation. In particular the coefficient of the highest derivative contains \( \text{Re}^{-1} \); in liquid-filled shell applications values of \( \text{Re} \sim 10^6 \) are commonplace. Our numerical procedure uses one of the methods developed for solving numerically the Orr-Sommerfeld equation, viz., orthonormalization.

A. Method of Superposition

An outline of the method will be given after a more compact notation is introduced. Matrices will be denoted by upper case, underscored symbols. Express (9)-(12) in matrix form:

\[
\begin{align*}
\underline{Y}' &= \underline{Y}(r) \underline{G} \\
\underline{Y}(b) \underline{E} &= \underline{0} \\
\underline{Y}(1) \underline{F} &= \underline{0}
\end{align*}
\]

where \( \underline{Y} \) is the solution vector \( \underline{Y} = \{y_1, \ldots, y_6\} \), a \( 1 \times 6 \) matrix. \( \underline{G} \) is a \( 6 \times 6 \) matrix; \( \underline{E} \) and \( \underline{F} \) are \( 6 \times 3 \) matrices the elements of which are obtained from (9)-(12); \( b \) is the radial coordinate where initial conditions are specified. The elements of \( \underline{E} \) depend on the choice of boundary conditions (11) or (12). Each of the three columns of \( \underline{E} \) and \( \underline{F} \) has only one non-zero element.
The general solution of (13) can be expressed as a linear combination of six linearly independent solutions. If these are chosen so that (14) is satisfied, then only three independent solutions are available. These are denoted by

\[ S_j(r) = \{s_{j1}, \ldots, s_{j6}\} \quad j = 1, 2, 3, \]

so that the solution can be expressed as

\[ Y(r) = \Gamma S = \gamma_1 S_1 + \gamma_2 S_2 + \gamma_3 S_3 \]  \hspace{1cm} (16)

where \( S \) is a 3 x 6 matrix whose rows are the vectors \( S_j \), and \( \Gamma = \{\gamma_1, \gamma_2, \gamma_3\} \) is a 1 x 3 matrix of constant coefficients. Note that (14) can be written as

\[ Y(b) E = \Gamma S(b) E = 0 \]

or

\[ S(b) E = 0 \]  \hspace{1cm} (17)

The eigenvalue problem is solved by iteration. A value for \( C \) is selected at each stage of the iteration and one integration pass is made between \( r = b \) and \( r = 1 \) for each of the three independent solutions, \( S_1, S_2, \) and \( S_3 \), giving the \( s_{ji}(1), j = 1, 2, 3 \) and \( i = 1, \ldots, 6 \). From (15)

\[ Y(1) F = \Gamma S(1) F = 0 \]  \hspace{1cm} (18)

A non-trivial solution for \( \Gamma \) requires

\[ D(C) = \text{Det} [S(1) F] = 0 \]  \hspace{1cm} (19)

The iteration process provides a systematic method of choosing the values of \( C \) used in the numerical integration of (9) until (19) is satisfied to within a specified accuracy. At each stage of the iteration \( \Gamma \) is obtained by solving (18); finally the eigenfunctions are found from (16).

The method of superposition described above cannot be carried out successfully for large values of \( \text{Re} \). The initially linearly-independent solutions, \( S_1, S_2, \) and \( S_3 \), become numerically dependent during the
numerical integration. The determinant in (19) then generally fails to yield a clear-cut root, $C$, and the iterative process does not converge. This occurs because one or more of the solutions grows rapidly with $r$, yielding numbers of higher orders of magnitude than the other solutions. A method of orthonormalization is employed in this work to maintain linear independence and reasonable order-of-magnitude solutions. The technique which we adopt is based on a version of Godunov's procedure described by Conte.

B. Numerical Integration and Orthonormalization

The linear independence of the solutions can be maintained by the orthogonalization process described below. The solutions can be further conditioned by periodically renormalizing them, thus preventing any of them from growing inordinately large. Procedures to test the solution vectors for loss of independence are available; however, to avoid unduly complicating the computer program, we specify the number and locations of orthonormalizations.

The integration procedure starts with orthonormal initial values (discussed in next section) specified for $s_{ji}$ at $r = \epsilon$. When $b = 0$, an analytical solution near $r = 0$ must be used to obtain the solution vectors at the "matching radius" $\epsilon$; when $b \neq 0$, the value of $\epsilon$ is taken equal to $b$.

The numerical integration of (9) is carried out over the interval $\epsilon < r < 1$ using a fourth-order Runge-Kutta technique. This interval is divided into $N$ subintervals of equal length, $(1 - \epsilon)/N$. At the end of each subinterval the solution vectors are orthonormalized using the Gram-Schmidt process. At the end of the $\lambda$th subinterval there are three solution vectors $S_1^\lambda$, $S_2^\lambda$, and $S_3^\lambda$, where $\lambda = 1, \ldots, N$ denotes the subinterval index. For the complex solution vectors we define a non-standard inner product

\[ S_1 \cdot S_2 = \sum_{i=1}^{6} s_{1i}^* s_{2i} . \]


The two vectors are orthogonal when \( \mathbf{S}_1 \cdot \mathbf{S}_2 = 0 \). The norm of a vector is defined by

\[
\| \mathbf{S} \|^2 = \mathbf{S} \cdot \mathbf{S}.
\]

This inner-product was used by Davey\(^{10}\); it has the advantage that the solutions are analytic functions of \( C \), a useful property in the iteration process. It has the disadvantage that the norm can be zero for a non-zero vector; however, this difficulty has never arisen.

The new set of orthogonal vectors, denoted by \( \mathbf{S}_1, \mathbf{S}_2, \) and \( \mathbf{S}_3 \), is obtained using the following transformation:

\[
\mathbf{S}^\lambda = A^\lambda \mathbf{S}^\lambda
\]

where \( A^\lambda \) is a 3 x 3 matrix whose elements \( \alpha_{ij} \) are given by

\[
\begin{align*}
\alpha_{11} &= \alpha_{22} = \alpha_{33} = 1 \\
\alpha_{21} &= \alpha_{31} = \alpha_{32} = 0 \\
\alpha_{12} &= Q^\lambda \left[ (S_3^\lambda \cdot S_3^\lambda) (S_1^\lambda \cdot S_2^\lambda) - (S_3^\lambda \cdot S_1^\lambda) (S_3^\lambda \cdot S_2^\lambda) \right] \\
\alpha_{13} &= Q^\lambda \left[ (S_3^\lambda \cdot S_1^\lambda) (S_2^\lambda \cdot S_2^\lambda) - (S_3^\lambda \cdot S_2^\lambda) (S_1^\lambda \cdot S_2^\lambda) \right] \\
\alpha_{23} &= - (S_2^\lambda \cdot S_3^\lambda) / (S_3^\lambda \cdot S_3^\lambda),
\end{align*}
\]

where

\[
Q^\lambda = 1/[(S_3^\lambda \cdot S_2^\lambda)^2 - (S_2^\lambda \cdot S_2^\lambda) (S_3^\lambda \cdot S_3^\lambda)].
\]

The solution vectors are then normalized, forming three orthonormal basis vectors \( T_j^\lambda \) (\( j = 1, 2, 3 \)). The complete orthonormalization process can be expressed as

\[ T^\lambda = \mathcal{B} \cdot S^\lambda \]  

The elements of \( T^\lambda \) are denoted by \( t_{ij}^\lambda \); the elements of the matrix \( \mathcal{B}^\lambda \) are

\[
\begin{align*}
\beta^\lambda_{11} &= 1/|S_1^\lambda|, & \beta^\lambda_{22} &= 1/|S_2^\lambda|, & \beta^\lambda_{33} &= 1/|S_3^\lambda| \\
\beta^\lambda_{21} &= \beta^\lambda_{31} = \beta^\lambda_{32} = 0, & \beta^\lambda_{12} &= \alpha^\lambda_{12}/|S_1^\lambda|, \\
\beta^\lambda_{13} &= \alpha^\lambda_{13}/|S_1^\lambda|, & \beta^\lambda_{23} &= \alpha^\lambda_{23}/|S_2^\lambda|. 
\end{align*}
\]

The three solutions \( T_j^\lambda \) are evaluated at the end of the \( \lambda \)th sub-interval and taken as initial values of \( S_j^{\lambda+1} \) for the continuation of the numerical integration into the \((\lambda + 1)\)st subinterval. This process of integration and orthonormalization is carried out for each successive subinterval, finally yielding three orthonormal basis vectors \( T_j^N(1) \).

C. Initial and Terminal Conditions

The initial conditions of \( r = \varepsilon \) must be selected so that the boundary conditions, (11) or (12), are satisfied. For a cylinder with an inner concentric rod the initial conditions at \( r = \varepsilon \) are taken to be

\[
\begin{align*}
S_1(\varepsilon) &= \{0,0,1,0,0,0\}, & S_2(\varepsilon) &= \{0,0,0,0,1,0\} \\
S_3(\varepsilon) &= \{0,0,0,0,1\}. 
\end{align*}
\]

These orthonormal vectors satisfy (11), or equivalently, (17).

For a cylinder with no inner rod boundary conditions (12) are specified at \( r = 0 \). The integration of (9) must be carried out in two stages because the inverse powers of \( r \) prevent direct numerical integration from \( r = 0 \). The procedure we adopt is to obtain three linearly independent analytical solutions near the axis which satisfy (12) at \( r = 0 \). Numerical values of these solutions at the matching radius \( r = \varepsilon \) are used as initial conditions for numerical integration over the interval \( \varepsilon \leq r < 1 \). The analytical solutions are obtained from power series expansions for \( u, v, w, \) and \( p \) using the method of undetermined coefficients to obtain recursion formulas. The power series coefficients for \( m = 1 \) are presented in Appendix B. There are three arbitrary
coefficients \((b_0, d_1, e_1)\), which are specified so as to give three independent solutions. Terminal conditions (10) lead to (19), modified by orthonormalization so that \(T(1)\) replaces \(S(1)\). In terms of \(T(1)\) the following equation must be solved for \(C\):

\[
D(C) \equiv \begin{vmatrix}
  t_{11}^N(1) & t_{21}^N(1) & t_{31}^N(1) \\
  t_{12}^N(1) & t_{22}^N(1) & t_{32}^N(1) \\
  t_{14}^N(1) & t_{24}^N(1) & t_{34}^N(1)
\end{vmatrix} = 0 .
\tag{25}
\]

Once a solution to (25) has been found, \(\gamma_1, \gamma_2,\) and \(\gamma_3\) of (16) can be determined to within a constant multiple. The matrix from which the determinant in (25) originates is generally of rank 2. Thus, we set \(\gamma_3 = 1\) so that \(\gamma_1\) and \(\gamma_2\) are found from

\[
t_{11}^N(1) \gamma_1 + t_{21}^N(1) \gamma_2 = -t_{31}^N(1)
\tag{26}
\]

\[
t_{12}^N(1) \gamma_1 + t_{22}^N(1) \gamma_2 = -t_{32}^N(1) .
\]

D. Iteration Procedure to Solve for Eigenvalue

An eigenvalue \(C = C_R + iC_I\) is a root of (25), which is equivalent to the following system of two real equations:

\[
D_R(C_R, C_I) = 0 , \quad D_I(C_R, C_I) = 0 ,
\tag{27}
\]

where \(D_R\) and \(D_I\) are real and imaginary parts of \(D\). This system is solved by a method of successive iteration. An initial guess \(C_1\) is assumed which must be reasonably close to the solution because of the sensitivity of \(D_R\) and \(D_I\) to variations in \(C_R\) and \(C_I\). An iteration operator, \(J\), is applied to \(C_1\) yielding a new estimate \(C_2\), etc. A sequence of iterates is determined from

\[
C_{\mu+1} = J(C_\mu) .
\]
When (25) is satisfied and \(|C_{\mu+1} - C_{\mu}|\) is small to within specified tolerances, for some \(\mu\), the iteration is stopped. We found it advisable to satisfy both requirements since the condition on \(C\) could sometimes be satisfied without the one on \(D\) being satisfied.

The iteration operation used here is an extension of Newton's method. For small changes in \(C\) and \(D\) between the \(\mu\)th and \((\mu+1)\)st iterations we can write

\[
\begin{align*}
D_{R_{\mu+1}} - D_{R_{\mu}} &= \left(\frac{\partial D_{R}}{\partial C_{R}}\right) \left[C_{R_{\mu+1}} - C_{R_{\mu}}\right] + \left(\frac{\partial D_{R}}{\partial C_{I}}\right) \left[C_{I_{\mu+1}} - C_{I_{\mu}}\right] \\
D_{I_{\mu+1}} - D_{I_{\mu}} &= \left(\frac{\partial D_{I}}{\partial C_{R}}\right) \left[C_{R_{\mu+1}} - C_{R_{\mu}}\right] + \left(\frac{\partial D_{I}}{\partial C_{I}}\right) \left[C_{I_{\mu+1}} - C_{I_{\mu}}\right].
\end{align*}
\]

The partial derivatives are approximated by

\[
\begin{align*}
\frac{\partial D_{R}}{\partial C_{R}} &= \left[D_{R} \left(C_{R_{\mu}} + \Delta C_{R}, C_{I_{\mu}}\right) - D_{R} \left(C_{R_{\mu}}, C_{I_{\mu}}\right)\right]/\Delta C_{R} \\
\frac{\partial D_{R}}{\partial C_{I}} &= \left[D_{R} \left(C_{R_{\mu}}, C_{I_{\mu}} + \Delta C_{I}\right) - D_{R} \left(C_{R_{\mu}}, C_{I_{\mu}}\right)\right]/\Delta C_{I},
\end{align*}
\]

with similar expressions for \(\partial D_{I}/\partial C_{R}\) and \(\partial D_{I}/\partial C_{I}\). Appropriate small values for \(\Delta C_{R}\) and \(\Delta C_{I}\) are used, e.g. \(\Delta C_{R} = \epsilon C_{R}\) unless \(C_{R}\) is small, in which case \(C_{R} = \epsilon\); \(\epsilon\) is an input parameter, typically \(\epsilon = 0.001\). The goal of each iteration is to make \(D_{\mu+1}\) vanish. We set \(D_{R_{\mu+1}} = D_{I_{\mu+1}} = 0\) in (28) and thereby get formulas for \(C_{R_{\mu+1}}\) and \(C_{I_{\mu+1}}\) in terms of \(C_{R_{\mu}}\) and \(C_{I_{\mu}}\).

A simplification is possible at this point, since, with the chosen definition of inner product, \(D(C)\) is an analytic function of \(C\) which satisfies the Cauchy-Riemann conditions:

\[
\frac{\partial D_{R}}{\partial C_{R}} = \frac{\partial D_{I}}{\partial C_{I}}, \quad \frac{\partial D_{R}}{\partial C_{I}} = -\frac{\partial D_{I}}{\partial C_{R}}.
\]

We substitute (30) into (28) (with \(D_{\mu+1} = 0\)) and obtain the operator \(J(C_{\mu})\) as the solution to the set of equations:
\[
\frac{\partial D_I}{\partial C_R} C_{R_{\mu+1}} + \frac{\partial D_R}{\partial C_R} C_{I_{\mu+1}} = H_2 \left( C_{\mu}, D_{\mu} \right)
\]

(32)

\[
H_1 \left( C_{\mu}, D_{\mu} \right) = \frac{\partial D_R}{\partial C_R} C_{R_{\mu}} + \frac{\partial D_I}{\partial C_R} C_{I_{\mu}} - D_{R_{\mu}}
\]

Since (31) and (32) contain only partial derivatives with respect to \( C_R, D_R (C_R, C_I + \Delta C_I) \) in (29) and \( D_I (C_R, C_I + \Delta C_I) \) in the expression for \( \partial D_I/\partial C_I \) need not be evaluated. Practically, this cuts the required computer time almost in half since only six integration passes (two for each of the three independent solutions) are needed per iteration, versus the twelve that would be required if \( D(C) \) were not analytic.

E. Evaluation of Eigenfunctions

For some applications we may also wish to evaluate the flow variable perturbations \( \hat{u}(r), \hat{v}(r), \hat{w}(r), \) and \( \hat{p}(r) \), or, equivalently, \( \hat{Y}(r) = \{ \hat{y}_1, \ldots, \hat{y}_6 \} \), the eigenfunctions associated with the eigenvalue \( \lambda \). The solution \( \hat{Y} \) is expressed as a combination of the three linearly independent solutions, according to (16). Because of the orthonormalization at the end of each subinterval the constants in (16) are different for each subinterval: \( \gamma^\lambda_1, \gamma^\lambda_2, \gamma^\lambda_3 \). The solutions \( \hat{S}_1(r), \hat{S}_2(r), \) and \( \hat{S}_3(r) \) are computed over each subinterval and stored; the evaluation of the eigenfunctions reduces to the problem of determining \( \gamma^\lambda_1, \gamma^\lambda_2, \) and \( \gamma^\lambda_3 \).

At the \((\lambda - 1)\)st junction point \( r_{\lambda-1} = \varepsilon + (1 - \varepsilon)(\lambda - 1)/N \) and the solution is

\[
\hat{Y}_{\lambda-1} \left( r_{\lambda-1} \right) = \Gamma^\lambda-1 \hat{S}^\lambda-1 \left( r_{\lambda-1} \right)
\]

(33)
The initial value of the solution in the \( \lambda \)-th subinterval is (see Section III.B)

\[
Y^\lambda (r_{\lambda-1}) = r^\lambda T^{\lambda-1} (r_{\lambda-1})
\]  

(34)

At each junction point \( S^\lambda = T^{\lambda-1} \) and

\[
S^\lambda = B^{\lambda-1} S^{\lambda-1}
\]

from (22). The elements of the matrix \( B^{\lambda-1} \), given by (23), are stored for all subintervals during each iteration. Continuity requires that \( Y^\lambda (r_{\lambda-1}) = Y^\lambda (r_{\lambda-1}) \). Equating the right-hand sides of (33) and (34) gives

\[
\Gamma^{\lambda-1} S^{\lambda-1} (r_{\lambda-1}) = \Gamma^\lambda B^{\lambda-1} S^{\lambda-1} (r_{\lambda-1})
\]

or

\[
\Gamma^{\lambda-1} = \Gamma^\lambda B^{\lambda-1}
\]  

(35)

which is used to calculate the \( \Gamma^{\lambda-1} \) from known \( \Gamma^\lambda \). At the last (Nth) subinterval \( \gamma^N_1, \gamma^N_2, \) and \( \gamma^N_3 \) are known. In our procedure \( \gamma^N_3 = 1 \), and \( \gamma^N_2 \) and \( \gamma^N_3 \) are obtained from (26). The \( \gamma^N_j \) (\( j = 1, 2, 3 \)) are found using (35), and so forth, down to \( \lambda = 2 \). The appropriate linear combinations of \( S_1, S_2, \) and \( S_3 \) are evaluated in each subinterval to give the eigenfunctions over the interval \( \epsilon \leq r \leq 1 \).

F. Additional Aspects of the Computation

As mentioned in Section III.D, convergence of the iteration process requires that the initial guess for the eigenvalue \( C \) be reasonably close to the actual value, say within 10%; typically, convergence criteria are satisfied in five or less iterations. For solid body rotation and \( m = 1 \), satisfactory trial values can be obtained from Wedemeyer's simple formulae for eigenvalues\(^1,3\) obtained by applying a viscous correction (described in Section IV) to Stewartson's results\(^2\). In fact, the latter can also be used for the initial guess, with \( C_1 = 0 \) because the perturbation is inviscid. The \( C_R \) are given in tabular form in Reference 1 for given \( c \) and \( k \) and radial mode numbers \( n = 1, 2, 3 \). (In Reference 1, \( C_R \) is denoted by \( \tau_0 \), and \( 2j = k - 1 \).) The value of \( n \) is the maximum number of (non-boundary) zeros in the real and imaginary
parts of the set of \( \dot{u}, \dot{v}, \dot{w}, \) and \( \dot{p} \). A typical solution is illustrated in Figure 1, which shows the real part of \( \dot{p}(r) \) for the lowest two radial modes for the case \( c = 3.148, \text{Re} = 8977, k = 3, m = 1 \). The number of zeros is \( n - 1 \) here, but for \( \dot{v} \) the number of zeros is \( n \).

In Figure 2 the real part of \( \dot{w} \) is plotted to demonstrate the presence of the boundary layer on the sidewall.

It was stated in Section III.C that three independent analytic solutions to (9) were obtained near \( r = 0 \). Though it has not been proven, it is fairly certain that any other independent solution would be singular at \( r = 0 \), and thus inadmissible. For \( m = 1 \) we obtain three independent solutions by choosing the complex constants \( b_0, d_1, \) and \( e_1 \) in Appendix B in the following way: during each iteration \( \{b_0, d_1, e_1\} \) is equal to \( \{1,0,0\} \) for the first integration pass, \( \{0,1,0\} \) for the second pass, and \( \{0,0,1\} \) for the third. Approximately ten terms of the series are used to approximate the functions for \( \epsilon = 0.001 \). The actual number of terms used is adjusted to insure that the series converge with a difference between successive partial sums of no greater than typically \( 1 \times 10^{-6} \).

Since \( m = 1 \) modes are the only ones which lead to an overturning moment on the projectile, only these will be considered in this report. However, other modes, particularly \( m = 0 \), have also been computed.

IV. ENDWALL BOUNDARY CONDITION CORRECTION

The technique described in Sections II and III will provide natural frequencies within the limitations of the linearized theory. However, as pointed out in Section II, in order to perform a modal analysis in the longitudinal direction it is necessary to abandon the no-slip boundary conditions \( \dot{u} = \dot{v} = 0 \) on the endwalls; only \( \dot{w} = 0 \) could be satisfied. The perturbation velocities thus satisfy the inviscid boundary conditions. Because these incorrect boundary conditions have a significant effect on \( C_T \), a correction was devised, analogous to Wedemeyer's viscous correction\(^1,3\) to Stewartson's inviscid results. This correction is briefly described here; details are given in Appendix A.

Experiments with a liquid-filled gyrostat revealed discrepancies between observations and Stewartson's inviscid analysis. To account for these Wedemeyer analyzed the perturbation boundary layers along the sidewall and endwalls. He concluded that the viscous flow problem is equivalent to an inviscid problem with boundary conditions

* Figures 1 and 2 are located on page 26.
\[
\begin{align*}
\hat{u} &= 0 \quad \text{at} \quad r = 1 - \delta a_w \\
\hat{w} &= 0 \quad \text{at} \quad z = \delta c_w \quad \text{and} \quad z = (2c - \delta c_w),
\end{align*}
\]  

(36)

where \(\delta a_w\) and \(\delta c_w\) are non-dimensional displacement thicknesses for the sidewall and endwall boundary layers, respectively. The complex quantities \(\delta a_w\) and \(\delta c_w\) are algebraic functions of \(Re\) and the inviscid \(C_R\) but are independent of \(r, \theta,\) and \(t\). The analysis is applicable for large \(Re\) (but not so large as to cause boundary layer instabilities). Large \(Re\) requires that \(|\delta a_w| << 1\) and \(|\delta c_w| << 1\), conditions which are generally true for \(Re > 10^3\). Solving the inviscid problem with (36) modifies the eigenfrequency by a small complex increment. The resulting frequency and damping rate agree with experimental observations.

In our analysis the viscous diffusion terms are present in the perturbation equations. The correction is needed here because conditions \(\hat{u} = \hat{v} = 0\) on \(z = 0, 2c\) are not satisfied. This correction, in principle, is different from Wedemeyer's; but after proper formulation the analysis proceeds in much the same way. A sidewall correction is not required since the perturbation solution satisfies the no-slip conditions at \(r = 1\). A boundary layer analysis is made on the difference between the flows with and without the no-slip conditions on the endwalls, and a displacement thickness \(\delta c_s\) is obtained which has the same properties as \(\delta c_w\). When \(C_I = 0, \delta c_s = \delta c_w\). The eigenvalue problem is solved again, now using the modified complex half-height, \(c - \delta c_s\). No computational difficulties are introduced because \(\delta c_s\) directly affects only \(K\) in (7), which appears in the already complex (9). The effects of this correction on \(C_R\) and \(C_I\) are discussed in Section V.

V. DESCRIPTION OF NUMERICAL RESULTS

A program as extensive as the eigenvalue computation program requires checks to establish its reliability. Three types of checks will be treated: (a) related problems for which results are available in the literature; (b) Wedemeyer's approximate solution to the eigenvalue problem; (c) experimental data.

A. Check With Flow Between Rotating Cylinders

Many investigations have been carried out on the stability of flow between concentric rotating cylinders, often called Taylor's problem; when the flow is unstable Taylor vortices are generated. The basic flow is steady but not solid-body rotation because the angular
velocities of the two cylinders differ. \( V(r) \) has \( r \) and \( r^{-1} \) terms, and is independent of \( z \) for infinite length cylinders. Since our program is written for general \( V(r) \), eigenvalues can be calculated for the two-cylinder problem.

The first comparison is made with a result in Reference 11 for which the parameters are \( Re = 796.8 \), \( b = 0.70 \), \( \Omega_b/\Omega_a = -1 \), \( K = 13.280 \), and \( m = 2 \), where \( b \) is the non-dimensional radius of the inner cylinder, and \( \Omega_b \) and \( \Omega_a \) are the dimensional angular velocities of the inner and outer cylinders, respectively. The computed eigenvalue is \( C_R = 0.6763 \) and \( C_I = -0.0007 \), compared to \( C_R = 0.6759 \) and \( C_I = 0.0000 \) in Reference 11. The second comparison is made with a result of Reference 12 for \( Re = 4270.2 \), \( b = .9512 \), \( \Omega_b/\Omega_a = 0 \), \( K = 64.10 \), and \( m = -1 \). Values of \( C_R = -0.5141 \) and \( C_I = -0.1443 \) are obtained both from our program and from Reference 12. The agreement between our results and those of References 11 and 12 lends support to the validity of all of them.

### B. Check With Wedemeyer’s Solution and Parametric Study of Eigenvalues

No previous viscous perturbation calculations exist, but Wedemeyer’s viscous correction to the Stewartson theory provides an approximate solution to the eigenvalue problem which agrees well with experiment. Therefore, results from his theory will be compared with ours; a sufficient number of cases will be presented to exhibit the variation of the eigenvalue with \( Re \) and \( c \).

Tables 1-3 provide the eigenvalues for the \( m = 1, k = 3, n = 1 \) mode over the ranges \( c = 3, 4, 5 \) and \( Re = 10^3, 10^4, 10^5, \) and \( 10^6 \). The endwall displacement thicknesses \( \delta_{c_w} \) and \( \delta_{c_s} \) are also presented; there is no reason for these two quantities to be the same; but in fact they differ at most by a few percent. The effect of the boundary condition correction on \( C_R \) and \( C_I \) is demonstrated in these tables. Except for \( c = 3 \) and the two smaller \( Re \), the percentage correction to \( C_I \) is much larger than that to \( C_R \). With boundary condition correction the \( C_R \) differ from Wedemeyer’s results by a few percent at most for all cases. However, for the three aspect ratios and \( Re = 10^3 \) and \( 10^4 \) the differences

---


in \( C_I \) are greater than 10\%, and for \( c = 5, \, Re = 10^3 \) it is 43\%. In principle, our results should be more accurate since no correction is needed at the sidewall and viscous diffusion effects in the interior are included. Whether or not this is the case requires a comparison with experiment (or perhaps a full numerical solution to the perturbation problem). On the basis of the following discussion it is concluded that sufficient experimental evidence to discriminate between Wedemeyer's results and ours does not exist.

Table 1. Eigenvalues and Half-Height Corrections for Solid-Body Rotation:
\( m = 1, \, k = 3, \, n = 1, \, c = 3. \)

<table>
<thead>
<tr>
<th>( Re = a^2/\nu )</th>
<th>( \delta c_w )</th>
<th>( \delta c_s )</th>
<th>( C_R ) Wed.</th>
<th>B.C. Correction ( C_R )</th>
<th>No B.C. Correction ( C_R )</th>
<th>( C_I ) Wed.</th>
<th>B.C. Correction ( C_I )</th>
<th>No B.C. Correction ( C_I )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^6 )</td>
<td>.000855-</td>
<td>.00127 i</td>
<td>.000856-</td>
<td>.000472</td>
<td>.000484</td>
<td>.000509</td>
<td>.000996</td>
<td>.00100</td>
</tr>
<tr>
<td></td>
<td>.00127 i</td>
<td>.000856-</td>
<td>.00127 i</td>
<td>.000472</td>
<td>.000484</td>
<td>.000509</td>
<td>.000996</td>
<td>.00100</td>
</tr>
<tr>
<td>( 10^5 )</td>
<td>.00270-</td>
<td>.00401 i</td>
<td>.00271-</td>
<td>.000533</td>
<td>.000564</td>
<td>.000643</td>
<td>.000315</td>
<td>.000324</td>
</tr>
<tr>
<td></td>
<td>.00401 i</td>
<td>.00270-</td>
<td>.00401 i</td>
<td>.000533</td>
<td>.000564</td>
<td>.000643</td>
<td>.000315</td>
<td>.000324</td>
</tr>
<tr>
<td>( 10^4 )</td>
<td>.000855-</td>
<td>.01267 i</td>
<td>.000858-</td>
<td>.000808</td>
<td>.000815</td>
<td>.001066</td>
<td>.000996</td>
<td>.01100</td>
</tr>
<tr>
<td></td>
<td>.01267 i</td>
<td>.000855-</td>
<td>.01267 i</td>
<td>.000808</td>
<td>.000815</td>
<td>.001066</td>
<td>.000996</td>
<td>.01100</td>
</tr>
<tr>
<td>( 10^3 )</td>
<td>.02705-</td>
<td>.04008 i</td>
<td>.02754-</td>
<td>.01614</td>
<td>.01578</td>
<td>.02382</td>
<td>.03150</td>
<td>.04256</td>
</tr>
<tr>
<td></td>
<td>.04008 i</td>
<td>.02705-</td>
<td>.04069 i</td>
<td>.01614</td>
<td>.01578</td>
<td>.02382</td>
<td>.03150</td>
<td>.04256</td>
</tr>
</tbody>
</table>

Table 2. Eigenvalues and Half-Height Corrections for Solid-Body Rotation:
\( m = 1, \, k = 3, \, n = 1, \, c = 4. \)

<table>
<thead>
<tr>
<th>( Re = a^2/\nu )</th>
<th>( \delta c_w )</th>
<th>( \delta c_s )</th>
<th>( C_R ) Wed.</th>
<th>B.C. Correction ( C_R )</th>
<th>No B.C. Correction ( C_R )</th>
<th>( C_I ) Wed.</th>
<th>B.C. Correction ( C_I )</th>
<th>No B.C. Correction ( C_I )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^6 )</td>
<td>.000805-</td>
<td>.00150 i</td>
<td>.24352</td>
<td>.24375</td>
<td>.24390</td>
<td>.000915</td>
<td>.000927</td>
<td>.000636</td>
</tr>
<tr>
<td></td>
<td>.00150 i</td>
<td>.000805-</td>
<td>.00151 i</td>
<td>.24352</td>
<td>.24375</td>
<td>.24390</td>
<td>.000915</td>
<td>.000927</td>
</tr>
<tr>
<td>( 10^5 )</td>
<td>.00255-</td>
<td>.00476 i</td>
<td>.24454</td>
<td>.24475</td>
<td>.24525</td>
<td>.000289</td>
<td>.000300</td>
<td>.000208</td>
</tr>
<tr>
<td></td>
<td>.00476 i</td>
<td>.00255-</td>
<td>.00477 i</td>
<td>.24454</td>
<td>.24475</td>
<td>.24525</td>
<td>.000289</td>
<td>.000300</td>
</tr>
<tr>
<td>( 10^4 )</td>
<td>.00805-</td>
<td>.01505 i</td>
<td>.24775</td>
<td>.24797</td>
<td>.24953</td>
<td>.000915</td>
<td>.01024</td>
<td>.000731</td>
</tr>
<tr>
<td></td>
<td>.01505 i</td>
<td>.00805-</td>
<td>.01515 i</td>
<td>.24775</td>
<td>.24797</td>
<td>.24953</td>
<td>.000915</td>
<td>.01024</td>
</tr>
<tr>
<td>( 10^3 )</td>
<td>.02547-</td>
<td>.04758 i</td>
<td>.25793</td>
<td>.25772</td>
<td>.26277</td>
<td>.02894</td>
<td>.03995</td>
<td>.03051</td>
</tr>
<tr>
<td></td>
<td>.04758 i</td>
<td>.02547-</td>
<td>.04859 i</td>
<td>.25793</td>
<td>.25772</td>
<td>.26277</td>
<td>.02894</td>
<td>.03995</td>
</tr>
</tbody>
</table>
Table 3. Eigenvalues and Half-Height Corrections for Solid-Body Rotation:
m = 1, k = 3, n = 1, c = 5.

<table>
<thead>
<tr>
<th>Re = a²η/u</th>
<th>δc_w</th>
<th>δc_s</th>
<th>C_R Wed.</th>
<th>B.C. Correction C_R</th>
<th>No B.C. Correction C_R</th>
<th>C_I Wed.</th>
<th>B.C. Correction C_I</th>
<th>No B.C. Correction C_I</th>
</tr>
</thead>
<tbody>
<tr>
<td>10⁶</td>
<td>0.000783- 0.000784-</td>
<td>0.00181 i</td>
<td>0.00181 i</td>
<td>0.40225</td>
<td>0.40227</td>
<td>0.40237</td>
<td>0.000822</td>
<td>0.000837</td>
</tr>
<tr>
<td>10⁵</td>
<td>0.00248- 0.00249-</td>
<td>0.00573 i</td>
<td>0.00574 i</td>
<td>0.40330</td>
<td>0.40333</td>
<td>0.40364</td>
<td>0.00260</td>
<td>0.00272</td>
</tr>
<tr>
<td>10⁴</td>
<td>0.00783- 0.00800-</td>
<td>0.01811 i</td>
<td>0.01827 i</td>
<td>0.40664</td>
<td>0.40666</td>
<td>0.40768</td>
<td>0.00822</td>
<td>0.00935</td>
</tr>
<tr>
<td>10³</td>
<td>0.02476- 0.02723-</td>
<td>0.05727 i</td>
<td>0.05875 i</td>
<td>0.41719</td>
<td>0.41674</td>
<td>0.42010</td>
<td>0.02600</td>
<td>0.03729</td>
</tr>
</tbody>
</table>

C. Check With Experimental Data

This check is the most useful one. Unfortunately there are not sufficient data for completely filled cylinders to make the necessary crucial comparisons. Most of the experimental data were generated in a gyrostat; the technique of determining C_R and C_I is discussed in Reference 1. The C_I were not measured directly but were determined from the observed maximum rate of divergence of the gyrostat motion and relationships taken from Wedemeyer’s theory; the latter fact indicates a possible logical inconsistency in a comparison of Wedemeyer’s theory with the experimental C_I.

Results for two values of Re are compared in Table 4 for k = 3, m = 1, n = 1, and c = 3.148; the data in Case I come from Reference 13; Case II was done specifically for this report. Both Wedemeyer’s and our results for C_R agree with the experimental values for both cases to within the estimated uncertainty. The data were not accurate enough to obtain C_I for Case I, Re = 5.2 x 10⁵; but from results for partially-filled cylinders we should expect agreement at this Re. For Case II the theoretical and experimental results for C_I agree, considering the accuracy of the latter. Thus, it is an open question whether our results are in fact superior to Wedemeyer’s.

Table 4. Comparison of Predicted and Measured Eigenfrequencies for Mode \( m = 1, k = 3, n = 1 \) for Basic Flow in Solid-Body Rotation.

<table>
<thead>
<tr>
<th></th>
<th>Case I: ( Re = 5.195 \times 10^5 )</th>
<th>Case II: ( Re = 8.977 \times 10^3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gyrostat Measurements</td>
<td>( 0.048 \pm 0.002 ) (Insufficient Accuracy)</td>
<td>( 0.051 \pm 0.003 )</td>
</tr>
<tr>
<td>Stewartson Inviscid Perturbation</td>
<td>( 0.0462 )</td>
<td>( 0.0462 )</td>
</tr>
<tr>
<td>Wedemeyer Correction to Stewartson Value</td>
<td>( 0.0468 )</td>
<td>( 0.0500 )</td>
</tr>
<tr>
<td>Result from Present Viscous Perturbation--No Correction</td>
<td>( 0.0473 )</td>
<td>( 0.0530 )</td>
</tr>
<tr>
<td>Result from Present Viscous Perturbation--Correction ( \delta c )</td>
<td>( 0.0469 )</td>
<td>( 0.0505 )</td>
</tr>
</tbody>
</table>

Most of the experiments were conducted with partially-filled cylinders because these are the more practical cases and the filled cylinder experiment is more difficult. Wedemeyer compared his calculations with data obtained from the gyrostat experiments, and the agreement was impressive. The data were obtained for a cylinder of nominally 85% fill-ratio, but the actual value was varied in the experiments. The viscous correction theory of Wedemeyer requires 100% fill-ratio, as does ours. But since he applies his correction to Stewartson’s results for partially-filled cylinders, he evidently assumes that it is applicable there also; this assumption seems justified by the favorable comparison. There is no counterpart to Stewartson’s results to which our boundary condition correction can be applied; thus a clear-cut check of the two theoretical results against experimental data is not possible. Analysis of the available data and calculations indicates that the difference between the \( C_I \)'s for 85% and 100% ratios is negligible for \( Re > 10^4 \) and \( c \approx 3 \); however, for \( Re \leq 10^4 \) the effect of fill-ratio on \( C_I \) is more pronounced. For example, with \( Re = 5.05 \times 10^2 \), \( c = 3.08 \), \( k = 3 \), \( m = 1 \), and \( n = 1 \), Wedemeyer's formulae give \( C_I = 0.0490 \) (85%) and 0.0437 (100%). Whether or not these accurately represent the effect of fill-ratio at low Re is not known, and appropriate experimental data are not available. Further experimentation is required.
VI. CONCLUSIONS

Although the main objective of the work reported here is to develop methods to compute the eigenvalues for small perturbations of spin-up flow in a cylinder, this Part I is restricted to consideration of solid-body rotation so that the numerical technique can be described in detail without the distraction of the complexities that arise in spin-up, and yet provide results that can be checked with other theoretical work and experimental data. The perturbation equations are solved using an orthonormalization technique to insure linear independence of the solutions, and the eigenvalues are determined iteratively. A correction for the endwall boundary condition is derived and incorporated into the program which then provides eigenvalues that agree with other results in the literature and with experimental data.
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Figure 1. Real part of $\hat{p}(r)$ for two radial modes, with $c = 3.15$, $Re = 8977$, $m = 1$, $k = 3$.

Figure 2. Real part of $\hat{w}(r)$ for $n = 2$, with $c = 3.15$, $Re = 8977$, $m = 1$, $k = 3$. 
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LIST OF SYMBOLS

Length, velocity, pressure, and time are non-dimensionalized by a, aΩ, ρaΩ2, and Ω⁻¹, respectively.

a      cross-sectional radius of cylinder [m]
A      3x3 orthogonalization matrix in λth subinterval (see (20))
b      value of r where initial conditions are specified
B      3x3 orthonormalization matrix in λth subinterval (see (22))
c      half-height of cylinder
C      ≡ CR + iCI, complex eigenvalue
C      disturbance decay rate/Ω
CI     disturbance frequency/Ω
D(C)   ≡ DR + iDI, 3x3 determinant whose zeros are the eigenvalues (see (19))
E,F    6x3 matrices specifying initial and terminal conditions, respectively (see (14) and (15))
F      symbol denoting a solution u,v,w,p (Appendix A)
G      6x6 matrix of coefficients in (9) (see (13))
J      iteration operator -- Cμ+1 = J(Cμ) (see (31))
k,m,n  axial, azimuthal, and radial indices, respectively, of a disturbance mode
K      = kπ/(2c) (see (7))
N      number of subintervals in orthonormalization
p      pressure
p      pressure perturbation (see (1))
p      radial part of pressure perturbation (see (6))
LIST OF SYMBOLS (Continued)

P  unperturbed pressure
r  radial coordinate
Re  \( \equiv \Omega a^2 / c \), Reynolds number
\( s_{j1}, \ldots, s_{j6} \)  elements of solution vector \( S_j \)
\( S_j \)  eigenvalue problem solution vector, \( j = 1, 2, 3 \) (see (16))
\( S \)  3x6 solution matrix whose rows are \( S_j \) (see (16))
\( S^\lambda \)  orthogonolized solution matrix in \( \lambda \)th subinterval (see (20))
t  time [non-dimensional]
\( t_{ji}^\lambda \)  elements of 3x6 matrix \( T^\lambda \)
\( T^\lambda \)  orthonormalized solution matrix in \( \lambda \)th subinterval (see (22))
u, v, w  radial, azimuthal, and axial components, respectively, of velocity
\( \hat{u}, \hat{v}, \hat{w} \)  radial parts of \( \hat{u}, \hat{v}, \hat{w} \), respectively (see (6))
U, V, W  radial, azimuthal, and axial components, respectively, of unperturbed velocity
y  boundary layer normal coordinate at endwall (see A.3a-d)
\( y_1, \ldots, y_6 \)  dependent variables in canonical form of eigenvalue differential equation system (see (8))
\( Y \)  solution vector \( \{y_1, \ldots, y_6\} \)
LIST OF SYMBOLS (Continued)

\( z \)  
axial coordinate (= 0 at base of cylinder)

\( a_{ij}^{\lambda} \)  
elements of \( A^{\lambda} \) (see (21))

\( c_{ij}^{\lambda} \)  
elements of \( B^{\lambda} \) (see (23))

\( \gamma_1, \gamma_2, \gamma_3 \)  
constant coefficients in (16)

\( \delta c_s, \delta c_w \)  
cyliner half-height correction due to endwall boundary
layer--present theory, Wedemeyer theory, respectively

\( \Delta \)  
displacement thickness of endwall boundary layer (see A.6)

\( \Gamma \)  
1x3 matrix \([\gamma_1, \gamma_2, \gamma_3]\)

\( \varepsilon \)  
value of \( r \) where numerical integration is initiated

\( \theta \)  
avimuthal angle [radians]

\( v \)  
kinematic viscosity of fluid [m\(^2\)/s]

\( \rho \)  
density of fluid [kg/m\(^3\)]

\( \Omega \)  
spin rate of cylinder [radians/s]

**Superscript**

\( \lambda \)  
subinterval index

\( \sim \)  
endwall boundary layer approximation

\( ' \)  
d/dr in (8) and (9)

**Subscript**

\( I \)  
imaginary part of complex number

\( R \)  
real part of complex number

\( \lambda \)  
subinterval index
LIST OF SYMBOLS (Continued)

\( \mu \) \hspace{1cm} \text{iteration index in solution of } D(C) = 0 \text{ (see (28))}

\( o \) \hspace{1cm} \text{solution which satisfies inviscid boundary conditions at endwalls (Appendix A)}

\( 1 \) \hspace{1cm} \text{correction to } o \text{ solution (Appendix A)}

\( \infty \) \hspace{1cm} \text{endwall value of } o \text{ solution}

Miscellaneous

\[ S_1 \cdot S_2 = \sum_{i=1}^{6} s_{1i} s_{2i} \]

\[ ||S||^2 = S \cdot S \]
APPENDIX A: CORRECTION FOR THE ENDWALL BOUNDARY CONDITIONS

The derivation of the correction for endwall boundary conditions, discussed in Section IV, is presented here; this correction is needed to satisfy \( u = v = 0 \) on \( z = 0, 2c \). The perturbation equations for solid body rotation are (3), the linearized Navier-Stokes equations:

\[
(r u^*_r + v^*_\theta + r w^*_z) = 0 \quad (A.1a)
\]
\[
u^* + u^* - 2v^* = - p^*_r + Re^{-1} (\nabla^2 u^* - r^{-2} u^* - 2r^{-2} v^*_\theta) \quad (A.1b)
\]
\[
u^*_r + v^*_\theta + 2u^*_r = - r^{-1} p^*_\theta + Re^{-1} (\nabla^2 v^* - r^{-2} v^* + 2r^{-2} u^*_\theta) \quad (A.1c)
\]
\[
u^* + w^*_\theta = - p^*_z + Re^{-1} \nabla^2 w^* \quad (A.1d)
\]

where

\[
\nabla^2 \equiv \partial^2/\partial r^2 + r^{-1} \partial/\partial r + r^{-2} \partial^2/\partial \theta^2 + \partial^2/\partial z^2, \quad Re = \Omega a^2/\nu .
\]

The boundary conditions are \( u = v = w = 0 \) at \( z = 0, 2c \) and at \( r = a \). The solution to the problem is denoted by \( F = (u, v, w, p) \).

As discussed in Section II we solve the same equations

\[
u_{o_r} + u_{o_\theta} - 2v_o = - p_{o_r} + Re^{-1} (\nabla^2 u_o - r^{-2} u_o - 2r^{-2} v_{o_\theta}) \quad (A.2a)
\]
\[
u_{o_r} + v_{o_\theta} + 2u_o = - r^{-1} p_{o_\theta} + Re^{-1} (\nabla^2 v_o - r^{-2} v_o + 2r^{-2} u_{o_\theta}) \quad (A.2b)
\]
\[
u_{o_r} + w_{o_\theta} = - p_{o_z} + Re^{-1} \nabla^2 w_o \quad (A.2c)
\]
\[
(r u_o)_r + v_{o_\theta} + r w_{o_z} = 0 , \quad (A.2d)
\]

but with boundary conditions \( u_o = v_o = w_o = 0 \) at \( r = a \), and \( w_o = 0 \) at \( z = 0, 2c \), but \( u_o \neq 0 \) and \( v_o \neq 0 \) there. Let \( F_o \) denote the solution to this problem, for which a modal analysis in the \( z \) direction is possible. Since erroneous values for \( C_i \) were obtained with these incorrect
(inviscid) boundary conditions and a modal analysis for $F$ could not be made, a correction to $F_o$ was sought which satisfies the no-slip boundary conditions at $z = 0,2c$.

Subscript 1 is used to denote the correction. Since $F$ and $F_o$ differ only in their boundary conditions at $z = 0,2c$, we expect $F - F_o$ to differ from zero only near the end-walls. The correction $F_1$ should have the property that $u_1 + u_o = v_1 + v_o = w_1 + w_o = 0$ at $z = 0,2c$, and $F_1 \to 0$ or $F_1 + F_o \to F$, away from this boundary. Thus, $F_1 = F - F_o$ must have a boundary layer character near $z = 0,2c$; and, because of the similarity of this problem to Wedemeyer's, the same $Re^{-\frac{1}{2}}$ scaling is appropriate to this boundary layer. The boundary layer approximation to $F_1$ is denoted by $\tilde{F}_1$ and is an approximation to the desired correction, but only in the boundary layer; elsewhere the correction is negligible.

Under the boundary layer approximation $F_1 = F - F_o$ becomes $\tilde{F}_1 = \tilde{F} - \tilde{F}_o$ where $\tilde{F}_o$ is the boundary layer approximation to the solution of (A.2a-d); the $\tilde{F}$, obtained from this relation, is the corrected $F_o$ or the desired $F$, to within the boundary layer approximation. Let $\delta_1$ be a measure of the thickness of the boundary layer so that $\delta_1 \to 0 (Re^{-\frac{1}{2}})$. Using the form of the solution for $F_o$ in (6a-d) it can be easily shown that $\tilde{F}_o$ satisfies the inviscid equations; i.e., (A.2a-d) with $v = 0$, with an error of $O(Re^{-1})$ except near $r = a$, where the sidewall boundary layer induces a viscous contribution. Also, the changes in $u_o$ and $v_o$ across $\delta_1$ are

$$\Delta u_o = 0 (Re^{-1}) , \quad \Delta v_o = 0 (Re^{-1}) .$$

Thus,

$$\tilde{u} = \tilde{u}_o + \tilde{u}_1 = u_{o\infty} + \tilde{u}_1 , \quad \tilde{v} = \tilde{v}_o + \tilde{v}_1 = v_{o\infty} + \tilde{v}_1 ,$$

with the same error $O (Re^{-1})$, where sub $\infty$ denotes evaluation on the end-walls $z = 0,2c$. The conclusions of this paragraph are needed when the displacement surface is determined.

The boundary layer approximation applied to the equations for $F_1 = F - F_o$, yields
\[ \tilde{u}_{1t} + \tilde{u}_{1\theta} - 2\tilde{v}_{1} + \tilde{p}_{1r} = \text{Re}^{-1} \tilde{u}_{1yy} \quad (A.3a) \]

\[ \tilde{v}_{1t} + \tilde{v}_{1\theta} + 2\tilde{u}_{1} + \text{Re}^{-1} \tilde{p}_{1\theta} = \text{Re}^{-1} \tilde{v}_{1yy} \quad (A.3b) \]

\[ \tilde{p}_{1y} = 0 \quad (A.3c) \]

\[ (\tilde{r}\tilde{u}_{1})_{r} + \tilde{v}_{1\theta} - (\tilde{r}\tilde{w}_{1})_{y} = 0 \quad (A.3d) \]

for the endwall at \( z = 2c \), where \( y = 2c - z \) is the boundary layer normal coordinate. The boundary conditions are

\[ \begin{align*}
\tilde{u}_{1} &= -u_{0\infty} \\
\tilde{v}_{1} &= -v_{0\infty} \\
\tilde{w}_{1} &= 0
\end{align*} \]

\text{at } y = 0, \quad \tilde{u}_{1} = \tilde{v}_{1} = 0 \text{ at } y = \infty.

Since the flow \( F_{1} \) is generated by changing from the no-slip to the inviscid type boundary conditions there is no mechanism to cause pressure gradients. Thus, \( p_{1} = 0 \) and \( \tilde{p}_{1} = 0 \). Then (A.3a-b) are in the same form as Wedemeyer's (28a-b), but their meaning is different. These equations are decoupled by introducing

\[ A = \tilde{v}_{1} + i\tilde{u}_{1}, \quad B = \tilde{v}_{1} - i\tilde{u}_{1}, \]

and solved assuming the same periodicity, \( e^{i(Ct-\theta)} \), as for \( F_{0} \); i.e., \( m=1 \). The results for \( \tilde{u}_{1} \) and \( \tilde{v}_{1} \) are

\[ \tilde{u}_{1} = (i/2) \left[ (v_{\infty} + iu_{\infty}) e^{-\alpha y} - (v_{\infty} - iu_{\infty}) e^{-\beta y} \right] \quad (A.4a) \]

\[ \tilde{v}_{1} = - (1/2) \left[ (v_{\infty} + iu_{\infty}) e^{-\alpha y} + (v_{\infty} - iu_{\infty}) e^{-\beta y} \right] \quad (A.4b) \]
where
\[ a = - \text{Re}^{\frac{1}{2}} [(3 - C_R)^2 + C_I^2]^{\frac{1}{4}} e^{i\sigma_1} \]
\[ \sigma_1 = \frac{1}{2} \{[2 - H (C_I)] \pi + \tan^{-1} [(3 - C_R)/C_I] \} \]
\[ \beta = - \text{Re}^{\frac{1}{2}} [(1 + C_R)^2 + C_I^2]^{\frac{1}{4}} e^{i\sigma_2} \]
\[ \sigma_2 = \frac{1}{2} \{[2 + H (C_I)] \pi - \tan^{-1} [(1 + C_R)/C_I] \} \]
\[ H (C_I) = 0 \text{ for } C_I < 0, \quad = 1 \text{ for } C_I > 0. \]

The principal values for \( \tan^{-1} \) are used.

Next the displacement surface, \( y = \Delta(r, \theta, t) \), is found. This is an impermeable surface in the \( o \) flow; i.e., \( \tilde{w}_o = 0 \) on it. \( \Delta \) satisfies a first order partial differential equation, as for a steady 3-D boundary layer. For unsteady incompressible flow an additional term, \( r \Delta_t \), appears. The equation for \( \Delta \) is
\[ [r u_o (\Delta - \delta^r)]_r + (v_o (\Delta - \delta^\theta))_\theta + \Delta_t = 0 \quad (A.6) \]

where
\[ u_o \delta^r \equiv \int_0^\infty (u_o - \tilde{u}) \, dy = - \int_0^\infty \tilde{u}_1 \, dy \]
\[ = (1/2)(\alpha^{-1} + \beta^{-1}) u_o - (i/2)(\alpha^{-1} - \beta^{-1}) v_o, \]
\[ v_o \delta^\theta \equiv \int_0^\infty (v_o - \tilde{v}) \, dy = - \int_0^\infty \tilde{v}_1 \, dy \]
\[ = (1/2)(\alpha^{-1} + \beta^{-1}) v_o + (i/2)(\alpha^{-1} - \beta^{-1}) u_o \]

using \((A.4a-b)\).

After some analysis, employing the order of magnitude estimates for \( \Delta u_o \) and \( \Delta v_o \) given in the paragraph preceding \((A.3a-d)\), \((A.6)\) can be written as
\[ [ru_{0\infty}(\Delta - \delta)]_t + [v_{0\infty}(\Delta - \delta)]_\theta + r\Delta_t = 0 \]  \hspace{1cm} (A.7)

where

\[ 2\delta = \alpha^{-1} + \beta^{-1} - 2(\alpha^{-1} - \beta^{-1})/(1 - C) \]  \hspace{1cm} (A.8)

The only periodic non-singular solution of (A.7) is the constant 

\[ \Delta = \delta \hspace{1cm} . \]

From (A.5), \( \Delta \) depends only on Re and \( c \), and is easily found after the eigenvalue \( C = C_R + iC_I \) is determined for the problem \( \phi \). Putting \( C_I = 0 \)
in (A.5) and (A.8) gives \( \delta = \delta c = \) Wedemeyer's displacement thickness (non-dimensionalized). Wedemeyer also determines a displacement thickness for the sidewall boundary layer. In our problem this is not necessary since the proper boundary conditions are satisfied at the sidewall.

The displacement thickness is a complex constant. The interpretation of the complex \( \Delta \) is given in Reference 1. Operationally, it is used in the same manner as a real displacement thickness: \( 2c \) is replaced by \( 2c - 2\Delta \) and the \( \phi \) problem is re-solved.
APPENDIX B: POWER SERIES COEFFICIENTS

In accordance with Section III.B, analytical solutions to (9) are found for the interval $0 \leq r \leq \varepsilon$. These are obtained by substituting power series for $\hat{u}$, $\hat{v}$, $\hat{w}$, and $\hat{p}$ into (9) and determining the coefficients.

The solution for the azimuthal mode $m = 1$ is given by

$$\hat{u} = \sum_{j=0}^{\infty} a_j r^j$$
$$\hat{v} = \sum_{j=0}^{\infty} b_j r^j$$
$$\hat{w} = \sum_{j=0}^{\infty} d_j r^j$$
$$\hat{p} = \sum_{j=0}^{\infty} e_j r^j$$

The coefficients are given by the following sequence of formulas, where $b_0$, $d_1$, and $e_1$ are arbitrary complex constants:

$$a_0 = i b_0$$
$$b_0 = b_0$$
$$d_0 = 0$$
$$e_0 = 0$$

$$a_1 = 0$$
$$b_1 = 0$$
$$d_1 = d_1$$
$$e_1 = e_1$$

$$H = Re^{-1} K^2 + i C$$

$$a_2 = -(1/4) K d_1 + (1/8) Re [b_0 (iH - 1) + e_1]$$
$$b_2 = -i (1/4) K d_1 - (3i/8) Re [b_0 (iH - 1) + e_1]$$

For $j = 0, 1, 2, \ldots$

$$N_{1j} = Re [H a_{j+1} - (2 b_{j+1} + i a_{j+1})]$$
$$N_{2j} = Re [H b_{j+1} + (2 a_{j+1} - i b_{j+1})]$$

$$N_j = [N_{1j} - i (j + 2) N_{2j}] / [(j + 1)(j + 3)]$$
\[ d_{j+2} = \text{Re} \left[ (H - i) d_j - K e_j \right]/[(j + 1)(j + 3)] \]

\[ a_{j+3} = - \left[ N_j + (j + 4) K d_{j+2} \right]/[(j + 5)(j + 3)] \]

\[ b_{j+3} = i \left[ K d_{j+2} + (j + 4) N_j \right]/[(j + 5)(j + 3)] \]

\[ e_{j+2} = \frac{[2 a_{j+3} + i (j^2 + 6j + 7) b_{j+3} - i N_{2j}]}{\text{Re}} \]
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