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This report reviews the procedures and problems involved in the assessment of the use of training devices as a cost-effective alternative to the use of operational equipment for the evaluation of individual and collective proficiency in the U.S. Army. A review of the literature was conducted as well as an informal survey of personnel in other agencies who are involved in the use of training devices for proficiency assessment. This information was employed to: (a) review the use of training devices in proficiency assessment programs by agencies other than the Army; (b) to summarize aspects of proficiency test.
20. ABSTRACT (continued)

...programs in the Army which are relevant to the present problem; and (c) to discuss issues which need to be considered in the assessment of the utility of using training devices for proficiency assessment. Recommendations were provided for future research planning.
FOREWORD

This report is one of a series on the research support provided by the Mellonics Systems Development Division of Litton Systems, Inc., to the Army Research Institute for the Behavioral and Social Sciences (ARI) under Contract Number DAHC 19-77-C-0011. The report, as submitted, is a part of the final report of the total contractual support effort and will be incorporated into that report by reference.

As set forth in the Contract Statement of Work, the Mellonics effort includes the performance of investigatory studies in human factors. As part of that effort, this report reviews the procedures and problems that need to be considered in an investigation of the proficiency assessment capabilities of Army training devices and establishes a basis for designing future studies to assess the proficiency assessment capabilities of Army training devices.
A CONSIDERATION OF ARMY TRAINING DEVICE PROFICIENCY ASSESSMENT CAPABILITIES

BRIEF

Requirement:

To review the state-of-the-art in the use of training devices for proficiency assessment, to identify the evaluation system context within the Army unit environment, and to evaluate the requirements for research on the use of training devices for assessment in the unit. This research is in support of a program to further develop the use of training devices for training assessment and, especially, operational readiness assessment in Army field units.

Procedure:

A literature review was conducted and a telephone survey was made of military and civilian personnel cognizant in the areas of training device usage and test and evaluation. A model of decision processes in measurement system development was used as a framework to integrate the identified issues.

Findings:

The use and development of training device performance measurement systems, especially for the purpose of operational readiness evaluations, is a relatively undeveloped area. The use of device measurement systems for both training and readiness assessment is primarily found in the aviation community and appears to be an emerging, albeit inconsistent, trend in both military and civilian areas. The inconsistencies in use result from differences in organizational policy, command emphasis, device measurement capability, and device measurement system upkeep and support.

Systematic development of training device measurement systems is suggested to consist of four major steps: (1) information needs analysis, (2) initial measurement analysis, (3) pilot testing and selection of final measure sets, and (4) measurement system effectiveness testing. The consensus of the literature and expert opinion is that training device measurement systems are infrequently systematically developed, that this is a limiting factor in the use of devices for assessment purposes, and that research is needed to better develop the methodology and data bases for systematic development of training device measurement systems.
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A CONSIDERATION OF ARMY TRAINING DEVICE PROFICIENCY ASSESSMENT CAPABILITIES

INTRODUCTION

BACKGROUND

Current estimates of allowable post mobilization training periods indicate a "come as you are" war for the majority of Army units (Reference 22). The rapid response requirement necessitates that operational units must continually train to maintain a satisfactory level of readiness (Reference 67). The need to maintain a high proficiency level through training in operational units will be accompanied by a related need for frequent evaluations of individual and unit proficiency (References 23, 67) to verify proficiency levels and redirect training if requisite proficiency levels are not maintained.

In recognition of the need for improved training and evaluation at the unit level, the Army has begun to systematize its training and evaluation programs (References 39, 61, 67). The adoption of the systems approach has produced an increased emphasis on job-relevant and performance-oriented training and evaluation. This emphasis has created even greater demands for the use of operational equipment in training and in evaluation and a concomitant increase in the projected costs of training evaluation.

Training devices are being increasingly employed by the Army in unit-level training programs to reduce the demand for operational systems because in comparison with those systems (Reference 35):

- training devices usually have lower acquisition, operation, support and/or maintenance costs;
- they normally provide a safer environment for training;
- they usually create less demand on limited unit resources such as time, personnel, or facilities; and
- they are often simply a more effective and efficient learning environment due to their unique instructional capabilities.

Some of these current and near-future training devices have performance measurement capabilities that not only allow monitoring of training performance, but also provide the additional cost-effective benefit of furnishing a vehicle for proficiency testing. Most devices, however, have not been designed with proficiency testing in mind and as a consequence do not have the necessary objective performance measurement capability built in (References 4, 62).

Research in several areas of psychology (e.g., proficiency testing, training device design, complex performance measurement) indicates that it would be beneficial for training devices to be developed with instrumentation and programmed procedures designed to provide reliable, valid, and useful measures of performance. This literature also raises a number
of issues that must be considered in the design and assessment of the effectiveness of these performance measurement capabilities. Chief among the considerations are:

- What information is needed to evaluate proficiency?
- What design considerations must apply to the devices in order to provide useful information that is accepted as valid by operational personnel?
- What determines the acceptability of a device for proficiency testing?
- Which cost model is correct for costing the use of training devices?
- What are the appropriate measures of effectiveness to be used in determining the relative utility of proficiency data generated in operational systems versus data generated in training devices?

A systematic investigation of these and other related issues is currently being planned by the U. S. Army Research Institute for the Behavioral and Social Sciences (ARI). This research will be specifically devoted to developing methodologies and procedures for evaluating the utility of using unit training devices as an assessment tool in Army proficiency test programs. This report provides a partial foundation for that ARI effort and discusses the issues to be considered in designing and using training devices as cost-effective alternatives to the operational equipment for the assessment of individual and collective proficiency in the U. S. Army.

OBJECTIVES

The four objectives of this report are:

- To review current uses of training devices for evaluation purposes by other agencies in order to identify their procedures and problems.
- To review current Army programs of individual and crew proficiency evaluation in the operation and maintenance of weapons and equipment in order to identify the context for use of training devices as assessment tools in the Army.
- To identify and review issues which must be considered in the evaluation of the use of training devices as assessment tools in the Army.
- To use the above reviews to make recommendations for future research planning.
METHOD

PERSONNEL CONTACTED DURING THE STUDY

Since very little published documentation exists which describes the use of training devices in proficiency assessment, an informal telephone survey was conducted. Personnel were contacted who are involved with the use of training devices at United Airlines, the Federal Aviation Administration (FAA), U. S. Air Force (USAF) and U. S. Navy (USN). A list of these personnel and their specific organizations is contained in Appendix A. Additional information concerning the U. S. Coast Guard and USAF Tactical Air Command was obtained through published documents (References 38, 51).

Surveyed personnel were asked about their knowledge of the use of training devices for proficiency assessment within their branch of service, commercial organization, or agency. Questions included inquiries about methods of constructing tests using training devices and how decisions were made to assign some tasks to operational systems and others to training devices. They were also asked about the nature of performance measurement techniques used in the training devices. Finally, they were asked how tests were used and if their organization had studied the validity or utility of using the tests for those purposes.

Personnel were also contacted within selected Army organizations in order to obtain information concerning the current use of training devices in Army testing programs. These personnel were at the Individual Training Evaluation Directorate (ITED) at the Army Training Support Center (ATSC) and also at the Soldier's Manual/Skill Qualification Test Branch at the U. S. Army Infantry School.

REVIEW OF THE LITERATURE

In order to identify research pertaining to the use of training devices in proficiency testing, searches were made, both manually and using automated services, of the general psychological and training literature. Since few articles were found that were specifically directed to this narrow topic, a broader manual search was made covering topics such as: training device design, instructional systems development, training device training effectiveness evaluations, the use of performance tests in job proficiency assessment, complex performance research, automated performance measurement, and utility of measurement.

Additionally, Army publications (e.g., field manuals, training circulars, regulations, pamphlets, etc.) were searched to provide information about Army training and evaluation programs and the processes used to determine unit readiness.
FINDINGS OF THE LITERATURE REVIEW AND SURVEY

USE OF TRAINING DEVICES IN EVALUATION PROGRAMS

Background. The application of the systems approach to training technology has produced extensive innovations in current military and industrial training and evaluation programs (Reference 19). Two salient aspects of this approach provide a background for understanding the current use of training devices: (a) all training goals are stated in objective, measurable terms that are directly related to the performance of job tasks; and (b) there is an increased emphasis on evaluation of performance because of the importance of quality control in training programs and feedback in the systems approach (Reference 6).

Performanced-based, job-relevant, training objectives requires equipment for performance-oriented training. Training devices are used increasingly to satisfy this need because they are usually cheaper to acquire, safer to operate, and less demanding to maintain. Training devices require less energy, less personnel, facilities, and time (References 3, 35, 53, 75). Therefore, training device use for performance-oriented training is increasing.

More directly related to the present study, are the proficiency assessment and certification programs that use training devices as part of their mix of measurement tools. There is a long history of simulation in proficiency measurement (References 18, 27, 29). In addition to training management, proficiency data generated in training devices have also been used for many aspects of personnel management, including selection, certification, and promotion (References 15, 35). It has also been suggested that performance measurements obtained with training devices can play a significant role in research on complex human performance (References 1, 2, 30, 57), in investigations of tactics and doctrine (Reference 35), and in evaluations of readiness (References 18, 38, 77).

The remainder of this section provides an overview of the use of training devices in proficiency assessment programs by the commercial airlines, the FAA, the USAF, the USN, and the U.S. Coast Guard. The overview emphasizes programs that provide performance information describing the proficiency of personnel in operational or line organizations. These personnel receive periodic examinations and certification of their skills relevant to their current jobs or jobs higher in their career ladder.

Commercial Airlines and the FAA. Commercial airlines and the FAA use simulators in their training and evaluation programs more extensively than the military (Reference 11). The FAA has approved the use of simulators for proficiency assessment and certification for a number of commercial airlines (e.g., American, Braniff, Delta, Northwest Orient, TWA, and United) and for a number of different aircraft (e.g., B-727, B-747, L-1011, and DC-8).

The airlines began using simulators for transition training in 1967 and their use for proficiency assessment developed as an extension of these programs (Reference 35). Now, not only do pilots receive part of their rating checks in the simulator at the end of transition training, but also
return to the simulators, which are located at central training facilities, for part of their periodic certification programs.

There has been no published documentation or research on the procedures used to construct tests for these simulators. For example, there is no published documentation of formal procedures for determining the cost-effectiveness of using simulators for testing certain tasks as opposed to using the parent aircraft. According to personnel at the FAA and in commercial airline simulator sections, an informal feasibility analysis is performed using subjective opinions of whether or not a task can be performed and tested in the simulator. Thus, the main criterion for use of the simulator for a task is acceptance by instructors, pilots being tested, and FAA personnel. If pilots do not accept the simulator for a given test, then it will not be implemented. In fact, even after the simulator is established as a flight-checking tool, it is possible for pilots who have failed the simulator flight checks to retake tests in the parent aircraft. This is rarely done, however.

For the most part, tasks tested in the simulators are tasks which are proceduralized (e.g., instrument checks) or dangerous, if not impossible, to assess in the aircraft (e.g., emergency procedures).

The procedures used to construct tests covering these tasks are the same as those used to construct tests for the aircraft. As part of instructional system development, training and evaluation objectives are developed. These evaluation objectives are used to determine test tasks, conditions, and standards. Performance is then measured using the same procedures that are used in the aircraft (e.g., checklists). Automated performance measurement capability is available for a few simulators, but lack of acceptance by the pilots has prohibited its use.

Airlines have usually not made public data on the validity of tests conducted in simulators. Williges, Roscoe, and Williges (Reference 75) reported results of studies conducted by Trans World Airlines (Reference 66) and American Airlines (Reference 3) which they said demonstrated that proficiency checks conducted in simulators "accurately predicted performance in the corresponding aircraft". Williges and her associates suggested that the FAA allow increased use of simulators for proficiency assessment for commercial airlines.

Given the lack of extensive research demonstrating the effectiveness of using simulators for proficiency assessment, or even for training (Reference 12), personnel (particularly pilots) involved in the use of commercial aviation simulators have developed a strong belief in the need for high physical fidelity in the design of simulators (References 12, 35). Federal Airline Regulations and other FAA documents that deal with FAA approval of simulators, set forth guidelines for assessing the physical fidelity of the simulator to its parent aircraft. Displays, controls and handling characteristics are assessed in terms of their fidelity to their counterparts on the aircraft. For example, FAA Advisory Circular AC 121-14A states that "the rate of change of simulator instrument readings and of control forces should correspond to the rate of change which would occur on the applicable aircraft under actual flight conditions for any given change
in forces applied to the controls, in the applied power, or in aircraft configurations" (Reference 49).

All individual simulators are inspected periodically to insure they are still calibrated and meet physical fidelity standards. They are given frequent check rides, just as individual aircraft are, to determine if they are mechanically fit to be "flown" for training or evaluation.

The FAA also has regulatory control over general or private aviation. It has been suggested (References 75, 49) that training devices could be used for proficiency assessment of private pilots, but currently this use is very limited. For example, FAR 61.57 allows an instrument-rated private pilot to regain his instrument flight certification by means of a flight check, "part or all of which may be conducted in an aircraft simulator or pilot ground trainer equipped for instrument flight and acceptable to the FAA" (Reference 49).

Pilot ground trainers are different from the sophisticated simulators used by the commercial airliners. They are part-task trainers that are not designed to match any specific aircraft. They simulate fewer characteristics and have less fidelity than most aviation simulators. They vary in capabilities and equipment from model to model.

Ontiveros (Reference 48) recently conducted an experiment to determine which capabilities and equipment were needed on pilot ground trainers in order to use them in specific flight tests. Although the specific aspects of this study are discussed later in this report, it is important to note that the pilot ground trainer, with certain equipment and capabilities, was effective as a part-task flight-checking device.

In summary, simulators are used for proficiency assessment and are fully accepted by commercial airlines and the FAA. In general, tests are constructed and administered in these devices as if they were aircraft. In some cases, a check in the simulator is the only test given before a pilot flies under operational conditions. It must be remembered, however, that he flies as part of a crew and that pilots are a sophisticated test population with considerable professional skills.

Air Force, Navy and Coast Guard. The Air Force and Navy mainly use aviation simulators, although there are an increasing number of devices employed in maintenance training and in non-aviation programs (e.g., ships and submarines). Major Navy (i.e., OPNAV 37-10) and Air Force (i.e., AFR 60-1) regulations concerning standards and evaluations (stan/eval) in aircraft allow restricted use of simulators for certain flight checks, but this use is subject to the prerogatives of commanders within major commands, wings, and squadrons (Reference 49). Thus, in this sense, there is little standardized usage.

The surveyed Air Force and Navy personnel emphasized that, as in commercial aviation, simulators in the military (especially in aviation) tend to be costly and sophisticated, reflecting the complexity of the parent systems. Further, interviewees emphasized that each individual simulator facility is very likely to have its own unique program of use in training.
and evaluation which varies from year to year with changes of commanders and training/evaluation philosophy. For example, the major Air Force Commands - the Tactical Air Command, Strategic Air Command, and Military Airlift Command - all have different regulations and standardization/evaluation (stan/eval) philosophies regarding evaluation and the use of simulators in evaluation. This is complicated by differences within aircraft communities, reflecting their different missions and capabilities (e.g., F-4, F-111) within a command. Furthermore, Naval personnel stated that there were differences in the use of the same simulator for a given aircraft (e.g., S-3) between east and west coast locations of the simulation facilities due to differences in missions and command stan/eval philosophies.

Adding to these reasons for variability, simulators themselves differ in capability because of: (a) complexity of design (e.g., distinctions are made between full mission rehearsal simulators with visual and motion capabilities versus training devices with lower physical fidelity); (b) sophistication and flexibility of the equipment (e.g., older analog systems versus newer digital-based designs); and (c) degradation in simulator performance due to calibration, maintenance, logistics, and personnel problems.

In response to the need to document this diverse use of simulators, as well as the need to organize the extensive research conducted by different agencies within the government and industry, the Air Force Human Resources Laboratory has recently initiated a large scale investigation called the Simulator Training Requirements and Effectiveness Study (STRES).

Several of the products of this project will be of direct use to Army research programs. To wit:

- A detailed review of the use of aviation simulators in evaluation by military and government agencies (as a small part of the total survey goal of documenting simulator use).

- Extensive cost models comparing the use of simulators and operational systems as well as construction of a worth of ownership model.

- Analysis and synthesis of data to identify factors (e.g., simulator fidelity, performance measurement features) which influence simulator effectiveness (e.g., transfer of training, user acceptance and utilization).

Since it was beyond the scope of the present effort to conduct an extensive review, a few selected Navy, Air Force and Coast Guard programs were reviewed to illustrate general trends in the use of simulators for evaluation.

Use in the Anti-submarine Warfare (ASW) Community. Recent Naval regulations have used training devices for the training and evaluation of readiness for operational air and surface ASW platforms. In the aviation community,
COMAIRASWINGONE INST-C-3500.2, the Training and Readiness Manual promulgated by the Air Wing One Command, calls for a series of ASW qualification exercises to be completed as part of the squadrons readiness training. The manual describes various scenarios and, although it does not specify which scenarios should be used in the simulators, it permits the simulators to be used for evaluation. The performance of the crew is scored as it is in the aircraft (i.e., pass-fail using subjective checklists) although personnel at the facility pointed out that it is easier to control and observe the test.

Successful completion of the scenarios run in both the simulator and aircraft are included for assessment in the squadron's monthly readiness report. Personnel at the squadron said the simulators were accepted because of their high physical fidelity and because the simulator was able to present a wide range of tactical situations which are usually prohibitively expensive or impossible to perform in the aircraft.

A different situation exists in the surface ASW community where the 14A2 ASW team trainer is used in readiness improvement programs as specified in COMNAVSURFPACINST-C-3590.1. A review (Reference 17) of this program noted that objective reliable measures were not available for use in the trainer. Furthermore, the tests conducted in the trainer were not and could not be validated because valid criteria of readiness did not exist. Thus, in actuality, the reviewers concluded that the simulator could not be used in determination of fleet readiness although it plays a major role in readiness training.

**Use in the Military Airlift Command and Tactical Air Command.** The Military Airlift Command has missions similar to the commercial airlines and thus has a simulator program that, according to some Air Force personnel, is one of the most advanced in the Air Force. The program is based on the United Airlines transition training program. The various operational wing commands have simulators that are used for skill maintenance training and, to a varying extent (depending on the aircraft, nature of the simulator, command emphasis, and unit stan/eval philosophy) evaluation.

Flight checks conducted in the simulator are informally constructed through cooperation of the training, stan/eval and operations offices in the wings, and at command headquarters. The major criterion for selection of the simulator is acceptance (of the use of the simulator to measure a given task), cost, and availability of aircraft. The scoring in the simulator is the same as in the aircraft, (i.e., subjective checklists).

The Tactical Air Command has missions (e.g., air intercept, close support) that are difficult to simulate. Tactical Air Command regulations have a provision for using simulators when aircraft can not be used because of lack of availability, weather, or other operational constraints. The simulator is not to be a primary evaluation tool (Reference 38). It is normally used in a supplementary fashion, providing preliminary checks before checks are conducted in aircraft, as opposed to replacing the use of the aircraft.

**Coast Guard.** The Coast Guard has its major aviation simulators at its Aviation Training Center in Alabama. All U. S. Coast Guard helicopter pilots
annually return to the center for one week of intensive training and evaluation in instrument and emergency procedures, which are conducted completely in the simulator (Reference 51). Upon completion of training, the pilots' instrument rating is renewed for another year.

Evaluation procedures in the Coast Guard simulators are similar to those found in other programs. The major use of evaluation is for training management (i.e., identifying weaknesses in individual pilot performance and assessing the training program itself).

Summary Comments on Current Uses of Training Devices in Evaluation Programs. There is a considerable variation of the use of simulators in evaluation and training programs by military and civilian agencies. Moreover, there are few published documentations of this use and there are no formal studies of costs or effectiveness.

Evaluations in simulators are used mainly for the purpose of training management as part of preliminary training programs, transition training programs or recurrent maintenance or readiness improvement training. Uses are also made for personnel management programs to provide data for proficiency certification.

Where simulators are used to test proficiency attainment or maintenance, tests are constructed and administered using the simulator as if it were the parent system. The decision to use the simulator for measurement is based mainly on the acceptance by all involved of the ability of the device to faithfully duplicate whole or part-task situational variances. The tremendous cost of acquiring and operating operational systems has been a factor in the acceptance of simulators for proficiency testing. Other factors cited by personnel included: (a) the unavailability of operational systems; (b) the capability of some simulators to evaluate tasks which cannot be performed in the parent system for reasons of safety (e.g., emergency procedures or the firing of missiles) or security (e.g., the operation of electronic warfare equipment); and, (c) the existence of tasks that cannot be performed in the parent system except in combat (e.g., strategic bombing missions, ASW missions).

EVALUATION IN THE ARMY

This section presents a general overview of the major Army evaluation programs in order to illustrate: (a) the types of tests used and problems with them; (b) the types of organizations, and their resources, that construct and administer tests; and, (c) the types of organizations that use test information and how they use it. It is only within the context of these Army programs and organizations that the effectiveness of tests using training devices and their costs can be determined.

The most well organized evaluation program in the Army is part of the Training and Evaluation System (Reference 61) which is the foundation of the Enlisted Personnel Management System (EPMS) (Reference 39). The first part of the section reviews this program to emphasize the role of performance.
testing in the Army within the context of a systems approach. The next part discusses the role of performance tests in the Unit Readiness Reporting System. Finally, the use of simulators in Army aviation is considered to illustrate recent changes in simulator use for evaluation.

The Army Training and Evaluation Systems and EPMS. The U. S. Army Training and Doctrine Command (TRADOC) has recently begun the implementation of a comprehensive personnel subsystem program, the EPMS, designed to improve the training, evaluation and management of enlisted personnel. The Army recognizes that the proficiency of its personnel is an important component, along with weapons capability and tactics, in the determination of combat readiness.

The basic building blocks of the EPMS are (Reference 39):

- The specification of critical job tasks and the conditions and standards for their performance. Tasks for individuals are found in Soldier's Manuals for the various Military Occupational Specialties (MOS) within the Army. Tasks for collectives (e.g., platoons, companies, battalions) are found in Army Training and Evaluation Program (ARTEP) publications for various types of units. These publications are developed by personnel within TRADOC schools and centers and within the Army Training Support Center at TRADOC.

- Performance-based, exportable training. The majority of Army training must take place in operational units. In recognition of the problems of decentralizing training from TRADOC schools and institutions (which have staffs and other resources to support their training mission) to operational battalions (which have very limited resources to support training), TRADOC has developed exportable training and evaluation programs to be used by the battalions in the field. These materials include the Soldier's Manuals and ARTEPs (which provide training and evaluation objectives), field and technical manuals and Training Extension Courses. Training devices, previously concentrated within central training institutions, are now being procured for distribution to field units.

- Skill Qualification Tests (SQTs) and ARTEPs. The SQTs measure individual performance of tasks specified in the Soldier's Manuals. ARTEP evaluations measure collective performance on the tasks specified in the ARTEPs. They are the corner stones of the EPMS system in that they drive the training and personnel management systems.
The core of the EPMS is a Training and Evaluation System. A recent articulation of this system (Reference 61) is reviewed in the next paragraphs.

Operational battalions are evaluated using ARTEPs and SQTs to provide two major outputs (see Figure 1, outputs A and B):

- to the unit (e.g., battalion) trainers to insure that any deficiencies are corrected in the ability of individuals and units to perform their assigned tasks (as defined by Soldier's Manuals and ARTEPs); and
- to the developers of the training and evaluation system to insure the training programs are providing proper and effective training and also to ascertain if the measures themselves are effective.

Figures 2 and 3 present the process by which SQTs and ARTEPs are developed and used. They also identify the agencies involved in this process and the type of information transmitted in the process. For both tests, TRADOC agencies (Training Support Center directorates, proponent schools) develop the basic tests. ARTEPS, which are more complex and less standardized, are modified by local evaluation units selected to evaluate lower level units.

In the conduct of the tests, evaluators are allocated from local or evaluation units. They summarize and transmit the collected data to:

- the chain of command
  - unit trainers
  - unit commanders
  - commanders of parent units
- TRADOC agencies
- personnel management centers.

Tables 1, 2, and 3 provide samples of the type of information which is sent to individual soldiers, companies, and battalions (Reference 23).

Unit trainers and commanders use the information to identify specific individuals and collectives who have weaknesses and to identify which tasks were not performed to the specified criteria. They can thus individualize their training programs to these specific needs. They can also use the information to identify deficiencies in their training programs.

Commanders higher in the chain of command, and their staffs, can use the information to pinpoint weaknesses in their units and provide assistance (resources, command emphasis, etc.) to the units to help correct the problems.

TRADOC agencies use the information to identify deficiencies within the training and evaluation system such as needs for improved measures, improved system definitions, or improved training programs. Proponent agencies may also identify weapon system or tactics deficiencies from the test results.
Figure 1. Context of the evaluation subsystem (Reference 61).
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Figure 2. Development of SQTs (Reference 61).
Figure 3. Development of ARTEPs (Reference 61).
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Table I

SAMPLE COPY OF AN INDIVIDUAL SOLDIER'S SQT REPORT *

<table>
<thead>
<tr>
<th>TASKS</th>
<th>NOT TAKEN/ EVALUATED</th>
<th>CURRENT SKILL LEVEL VERIFIED (MINIMUM 60%)</th>
<th>NEXT HIGHER SKILL LEVEL (MINIMUM 80%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO NO-GO</td>
<td>CERT</td>
<td>H-O</td>
<td>1</td>
</tr>
<tr>
<td>36 5</td>
<td>0 1</td>
<td>88</td>
<td></td>
</tr>
</tbody>
</table>

SOLDIER'S MANUAL REFERENCES FOR TASK NO-GO:

NOTES: / MEANS MANDATORY TASK
C MEANS CERTIFICATION COMPONENT
H MEANS HANDS-ON COMPONENT
W MEANS WRITTEN COMPONENT

* Reference 23.
Table 2

SAMPLE COPY OF A COMPANY LEVEL SQT REPORT.*

(Report for Co/Sgt Commanders)

<table>
<thead>
<tr>
<th>COMPANY LEVEL QUARTERLY SQT REPORT – PART 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOS 118 SQT 2 VERS 1 QTR 3 FY 76</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TRACK</th>
<th>NAME</th>
<th>SEN</th>
<th>S.U. GO</th>
<th>S.U. NO-GO</th>
<th>NOT TAKEN/EVALUATED</th>
<th>VERIFIED (MINIMUM 60%)</th>
<th>QUALIFIED (MINIMUM 60%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RIFLEMAN</td>
<td>BROWN JOHN H</td>
<td>251-60-1111</td>
<td>32</td>
<td>15</td>
<td>3</td>
<td>68</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>CHADWICK WILLIAM J</td>
<td>426-62-2111</td>
<td>10</td>
<td>5</td>
<td>10</td>
<td>97</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>DOLE CHARLES B</td>
<td>521-62-2121</td>
<td>74</td>
<td>23</td>
<td>3</td>
<td>51</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>EDGAR WILLIAM P</td>
<td>530-62-2134</td>
<td>36</td>
<td>5</td>
<td>9</td>
<td>86</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>FARRIS JAMES N</td>
<td>533-62-2136</td>
<td>30</td>
<td>17</td>
<td>3</td>
<td>64</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>JONES WILLIAM F</td>
<td>531-62-2131</td>
<td>7</td>
<td>13</td>
<td>14</td>
<td>82</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>MILLER JIM</td>
<td>563-61-6336</td>
<td>32</td>
<td>15</td>
<td>3</td>
<td>68</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>SMITH JAMES W</td>
<td>558-61-2176</td>
<td>21</td>
<td>10</td>
<td>5</td>
<td>67</td>
<td>X</td>
</tr>
<tr>
<td>GRENADIER</td>
<td>ADAMS HENRY T</td>
<td>211-73-7343</td>
<td>42</td>
<td>3</td>
<td>2</td>
<td>90</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>BOYD MARY MARK</td>
<td>263-63-6123</td>
<td>24</td>
<td>26</td>
<td>0</td>
<td>48</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>CLARK MONTE</td>
<td>331-67-9210</td>
<td>12</td>
<td>33</td>
<td>5</td>
<td>27</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>DILLER ROBERT N</td>
<td>774-56-8332</td>
<td>46</td>
<td>4</td>
<td>0</td>
<td>90</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>EVERS JAMES L</td>
<td>533-66-0742</td>
<td>20</td>
<td>25</td>
<td>5</td>
<td>44</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>FRANKS WILLIAM T</td>
<td>311-31-3111</td>
<td>30</td>
<td>17</td>
<td>3</td>
<td>64</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>HAMM FRANK F</td>
<td>262-61-0329</td>
<td>17</td>
<td>26</td>
<td>3</td>
<td>56</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>JOHN FRANK F</td>
<td>262-61-0329</td>
<td>17</td>
<td>30</td>
<td>5</td>
<td>38</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>JONES ROBERT W</td>
<td>200-24-6742</td>
<td>21</td>
<td>26</td>
<td>5</td>
<td>47</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>LAMB ROBERT W</td>
<td>559-41-6210</td>
<td>23</td>
<td>22</td>
<td>3</td>
<td>53</td>
<td>X</td>
</tr>
</tbody>
</table>

UNIT SUMMARY

<table>
<thead>
<tr>
<th>NO INDIV TESTED</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERCENT ACHIEVED</td>
<td></td>
</tr>
<tr>
<td>VERIFICATION</td>
<td></td>
</tr>
<tr>
<td>QUALIFICATION</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>40</td>
</tr>
</tbody>
</table>

(Report for Co/Sgt Commanders)

<table>
<thead>
<tr>
<th>COMPANY LEVEL QUARTERLY SQT REPORT – PART 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOS 118 SQT 2 VERS 1 QTR 3 FY 76</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TASK NUMBER</th>
<th>TRACK</th>
<th>SQU COMPONENT</th>
<th>MANDATORY TASK</th>
<th>TOTAL NUMBER TESTED</th>
<th>TOTAL GO</th>
<th>TOTAL NO-GO</th>
<th>TOTAL NOT TAKEN/EVALUATED</th>
</tr>
</thead>
<tbody>
<tr>
<td>071-118-0001</td>
<td>N</td>
<td>H</td>
<td>9</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>071-118-0025</td>
<td>N</td>
<td>H</td>
<td>9</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>071-118-0001</td>
<td>W</td>
<td>H</td>
<td>11</td>
<td>3</td>
<td>8</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>071-118-2201</td>
<td>W</td>
<td>H</td>
<td>11</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

* Reference 23.
Table 3
SAMPLE COPY OF A BATTALION LEVEL SQT REPORT.*

<table>
<thead>
<tr>
<th>UNIT</th>
<th>TRACK</th>
<th>TOTAL TESTED</th>
<th>NUMBER VERIFIED (MINIMUM 60%)</th>
<th>PERCENT VERIFIED</th>
<th>NUMBER QUALIFIED (MINIMUM 80%)</th>
<th>PERCENT QUALIFIED</th>
</tr>
</thead>
<tbody>
<tr>
<td>A CO</td>
<td>RIFLEMAN</td>
<td>50</td>
<td>20</td>
<td>40</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>GRENADIER</td>
<td>61</td>
<td>23</td>
<td>41</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>MACHINE GUNNER</td>
<td>20</td>
<td>10</td>
<td>50</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td><strong>UNIT TOTAL</strong></td>
<td><strong>131</strong></td>
<td><strong>53</strong></td>
<td><strong>42</strong></td>
<td><strong>21</strong></td>
<td><strong>16</strong></td>
</tr>
<tr>
<td>B CO</td>
<td>RIFLEMAN</td>
<td>43</td>
<td>17</td>
<td>39</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>GRENADIER</td>
<td>50</td>
<td>19</td>
<td>38</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>MACHINE GUNNER</td>
<td>47</td>
<td>20</td>
<td>42</td>
<td>7</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td><strong>UNIT TOTAL</strong></td>
<td><strong>140</strong></td>
<td><strong>56</strong></td>
<td><strong>40</strong></td>
<td><strong>19</strong></td>
<td><strong>14</strong></td>
</tr>
<tr>
<td></td>
<td><strong>TEST TOTAL</strong></td>
<td><strong>400</strong></td>
<td><strong>164</strong></td>
<td><strong>41</strong></td>
<td><strong>64</strong></td>
<td><strong>16</strong></td>
</tr>
<tr>
<td></td>
<td><strong>OVERALL TOTAL</strong></td>
<td><strong>500</strong></td>
<td><strong>200</strong></td>
<td><strong>40</strong></td>
<td><strong>75</strong></td>
<td><strong>15</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TASK NUMBER</th>
<th>COMPONENT</th>
<th>UNIT</th>
<th>PERCENTAGE (MISSED RATE EQUAL TO OR GREATER THAN 25 PERCENT)</th>
<th>TOTAL NUMBER TESTED</th>
</tr>
</thead>
<tbody>
<tr>
<td>071-118-0013</td>
<td>W</td>
<td>MBC</td>
<td>70</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>60</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>30</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>25</td>
<td>70</td>
</tr>
<tr>
<td>071-118-0027</td>
<td>H</td>
<td>B</td>
<td>40</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MBC</td>
<td>30</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>28</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>25</td>
<td>70</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TASK NUMBER</th>
<th>COMPONENT</th>
<th>UNIT</th>
<th>PERCENTAGE (MISSED RATE EQUAL TO OR GREATER THAN 40 PERCENT)</th>
<th>TOTAL NUMBER TESTED</th>
</tr>
</thead>
<tbody>
<tr>
<td>071-118-0001</td>
<td>H</td>
<td>C</td>
<td>55</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>55</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>60</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D</td>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td>071-118-0002</td>
<td>H</td>
<td>A</td>
<td>30</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>60</td>
<td>40</td>
</tr>
</tbody>
</table>

* Reference 23.
Personnel management agencies use the SQT results as a partial basis for placement, promotion and other personnel decisions.

The SQT/ARTEP evaluations are considered as "external" tests because they are developed outside of the battalion and their results can be used outside of the unit. Because SQT/ARTEPs can only be conducted at infrequent intervals (e.g., 2 years), the training and evaluation system calls for more frequent "internal" tests to be constructed, administered, and used within the battalion (References 23, 61).

TRADOC PAM 350-X (Reference 23) calls for mini-SQTs to be conducted within the units to aid unit trainers and commanders with their training mission. The results of these tests will eventually be kept in job books that list each individual's proficiency by task.

The Unit Readiness Report. Another major system that guides the evaluation process in operational units is the Unit Readiness Report. Authorizations and procedures for establishing a unit readiness measurement and reporting system are contained in AR 220-1 (Reference 24). The system attempts to provide uniform readiness standards and reporting procedures to assure accurate reporting of combat readiness data to the U. S. Army Forces Command (FORSCOM) commanders.

This section provides a brief overview of the system to provide an additional example of how performance tests are used in operational units. It will also review the severe limitations with these tests and the inherent deficiencies in the reporting system itself.

According to AR 220-1, the unit commander has to employ the readiness reporting system to assess the overall readiness of his unit. This is accomplished by assignment of a overall readiness condition (REDCON) code that best describes his unit's ability to accomplish its assigned mission. Table 4 contains a definition of the combat readiness rating codes.

The overall readiness code is based on ratings, using the same basic code, of the three readiness components people, training status and material. These ratings are based on statistical factors (e.g., personnel strength and equipment inventory relative to the authorized levels) and judgmental factors (e.g., training status, morale, leadership).

It is in the rating of training status that the commander is supposed to weigh various factors (undefined in AR 220-1) and then describe the proficiency of his troops. Col. Irving Heymont (Reference 34) has recently reviewed this process and, in agreement with other experts, found the process extremely deficient.

To begin with, readiness objectives as expressed in the Unit Readiness Reporting System (or elsewhere) are now too broadly defined to enable a commander to judge the readiness of his troops or make decisions on how to allocate resources to improve readiness training.
<table>
<thead>
<tr>
<th>Code</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>REDCON 1 (C-1)</td>
<td>Fully ready (C-1). A unit fully capable of performing the mission for which it is organized or designed. Units may be deployed to a combat theater immediately.</td>
</tr>
<tr>
<td>REDCON 2 (C-2)</td>
<td>Substantially ready (C-2). A unit has minor deficiencies which limit its capability to accomplish the mission for which it is organized or designed. Units may be deployed to a combat theater immediately.</td>
</tr>
<tr>
<td>REDCON 3 (C-3)</td>
<td>Marginally ready (C-3). A unit has major deficiencies of such magnitude as to limit severely its capability to accomplish the mission for which it is organized or designed. Units will require a period of intensive preparation before combat deployment/employment except under conditions of grave emergency.</td>
</tr>
<tr>
<td>REDCON 4 (C-4)</td>
<td>Not ready (C-4). A unit not capable of performing the mission for which it is organized or designed. Units will require extensive upgrading prior to combat deployment.</td>
</tr>
</tbody>
</table>

* Reference 24.
or improve the current processes of evaluation. Heymont quotes a recent U. S. Army War College study of the Unit Readiness Reporting System which concluded that the measure of training readiness is valueless because of unrealistic assumptions underlying the process and the lack of objective standards for making the estimates. It recommended a consideration of the elimination of the present procedure because it gives a false picture and "those involved in the reporting system know that actual proficiency is far less than reported."

The lack of objective standards for making assessments of proficiency can be traced to the nature of internal training and evaluation programs within operational units. AR 350-1 states that authority and responsibility for training and evaluation be delegated to the lowest command element, usually battalion level, which has the ability to perform the mission. These units have access to exportable training and evaluation material from major TRADOC commands, but must set up their own programs. Their commanders and trainers develop their own goals in achieving specific levels of proficiency and in measuring this proficiency.

This independence has resulted in a large difference in the variety of tests conducted in separate units and diversity in standards of performance for these tests (Reference 54). There are a number of tests conducted that are constructed from different published references (Training Circulars, Soldier's Manuals, weapon qualification courses, etc.). For example, a review (Reference 54) of marksmanship tests found there were a number of tests conducted within and between units, but there was little or no correlation among the various criteria or standards used in the tests. In addition to their inconsistency, the tests were not criterion-referenced or combat-referenced. Studies of antitank gunnery tests (Reference 34, 63) report similar findings.

As a partial solution to these problems, Heymont (Reference 63) recommended that ARTEPs, modified to correct certain deficiencies, be used to objectify and standardize readiness determination procedures. Hayes and Wallis (Reference 33) and others (Reference 5) have discussed the problems of using ARTEPs in this manner. The major deficiencies within ARTEPs are that they are presently not standardized, objective tests. They are not specific in defining tasks and conditions for evaluations. The standards of performance stated in ARTEPs are often inaccurate, too general and vague.

Hayes and Wallis believed it would be impossible to use current ARTEPs to measure "readiness" because it is impossible to define the relation of ARTEPs to combat readiness. It is also difficult to assess the contribution of uncontrolled factors (e.g., turnover, conflicting mission demands during the ARTEP) to test performance. If the unit has extenuating circumstances that inhibit their effective performance on an ARTEP, the ARTEP would be an unfair measure of their readiness.
Another objection to using ARTEPs (and SQTs) for measuring readiness is that the tests are supposed to provide feedback to correct deficiencies within individuals, collectives, and training programs. It is suspected that the attachment of a formal unit evaluation status to these tests will hinder the usefulness of these tests as part of the training program. The emphasis will be on passing tests, rather than discovering and correcting deficiencies.

In summary, the readiness reporting system itself is deficient and the tests used by commanders to make their judgments appear to be deficient in terms of specifying readiness levels. It is interesting to note that commanders do not have to report the method by which they evaluate training REDCON status. In fact, there is no mention of the word "evaluation" as an input to readiness anywhere in AR 220-1.

Army Aviation. Because of its unique status, evaluation using aviation simulators in the Army needs to be separately discussed. The Army is currently procuring simulators to be located near operational helicopter units at Fort Bragg and Fort Riley.

A recent revision of Army regulations gave these units permission to use these devices for annual instrument checks, but this use is subject to the prerogatives of the local commanders and evaluators. These devices and evaluation programs are still too new to be described since the units are just beginning to implement them.
ISSUES TO BE CONSIDERED IN THE EVALUATION OF THE PROFICIENCY ASSESSMENT CAPABILITIES OF ARMY TRAINING DEVICES

The problems of determining how to employ training devices for proficiency testing are a subset of the more global problems of measurement system development, job proficiency testing, and training device design. The literature in these areas contain analyses of a number of generic issues which impact on the specific problems of assessing training device proficiency capabilities.

This section presents a review of some of the issues involved in the evaluation of the proficiency assessment capabilities of training devices. Since it is useful to consider these issues in the context of larger measurement development problems, a general model of suggested decision processes in measurement system development was used as a framework to organize information obtained from diverse areas of the literature. Since the model serves to structure the review, the overview of the model in the next section serves as an outline of the remainder of this section as well as a brief summary of general measurement development procedures.

Overview of the Model. Figure 4 presents a model of the decision processes involved in measurement development which is based on models proposed by Muckler (Reference 44) and also by Vreuls and Wooldridge (Reference 70).

The model presents four steps in measurement development: (a) information needs analysis; (b) initial measurement analysis; (c) pilot testing and selection of final measure sets; and (d) measurement system effectiveness testing.

The information needs analysis is an essential first step in measurement system development. It is the derivation of general statements describing what information is needed by what user for what purposes. For example, is diagnostic information needed, or status information, or systems effectiveness impact information? Is the user a company training manager, a defense system readiness analyst, or a resource manager? Is the purpose to design a training program, to plan training schedules, or to assess operational readiness to meet a threat? This stage provides the basis for utility vs. cost evaluations and drives the measurement system design process.

Initial measurement analysis covers the decisions made after evaluation objectives have been derived and prior to the actual construction of the measurement system(s). The output of the information needs analysis answers the basic question "What is it we want to know", while the output of the initial measurement...
Figure 4. Flow of decision processes in measurement development
analysis answers the questions:

- What is it you want to measure?
- How and within what context will you measure it (e.g., as a part of SQT, ARTEP, or through use of training devices)?
- How will the measurement system (e.g., the actual equipment and personnel that collect, reduce, analyze, and describe the measures) be designed? This includes the decision of whether training devices or operational systems will be used.
- How will the overall test program be designed?
- What further information do you need from empirical investigations to help you answer the above questions and how will you obtain this information?

Many researchers (References 44,70) in the field of performance measurement and proficiency testing (Reference 27) believe that analytically-derived information is insufficient for measurement development and that empirical validation testing is necessary. Pilot testing or feasibility testing is used to provide this empirical information. During this stage, the measurement system (or systems, if a comparison is to be made between two or more assessment tools) is used to collect data on a limited sample. The same criteria that were sought in initial measurement analysis (e.g., utility, validity, reliability) are considered here except that data is collected measuring aspects of the actual use of the measurement system.

The final stage, measurement system effectiveness testing or product testing is employed to determine whether the measures obtained actually were of use to the personnel who use test information (Reference 70). This process is actually a part of larger evaluations which examine the effectiveness of training programs, readiness determination procedures and personnel management programs. The basic question asked here is "were these programs any better because of use of performance tests (in this case, especially in training devices) or improvements in performance measurements"?

It must be noted that this model is presented as a device to structure the following discussion. In reality, these hypothetical stages are merged, omitted or mixed depending on the specific situation in which measures are developed.

Information Needs Analysis. There are at least two issues related to the information needs analysis: (1) As noted earlier, the measurement systems of training devices are often poorly and
inadequately designed; a reason for this is the failure to perform an adequate information needs analysis; and (2) the current overall evaluation systems mechanisms may require further development in order to get the information from a training device measurement system to the proper users. With regard to the first issue, a complete information needs analysis is rarely, if ever, performed during training device development. There are numerous decision-makers who use, or could use, information from proficiency tests conducted with training devices in operational units (e.g., units, trainers, commanders concerned with troop and unit readiness, personnel managers, training system managers at higher levels of command and at TRADOC or proponent schools and centers, and researchers concerned with human performance, man-machine system performance, and tactics development). The information needs analysis section will discuss who needs what type of information from performance tests. It is only from within the context of these programs that the objectives of evaluation can be stated, that decisions regarding the design of the training device measurement system and overall evaluation system can be made, and that the ultimate determination of effectiveness can be made.

With regard to the second issue, the problem is that the current evaluation systems, the Army training and evaluation system and the unit readiness program, are usually not designed to accept performance data from training devices. This is primarily because the more complex training devices are relative newcomers to the unit environment and their potential for training and operational readiness assessments have not yet been generally recognized. The impact of this issue is that the information needs analysis should impact on overall evaluation system design as well as on design of the device measurement system.

Initial Measurement Analysis. Given the requirements from the information needs analysis, the next step is to decide:

- What is it you want to measure and how can you best measure it?
- How will the training device measurement system be constructed?
- How will the design and use of the device measurement system be integrated with the design of the total evaluation program?

This stage of analysis is relevant to the present investigation in that the definition of the possible measurement sets drive the selection and design of assessment tools. The tools can include at least SQTs, mini-SQTs, ARTEPs and unit training devices. The question is, What needed information can be provided by each of these tools in a cost effective way? The analyses in this stage are extremely important in the design of performance measurement packages for training devices (References 4, 20, 60).
Often, if this stage is underemphasized, training devices are poorly designed for performance measurement. For example, they may have little or no capability to measure performance because incorrect assumptions were made during initial measurement analysis concerning the ease with which measures could be obtained (Reference 4). Conversely, designers may utilize the "baseball statisticians" approach in which automated instrumentation provides an abundance of information that cannot be cataloged, stored, retrieved, or used (Reference 25).

It must be noted that the following discussion of issues related to initial measurement analysis is based on a systematic approach to measurement development. In operational situations, these procedures may be merged, omitted or underemphasized. However, the formal procedures provide a useful structure to organize and conceptualize the decision and procedures which are inherent in measurement development. It is felt that informal, unsystematic procedures are simply degraded modifications of the formal procedures and that the following discussion is useful regardless of the formality of the employed procedures.

What to Measure and How to Measure It. Major texts on performance testing (References 27, 29, 50, 64, 69) all emphasize that one of the weakest links in the construction of performance tests is the a priori definition of behavior to be measured. The Instructional Systems Development Model, (ISD), commonly used throughout the military provides a framework for the definition of measurement requirements (References 4, 6, 10, 20, 32, 60, 65).

The basic procedures of ISD are designed to aid developers of training and evaluation programs focus on important behaviors in a given system. One of the end products of these procedures should be the design of adequate performance measurement capabilities within training devices and other assessment tools (including the operational system). There are, however, inherent weaknesses in the translation of training and evaluation requirements into design specifications. The reasons for these weaknesses include:

- The requirements are not specified in terms which can be correlated with engineering options in device design. The device designers find it difficult to formulate these requirements into design criteria which can be traded-off against other criteria (e.g., cost, space).

- The procedures are usually done too late to impact on the design process or the results simply never reach the designers.
Training specialists have insufficient data bases and technologies to aid them in producing specifications. For example, Blanchard (Reference 9) recently conducted a survey to determine the perceived utility of human performance data sources and concluded they were only of limited usefulness to personnel attempting to measure complex, operational performance.

There have been several efforts (References 10, 20, 32, 58, 65) to correct these problems through the development of supplemental procedures specifically configured to aid in training device design (including the development of performance measurement packages).

The human performance measurement literature, both basic (References 2, 14, 16) and applied (References 70, 76) notes the problems of analytically selecting measure sets. The "criterion problem" is perhaps the most fundamental and difficult problem in measurement. In his review of a conference devoted to discussing research of complex performance, Chiles (Reference 14) stated that the problem was still not solved and there seemed to be no theoretical or empirical base for its solution. In a more recent review, Alluisi (Reference 2) concluded essentially the same thing. The problems include disagreement among subject matter experts on the appropriate behavior for a given situation and the difficulty of measuring performance in safe situations when the actual performance of interest takes place in dangerous environments (e.g., combat). If criteria for performance in operational systems is difficult to specify, then it is also difficult to identify criteria for other assessment tools such as training devices.

Given the limitations just cited, it is still possible to go about the job of deciding what should be measured and how it should be measured. Most of the cited references contain descriptions of how to accomplish the job, albeit imperfectly. For example, Glaser and Klaus (Reference 29) and Sweezy and Pearlstein (Reference 64) give task analytic and content validation procedures for defining measures. Training device design guides (References 58, 59) also contain steps for defining performance measurements. There have also been many measurement analyses actually performed on operational systems, and/or on their associated training devices (References 41, 45, 46, 47, 71, 72, 73, 77).

It is impossible to select, a priori, a measurement analyses procedure that would be appropriate for the present investigation. The decision would depend on the operational system selected, the nature of its associated training device, the existing task analyses available for use, and the experience of the personnel involved in the analysis. Specialists in this area emphasize the subjective nature of these analyses and the requirements for expertise on the part of the personnel applying them (Reference 70).
Further research is needed in the general area of criterion specification particularly for complex, multi-mission operations that typify Army combat activities. In particular, methods are needed to guide the selection of mission essential tasks and the extraction from task analytic data of required performance standards. Given this methodology, the expression of job-relevant proficiency assessment criteria (conditions and standards) can be generated to structure the measurements required from operational equipment or training devices.

Another issue related to the questions of what to measure and how to measure it is the utility of the information obtained and the cost of obtaining it. Reflecting on the link between the initial information needs analysis and the subsequent evaluation of the utility of the information, Edwards (Reference 25) has suggested four basic questions which need to be answered and are largely answerable analytically from the initial analysis:

- Whose utility? The persons or organizations need to be identified who are making decisions and whose utilities need to be maximized.

- Utility for what purpose? What are the decisions that require the information? In most cases, those involve management-level allocation of resources to competing programs, groups or individuals.

- What are the values of the possible outcomes of the decisions? What are the stakes? What happens if allocations are not properly made? Test costs must be compared with valuation of outcomes not just available test budgets.

- What categories of information can actually help the decision-maker? Given the strategy of the decision-maker, the constraints on his decision, and the cost of obtaining the information, does the benefit of certain information outweigh its cost?

The cost of obtaining the information can be expected to vary as a function of the selection and design of the measurement tools (for example, How much in the way of tactics should the device be capable of simulating to provide desired evaluation information?) The problems in developing a cost model are discussed in a later section.

Development of Performance Measurement Capabilities of Training Devices. Once a determination has been made concerning measurement requirements and measurement techniques the next step is to design the performance measurement system.
There are no completely comprehensive procedures or systematic theoretical structures for the design of training devices (Reference 58). Most reviews of design problems (References 35, 53) discuss the salient issues that training device developers confront. Many of these issues also impact on the development of the proficiency assessment capabilities for training devices. Salient issues include: (a) the determination of fidelity requirements for testing; (b) acceptance of devices as test tools; (c) the development of automated or semi-automated instrumentation for performance measurement; (d) determination of device costs; and (e) problems in the design of overall training and evaluation programs which use training devices.

The rest of this section is devoted to the review of these design issues. The emphasis of the review is on the identification of potential variables that will have to be included in future research assessing training device proficiency testing capabilities.

**Determination of Fidelity Requirements.** To be able to decide on the fidelity of stimuli and responses which are needed in a given test, test developers must analytically compare the expected effects on performance of each deviation from high fidelity - as done in SQT development (Reference 69) - based on their own experience and knowledge in existing data bases.

The process of analytically determining fidelity requirements is part of the task-analytical procedures discussed in an earlier section. As with the rest of the task-analytical procedures, there is an insufficient data base on which to make these judgments. Given the need to determine fidelity requirements for the use of devices for proficiency testing, there are two areas of research that may provide guidance: research evaluating fidelity requirements for test design, and those investigations concerned with fidelity requirements necessary for training device training effectiveness.

Reviewers (References 18, 27) of the literature on fidelity requirements for test design have noted that little research has been done on this topic and thus the literature provides little or no guidance for specific design requirements.

The literature assessing fidelity requirements for training devices for training purposes is far more extensive (References 8, 68). Many reviewers (References 35, 52, 75), however, have concluded that major questions concerning fidelity requirements are still unanswered. For example, most of this research has concentrated on fidelity requirements for motion, extra cockpit visual cues and cockpit configurations in aviation simulation. These are all major sources of expense in training device procurement and it would be beneficial to reduce their fidelity if high fidelity is not needed. Unfortunately, the literature contains little specific guidance for designers. This research is plagued with problems including (Reference 75):
• lack of generalizability from oversimplified laboratory experiments;
• inadequate measurement techniques to assess performance in the training device (an interesting point relative to the present report); and
• an abundance of unresearched, uncontrolled factors which confound results.

Major research efforts are underway to develop data bases to clarify fidelity requirements necessary for training effectiveness. These include programs by the Air Force Human Resources Laboratory which will in part attempt to define fidelity requirements by starting with high fidelity and gradually decreasing fidelity along several stimulus and response dimensions while assessing training effectiveness.

Crawford and Beck (Reference 18) suggest using this systematic approach for determining fidelity requirements for proficiency testing. Performance on a device could be assessed at various levels of device fidelity (varying on several different stimulus and response dimensions) in terms of its correlation with performance on the parent system.

In summary, it is highly probable that fidelity requirements will need to be assessed in an experiment on the use of training devices for proficiency testing. Again, the literature provides little guidance for determining which stimulus and response dimensions are critical to simulate (which is why operational personnel and training device design engineers opt for high physical fidelity in all dimensions that are technically possible to obtain).

Possible Incompatibility of Fidelity Requirements for Training and Proficiency Assessment. Another problem in the determination of fidelity requirements is the possible incompatibility of fidelity requirements for training and proficiency assessment. The total value of a given training device design must be considered as a sum of its value for different uses: training, proficiency assessment, selection testing, and research (Reference 35). It is possible, however, that fidelity requirements may have some degree of incompatibility for these different uses. Gagne (Reference 28) who was one of the first researchers to suggest the use of training devices as assessment tools, warned of possible conflict between fidelity and other design requirements for training devices versus those requirements for job proficiency assessment tools.
There are many device design features which exist to optimize its training functions (e.g., simplification of tasks, part-task trainers, feedback to guide students). These features may result in training devices which optimize the learning process for naive students, but are ineffective test tools for assessing experienced job incumbents.

Many researchers (References 35, 53) believe that a possible result of the accumulation of training device research will be a greater emphasis on part-task and lower-fidelity trainers that provide more cost-effectiveness means of facilitating learning than high fidelity simulators. Again, it is possible, that these devices may not prove useful for proficiency assessment.

In summary, fidelity and other design requirements for a given device are a function of tradeoffs between requirements for its different uses. It is possible for device to be cost-effective for training purposes and valueless for proficiency assessment. Conversely, high physical fidelity, which may be necessary for proficiency assessment, may reduce training effectiveness.

**Fidelity and Acceptance.** As indicated by the review of the use of training devices for proficiency assessment by other agencies, a major determinant is acceptance of a given device by examiners and examinees. One of the major criteria determining this acceptance is their perception of the physical fidelity of the device to the parent system.

There are several reasons for user emphasis on high fidelity. In the absence of research demonstrating the effectiveness of lower-fidelity devices for assessing proficiency, users and design engineers opt for maximum fidelity as a hedge against uncertainty. Fidelity of simulation can also serve as a motivational variable (Reference 35). Since examinees respond to tests in terms of their perceived fairness (Reference 6), it is possible that high fidelity helps to convince the examinee that a test on a device is fair. Another reason is that physical fidelity requirements can be specified in the same engineering terms that are used to specify operational system specifications. The FAA regulations and military (USAF and USN) specifications governing the approval of simulators for proficiency assessment give very detailed procedures for assessing fidelity. There are currently no routinely-applied procedures for specifying any other type of requirements. Thus, fidelity is used because it can be used.
Mackie (Reference 43) has studied factors, including fidelity, that influence acceptance of training devices in terms of their use for training. He showed that acceptance was a function of a complex interaction of fidelity of simulation and many other variables, including characteristics of users and characteristics of instruction. Similar work needs to be pursued within the context of acceptance of devices for use in proficiency assessment.

Acceptance can be viewed as a determinant of the utility of test information. The use of test information depends on the value placed on that information and that value is, in part, a function of the acceptance of the test vehicle (Reference 56). It may be that user ratings of acceptance of a use of a given device for a selected test will be a salient, if not dominant, indicator of test effectiveness.

It is interesting to note that Mackie (Reference 43) and others (Reference 35) believe that acceptance of a given device can be modified through proper program management and utilization of techniques to encourage acceptance of innovation (e.g., training device advocates). Additionally, personnel, involved in the use of Naval aviation ASW trainers, attributed the acceptance of that device to greater fidelity than the operational system when it came to simulating certain complex tactical scenarios.

Instrumentation for Data Collection. Once decisions have been made about the fidelity of a training device, the next major problem is constructing the instrumentation and procedures for collecting, reducing, analyzing, and displaying data. The following section discusses factors which need to be considered in the design of instrumentation and procedures for the collection of data. It emphasizes the relative advantages and disadvantages of developing instrumentation and procedures for use in training devices, versus their use in operational systems. Topics covered include: (a) sources of unreliability in data collection, (b) displays and other features that can be used to aid in data collection, and (c) engineering problems in the design of instrumentation.

There are several major sources of unreliability that can be attributed to deficiencies in data collection procedures. Variability in observer judgments complicates using manual data collection procedures while variability in test equipment can confound automated data collection.

There has been extensive work on improving the reliability of observer ratings (Reference 51) and it is possible, given certain conditions that these ratings can be objective, reliable, and valid (Reference 70). Reliable judgments can be obtained if: (a) observers have no distraction during data collection due to concern for personnel
safety (given dangerous equipment) or other work loads (e.g., operating equipment); (b) all observers have agreed on standards and conditions for performance and have objective check lists to structure and record behavior; (c) it is physically possible for them to observe the behavior; and (d) the observers are well-trained and know how to rate the full range of possible behaviors.

In many operational conditions, especially in the military, these requirements can not be satisfied in operational systems or in training devices (References 70, 75). Often objective checklists (if they are developed) that work well in research are not as effective in routine use because of the lack of training for the examiners. Additionally, observers frequently do not have access to behavior. For example, the training devices for the Dragon antitank missile has no external monitoring capability for examiners to use (Reference 62). In operational systems, there is frequently no location to safely position an observer during operation of the equipment.

There are many other factors that contribute to the unreliability of observers. The observers may vary in motivation, experience and attitudes. There are also several other well-known biases in raters (e.g., halo effect) which require consideration during the development of data collection procedures (Reference 64).

In conclusion of these points, the degree of reliability of data collection can limit the usefulness of tests conducted in training devices or operational systems. Observers, who are used at present in both operational systems and training devices, have limitations in their ability to reliably perform their collective tasks. Work is progressing on the development of automated and semi-automated instrumentation for data collection, reduction, analysis and display in both operational systems (References 41, 70, 73) and training devices. Training devices seem to have some distinct advantages over operational systems in terms of: (a) the relative features available to aid examiners during testing and (b) the ease of physically attaching instrumentation to devices.

Training researchers (References 4, 36) have suggested that the instructor's tasks be analyzed so that special functions can be designed to aid him in his training duties. Crawford and Beck (Reference 18) have suggested that many of these special instructional features may be of use for proficiency assessment. For example, automated performance monitoring, originally developed for training and research functions (Reference 41) is obviously a benefit for proficiency assessment.

Other features include: automated sequencing of tasks of scenario construction (Reference 52), knowledge-based computer systems (Reference 18), and computer-based instructional systems (Reference 18). These features reduce the examiners work load by automatically setting up problems, individualizing test procedures, re-initializing system operations, and collecting, reducing, analyzing and/or displaying data.
Whereas many old test equipment and training devices had simple repeater instruments for examiner/instructors to use, new display techniques have increased the instructor's ability to analyze performance in real-time or non-real-time (e.g., hold for later reduction and analysis). In addition to timers, counters, and X-Y plotters, many devices have sophisticated displays and hard copy printouts of analyzed data (Reference 52).

These new features are not without problems. For example, personnel connected with certain aviation simulators in Naval and Air Force units are unable to use automated performance measurement capabilities or display capabilities because:

- no one understood how the numbers were generated or what they meant;
- the volume of hard copy output associated with each student's performance was excessive (Reference 55); or
- instructors simply did not know the capabilities of the device.

Charles (Reference 13) documented additional problems with displays and other features designed to aid instructors. The instructors' consoles were poorly designed from a human factors viewpoint and often presented too much information for the instructor to use.

Automation or semi-automation of data collection may still not solve the reliability problem. Automatic systems require special maintenance programs and operating procedures to insure calibration and correct operation of the equipment (Reference 70). A common reason for lack of use of performance test equipment is that it is misaligned, needs other forms of maintenance, or simply does not work (Reference 4).

If the system is to be attached to operational systems performing in operational environments, then the designer must be concerned with weight, size, packaging, power, heat, vibration and noise requirements (Reference 70). There have been several excellent studies (References 45, 46, 47) that discuss the numerous problems of instrumenting operational systems.

Training devices usually provide better possibilities for attaching measurement systems, but most have not been designed to include measurement systems (References 4, 70). Problems include lack of adequate documentation of the training device's mechanical and electrical processes, timing problems, A/D or D/A conversion discontinuities and limited resources to handle additional computational demands. In summary, it is difficult to fit measurement systems to operational equipment and it is also difficult to retrofit measurement systems to training systems which did not have them originally.
Cost Models. Cost is a salient factor in the construction of tests and also in design of training devices. However, there is a paucity of published documentation on cost models for these decisions.

The only formal attempt to integrate costs of evaluation programs was a part of a comparison between various options for implementing Reserve Component ARTEPs (Reference 5). Cost data was collected for the following elements:

- Personnel required for evaluation,
- Travel required,
- Per Diem,
- Petroleum, Oil, and Lubricants (POL),
- Maintenance (repair parts), and
- Ammunition.

These data were reported for:

- Planning evaluation headquarters,
- Evaluator/controller group,
- Support personnel such as range personnel,
- Aggressor personnel,
- Evaluated unit, and
- Attached and supporting units.

Although this list is not long, it begins to illustrate the complexity of constructing a cost model for evaluation programs such as ARTEPs. In terms of sheer mass of data, summarization of the cost information for this study filled a 150 page appendix.

Cost models for training devices (Reference 37) or instructional delivery systems (Reference 10) provide costs for device ownership and indirectly, costs that would be incurred during use of devices for evaluation. Appendix B presents an example of candidate cost elements for both simulators and aircraft which have been proposed for use in models to compare relative training costs.
There are only a few cost models for training devices because of the difficulty of collecting cost data and constructing models. For example, it is difficult to get various elements of cost from discrete sources. Acquisition costs, maintenance costs, operating costs, and other elements are maintained by several different agencies. Accounting systems within each of these agencies differ and it may be difficult to isolate and abstract needed cost information.

Given availability of cost data, cost models are not easy to construct. For example, variance in assumptions made concerning cost tactics, down time, or availability of equipment and personnel can drastically alter obtained cost figures. This problem is further complicated by the problem of non-dollar costs.

Jolly and Caro (Reference 37) stated that non-dollar costs (e.g., safety), may be more important in the determination of the relative merits of training devices than dollar costs. Consideration of diversion of limited unit resources (e.g., time, personnel, facilities, equipment) for the construction, administration, and use of tests is also of great importance. For example, the time necessary for preplanning for performance tests may divert unit personnel from their normal activities and disrupt unit training or operational missions.

Cost models of training devices are an important developmental issue in any future attempt to assess the utility of training devices in proficiency assessment. A coequal concern is the development of cost models for information systems of which the training devices or simulators may become parts. The literature reviewed revealed no such models. If it can be assumed that the training device used for proficiency assessment is a direct substitute for operational equipment and therefore has no incremental or decremental impact on the information system in which it is embedded, the lack of such a cost model may not be important. However, because training devices have the capability of providing different evaluation data and thus altering the existing information system, the assumption of no impact must be questioned, at least initially. Cost models for information systems must thus be defined at least to the extent that basic variables are identified so that the potential for impact can be assessed.

Program Design. Angell (Reference 4) in his survey of the use of performance measurement in training devices found that performance tests were often not used or not used effectively because of poor program design. For example, performance testing is obviously dependent on the continued accurate performance of test equipment. Often maintenance and logistics planning which should be part of test program planning is underemphasized and equipment cannot be used because of lack of proper calibration, spare parts, or other maintenance problems. Training devices at
operational units frequently suffer from neglect because adequately trained maintenance personnel and spare parts are not available in field locations.

Another aspect of total program planning is selection, training, and management of examiners. The literature on problems with instructors in training devices provides insight into possible problems in the use of training devices for proficiency testing.

Instructors in some programs are poorly trained in the use of the training devices and also in training and evaluation procedures (Reference 4, 13). Additionally, instructors are frequently technicians who do not have proficiency in the operational system (especially in aviation) and thus are not respected by examinees.

If instructors are drawn from senior personnel, it can also create problems in that often senior personnel see working with training devices as bad for their careers or as just simply boring. Use of a senior personnel can also disrupt unit activities.

There are many other aspects of program design (e.g., administrative, coordination among organizations, scheduling of tests, frequency of tests, and command emphasis) that impact on the effectiveness of a given performance test program. There will be many differences in the implementation of test programs using training devices or those using operational systems. There is, at present, no information on the impact of these differences on the relative effectiveness of different measure sets.

Pilot Testing. Once decisions have been made concerning what to measure and an alternative system has been designed to collect performance data, the next step is to collect data. This data can be used to aid in selecting the final measures and measurement systems that will be used in the performance test (or tests).

Only a few studies exist that directly address the problem of determining what empirical data to collect to aid in the decision of whether or not to use a given training device as a testing vehicle. This section will review the general procedures suggested in these studies. Additionally, the proficiency test literature and performance measurement research literature were reviewed and selected methodologies prevalent in this literature will be presented here to provide additional insight into the problem.

In an early study, Besnard and Briggs (Reference 7) assessed the usefulness of using a maintenance training device for proficiency testing. He employed a between-groups design which varied the difficulty of parallel tasks to be performed in the training device by one group and in the operational system by another. The errors made on the device were similar in number and kind to those made on the operational equipment. The authors interpreted this result as
suggesting" that the simulator efficiency measurements are representative of those obtained on the operational system. They also pointed to a significant savings in test time in the training device because of the omission of unnecessary steps. These steps were impossible to omit in the operational system. The device also had the unique ability to automatically reinitialize its circuitry after an examinee had made a mistake.

A more complex study (Reference 42) compared performance of experienced pilots in an aviation simulator to performance of the same pilots in an aircraft. All subjects initially received two flight checks in the simulator, then flew a similar check in the aircraft. Performance was scored using an objective flight checklist which had high demonstrated inter-observer reliability. The results of this study showed that performance in the simulator predicted performance in the aircraft quite well. All correlations were significant (the highest was +.724). The findings also showed that the presence of simulator motion (which was varied in the experiment) resulted in a greater correlation between simulator and aircraft performance than when there was no simulator motion.

Another aviation study (Reference 49), partially reviewed earlier in this report, compared pilot flight check performance in a pilot ground trainer (a part-task training device) with subsequent performance of the same pilots on a similar check in an aircraft. A comparative analysis of variance between performance scores (as measured by objective flight checklists) in the trainer and in the aircraft did not reveal any significant differences. A task by task subjective comparison of performance was used to identify specific equipment and trainer capabilities that had to be modified in order to improve its test capabilities.

One study (Reference 77) was designed, but not executed, to assess the use of a Navy carrier air traffic control center (CATCC) simulator to evaluate performance. It proposed one of the most complex experimental designs found in the literature. Personnel were to be evaluated first in the CATCC simulator and then assessed using shipboard CATCC. Additionally, there were between group differences, i.e., different teams of personnel performed on different types (classes) of carriers-- although there was only one version of the simulator.

Several dependent variables were identified as candidate proficiency measures and analyses were proposed to aid in the selection of these measures. It was suggested that an analysis of variance be conducted to determine if: (a) between team performance differences occurring in the trainer were consistent with those differences occurring at sea; and (b) there were any differences between the at-sea CATCC performance levels of different carrier classes.
Additional correlation analyses were also recommended to:
(a) estimate the significance and comparative strengths of device and carrier performance measure relationships; (b) to evaluate the independence of measures obtained in the device for parsimonious selection of a device measure set; and (c) to evaluate the independence of measures obtained in the carrier for parsimonious selection of onboard measures.

In conclusion, the above studies show the diverse approaches that can be taken to illustrate the comparative value of performance tests in training devices and operational systems. The selection of a given procedure will depend on the experimental situation (e.g., availability of subjects, availability of training devices and operational equipment, availability of measurement techniques for the system, and availability of qualified examiners).

System Cost Effectiveness Testing. To be theoretically complete, measurement systems should receive a continuing empirical evaluation to reveal what is actually gained from using that system (References 44, 70), and at what cost these gains and costs have to be evaluated within the context of the training, personnel, and other programs that use the test information. It would be useful to know how the use of different measurement systems influence personnel utilization, training time, performance quality, readiness determinations, training device or operational system utilization, cost of operations, and other similar indices of program effectiveness.

In other words, does a given performance measurement system provide Army decision-makers in operational units and major Army commands with better data for the cost, relative to other sources of information, to allow them to operate their programs more effectively and efficiently. Other sources of data include not only other types of performance data obtained in different assessment systems, but also other types of information: paper and pencil tests, supervisor ratings, and personnel data concerning factors such as turnover or morale.

Such a cost and information effectiveness evaluation is extremely difficult to perform. There is only one example in the literature (Reference 71) of a measurement system effectiveness test. This study revealed that empirical measurement development resulted in an improved measurement system that produced a 40 percent reduction in time-to-train compared to use of a system which was derived from analytic means alone. Costs of alternative information systems were not treated.
This study accomplished two major purposes: (a) it demonstrated that empirical measurement development techniques (such as those employed in automated performance measurement procedures) can add significantly to the analytical processes used to develop measures; and (b) it illustrated the value of measurement system effectiveness testing as a form of empirical validation of measurement procedures.

One of the reasons it is difficult to perform system effectiveness testing is indices of program effectiveness, if available, are difficult to relate directly to measurement system designs. It is possible, however, to partially solve this problem by having program personnel, who use that test information, subjectively rate the utility of the information with respect to their needs. An example of this procedure can be found in a study (Reference 5) that investigated the cost-effectiveness of alternative procedures for implementing Army Reserve Component unit evaluations using ARTEPs.

A review of background underlying selection of these effectiveness ratings will provide insight into the present problem. Effectiveness was considered to be a function of the extent to which different ARTEP implementation options met the stated objectives for ARTEPs. A preliminary analysis resulted in the identification of three major indicators of effectiveness: adequacy of information, user acceptability, and promotion of readiness gains.

Although the first two indicators proved to be feasible, the third indicator could not be used. It had been assumed that for quantification of readiness gains either training REDCON (from the Unit Readiness Report) or number of weeks to achieve combat proficiency would be used. However, a review of historical data to obtain such indices was abandoned for two major reasons: (a) the four-point readiness scale represented a scale insensitive to all but substantial changes in proficiency; and (b) the study was concerned with the evaluation function of ARTEP (i.e., direct effects due to the measurement system), while readiness gains can be due to many additional factors impinging upon training (e.g., leadership, personnel turbulence, time, and resource constraints).

It was determined that the feedback portion of the ARTEP training cycle (i.e., training objectives, training, evaluation, and training objectives) was the key to assessing ARTEP evaluation effectiveness. It was felt that the extent to which feedback information is timely (current as well as received in time to be used), accurate, and useful (acceptable to users) determined the efficiency of evaluation.

Surveys and questionnaires were constructed to obtain subjective ratings on these three dimensions for each ARTEP implementation option. Respondents for this survey are listed in Table 5.
The ratings were then aggregated, using simple averaging techniques, into option effectiveness indices. These indices were then integrated with cost data to allow cost-effectiveness comparisons to be made for the different implementation options.

In conclusion, this study of ARTEP implementation options demonstrates that measurement system effectiveness testing can be accomplished using indirect ratings. It also demonstrates the difficulty of obtaining objective program effectiveness indices (e.g., readiness reporting) for use in this type of study.
Table 5

RESPONDENTS IN ARTEP STUDY*

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active Army Officer Evaluators</td>
<td>(each evaluation)</td>
</tr>
<tr>
<td>Reserve Component Evaluators</td>
<td>(each evaluation)</td>
</tr>
<tr>
<td>Army Readiness Region Officers with ARTEP duties or experience</td>
<td></td>
</tr>
<tr>
<td>RC Officer and Enlisted Personnel in each unit undergoing evaluation</td>
<td></td>
</tr>
<tr>
<td>Maneuver Training Command Staff Officers with ARTEP duties</td>
<td></td>
</tr>
<tr>
<td>Branch School Staff Officers with ARTEP duties or experience</td>
<td></td>
</tr>
<tr>
<td>CONUSA Staff Officers with ARTEP duties or experience</td>
<td></td>
</tr>
<tr>
<td>FORSCOM Staff Officers with ARTEP duties or experience</td>
<td></td>
</tr>
<tr>
<td>TRADOC (including USACATB) Officers with ARTEP duties or experience</td>
<td></td>
</tr>
<tr>
<td>Study Advisory Group Members</td>
<td></td>
</tr>
<tr>
<td>Selected Pentagon Personnel</td>
<td></td>
</tr>
<tr>
<td>Selected General Officers</td>
<td></td>
</tr>
</tbody>
</table>

* Reference 5.
DISCUSSION AND RECOMMENDATIONS

A systematic investigation of the performance assessment capabilities of specific Army training devices is obviously very complex. A set of measurement capabilities (e.g., instrumentation, procedures, test scenarios or items, test conditions, standards) or alternative sets of measurement capabilities must be constructed for the training device (and operational system). These capabilities must then be evaluated in terms of their relative cost-effectiveness as compared to measurement capabilities employed in present operational systems or, given a more global view, in terms of their absolute cost-effectiveness with respect to their impact on Army programs (e.g., training, personnel management, readiness determination) and information management.

As reviewed in the preceding section, there are many questions that can be addressed during the construction and evaluation of alternative measurement systems. The purpose of the following section is to discuss possible avenues of research which may be followed in order to answer these questions with respect to the determination of the proficiency assessment capabilities of a selected Army training device.

The following section is divided into five parts. The first part is concerned with the selection of a specific training device for future investigations. The next four parts discuss the construction of measurement capabilities and evaluation of these capabilities. The same measurement system development model that was employed in the findings section (i.e., information needs analysis, initial measurement analysis, pilot testing and system effectiveness testing) is used to structure the section.

SELECTION OF A TRAINING DEVICE FOR INVESTIGATION

The first step in future investigations will obviously be to choose a device that would be useful and practical to investigate. There are three major considerations for the choice:

- the performance measurement capabilities of the device;
- the availability of research and documentation for the device and its parent system which could provide data for the proposed study; and
- the stage of development of the device.

The first consideration, the performance measurement capability of the device, is of prime importance because the true desideratum of the proposed investigation is to assess and, if possible, justify the inclusion of performance measurement capabilities (i.e., the availability of adequate instrumentation and procedures for conducting proficiency tests). As previously reviewed, many devices are developed without proper consideration of measurement needs. It would be desirable to have measurement capabilities on the selected device to allow comparative investigations.
of the effects of the inclusion or exclusion of any measurement capabilities (such as automated instrumentation to collect and display performance data or previously constructed test scenarios or items) will reduce the amount of work researchers will have to devote to the construction of tests, etc.

A considerable number of current and near-future research programs have the potential of providing data or conceptualizations that could be useful in the present proposed study. Possible sources include research on: the EPMS, task analysis and performance evaluation technology, cost and training effectiveness analysis of various training programs (including analysis of training devices), evaluation and testing of training devices, unit readiness reporting, training management technology, performance tracking systems, embedded training systems, and test and evaluation of the operational systems. For any given training device and its parent system, there will be an associated body of literature generated from these programs, some of which will be devoted specifically to the device and parent system. Obviously, it would be desirable to select devices with associated documentation which provides information on such things as training effectiveness or costs. For example, two of the previously reviewed studies (References 48, 77), which dealt directly with the problem of assessing the use of training devices in proficiency testing, based part of their investigations on information derived from training effectiveness studies (References 26, 48), that had been previously conducted.

The last consideration - stage of development of the device - is of practical importance. Future research will be concerned only with devices that will be available to operational units in the field as opposed to those located only at training institutions. The stage of development will determine the availability of devices, and availability of empirical data on the use and effectiveness of the device in the operational units. It would be desirable to have the eventual unit-level users of the device be familiar with the device.

Therefore, a review needs to be conducted of all present and near-future Army training devices. This review would serve as the basis for the selection of a device for future research. It could also document: (a) the existing or proposed performance measurement capabilities of these devices; (b) their uses and planned uses in unit-level Army evaluation programs (e.g., SQT and ARTPEs); and (c) their potential for use in evaluation programs. If there is a discrepancy between present use (and planned use) of devices and their potential use, then documentation of this discrepancy would provide evidence of the need for future work. Additional evidence could be derived from delineation of deficiencies in existing or planned performance measurement capabilities of all Army training devices.
INFORMATION NEEDS ANALYSIS

After selecting a specific training device, the next problem is the identification of the possible roles the device could play in Army evaluation programs and tests. The analysis could focus on the information needs as identified (and limited) by present programs (e.g., EPMS) or it could be part of larger investigations of potential applications of performance measurement data (e.g., research methods to aggregate individual performance data and collective performance data into unit readiness indices).

The primary questions to be asked are 'who can use the performance test data and how can they use it?' In other words, if the utility of test information (obtained in a training device or any other assessment system) is to be determined, then the questions of 'whose utility and utility for what purpose' must be answered.

If there were a coordinated, systematic network of evaluation programs and tests in the Army then determination of test utility would be relatively easy. Given the present status of Army-wide and unit-specific tests, an analysis will have to be conducted to identify the tests in which the training device can be used. This analysis is complicated by the fact that each unit employs a different set of tests and uses the test information in different ways. Thus, the analysis must include a survey of a sample of the units which will use the device. An example of such a survey for rifle marksmanship is found in a recent study by Rosen (Reference 55).

As part of the survey of Army-wide and unit-specific tests, personnel who construct, administer and use (or could use) the test information will also need to be identified. Identification of personnel who construct and administer tests will allow determination of resource constraints and other limitations for these processes. Knowledge of these limitations will aid in decisions concerning measurement system and test program design.

Identification of personnel who use, or could use, test information will provide access to the knowledge of how test information is or can be used. This knowledge can be used as the basis for constructing indices (to be used during system effectiveness testing) which could be employed to assess the effectiveness of test information in Army programs (e.g., reduction in time-to-train). It can also serve as a guide to the development of ratings, (e.g., usefulness, timeliness, accuracy) that indirectly assess measurement system effectiveness. Obviously, the identified users of test information can serve as respondents for these ratings.

Thus, an initial step in the analysis of the proficiency test capabilities of a given Army training device will be the determination of general information needs which have the potential of being satisfied through device use. It may be possible to employ the device as part of existing tests within the EPMS training and evaluation system. It may also be possible to use devices in either existing or new unit-level tests. Users of unit-level test information will have to be identified, as well as their use (or potential use) of the test information.
INITIAL MEASUREMENT ANALYSIS

Given the selection of a specific device (and its parent operational system), the identification of potential users, and the uses of performance test information obtained in the device (and parent system), what to measure and how to design/select measurement systems and test programs have to be determined.

The decisions made during this phase are based only on analytical judgments. The quality of these judgments will be determined by:
(a) the availability of data bases; (b) the type of task-analytic technique chosen to structure the judgments; and (c) the knowledge of the personnel involved in making the judgments.

The literature review revealed a paucity of data bases and a plethora of task-analytic techniques. The review also revealed that this stage is the most difficult and least proceduralized step of test construction and measurement system design (and training device design). Hundreds of variables (many of which are specific to each situation) must be analyzed during a selection of behaviors to be measured, identification of conditions for measurement, and the setting of standards of performance.

There are no cookbook answers to the problem of determining what to measure and how to measure it. However, there are systematic approaches that can be used. For example, group decision-making techniques (e.g., Delphi, Nominal Group Technique) can be used to access the diverse requirements for many of the decisions in this stage. There are numerous personnel who can provide input:

- personnel, at major Army commands and in operational units, who use or could use test information;
- personnel, at major Army commands and in operational units, who construct and administer tests;
- personnel who are concerned with the operational system on which performance is to be measured (e.g., system developers, test and evaluation personnel, school and center personnel concerned with tactics of deployment of the system);
- personnel who are involved in design and development of the training device;
- personnel involved in training programs;
- research personnel involved in the evaluation of the proficiency assessment capabilities of training device; and
- research personnel involved in projects to improve readiness determination procedures, performance evaluation systems and other programs which impact on performance test construction and use.
A major deficiency in current procedures to construct test and
design training devices (especially with respect to performance measure-
ment capabilities) is the lack of communication links between these personnel.
This deficiency has resulted in tests which are not combat-referenced,
training devices (and operational systems) which cannot reliably and
validly measure performance, performance measurement research which is
not suited to current and future Army problems, and other problems which
confound the performance measurement problem instead of reducing it.

These personnel can be used formally (using group judgment techniques)
or informally (e.g., advisory panels, respondence surveys) in many
decisions. In the determination of tasks, conditions, and standards for
evaluation, these personnel can provide references for existing task
analyses (as part of system development) or evaluation objectives (e.g.,
those in Soldier's Manuals and ARTEPs).

They can also provide insight into the sufficiency of these existing
analyses and objectives. For example, the conditions and standards for
the various rifle marksmanship tests are neither correlated with each
other nor are they combat-referenced (Reference 54). Simply using a training
device as a substitute in these existing tests is not a solution to rifle
marksmanship evaluation problems. Completely new task analyses, evaluation
objectives and tests may have to be developed.

The combined knowledge of all these personnel will also be needed
in selection of assessment systems to be used to measure different tasks.
In the simplest case where there is a fixed measurement system designed for
both the training device and operational system*, the ultimate problem is to
determine the mix of assessment systems which should be used. There are many
trade-offs which will have to be made and many criteria to be considered.
Thus, an overall structure is needed to organize and integrate the procedures
of judging the cost-effectiveness of using a given training device for
proficiency testing.

There are two approaches to integrating and organizing criteria
for making this judgment:

- determination of the cost-effectiveness (utility of measurement)
of alternative assessment tools (e.g., training device versus
operational system) in a specific testing program; or

- determination of the cost-effectiveness (worth of ownership) of
owning a specific training device given its multiple uses in training
and proficiency testing.

* In reality, the decision should be made before measurement systems
are designed and thus serve as inputs to the design process.
Worth of ownership models have been proposed to integrate cost and benefit criteria to determine the worth to the training device users of various device instruction features and other device implementation options. Part of the STRES project, which was reviewed earlier, will be an attempt to construct such a model based on an extensive review of the literature and survey of training programs.

The construction of this model is exceedingly complex with difficulties in the quantification of benefits as well as non-dollar costs. To solve some of these problems, the model may take the form of a branching logic (as opposed to an algebraic integration) keyed to critical questions and indexing existing data and knowledge relevant to the question. This same approach may eventually prove to be a useful way to conceptualize the utility of measurement (which is a component of the overall worth of ownership considerations).

One of the original conceptualizations of utility measurement was based on an application of decision theory to personnel testing by Cronbach and Gleser (Reference 2). Simply put, the value of a personnel test lies not just in its psychometric properties (i.e., validity and reliability), but also in its ability to aid the decision-maker who must use the test to make personnel decisions (e.g., selection, placement, classification).

The application of decision theory means that (a) cost considerations, (b) consequences of decisions (i.e., the valuation of outcomes or payoff matrix), (c) strategies for using test information, and (d) constraints on decisions (e.g., quotas in selection programs) are quantified and then algebraically integrated with measures of validity. Since all criteria can be aggregated and indexed with one metric representing utility, the decision-makers' tasks are simplified from the original process of having to consider the criteria separately and unsystematically.

Although the concept of utility of measurement is extremely attractive, Cronbach and Gleser warned of severe limitations in its present state of theoretical development. For example, it is difficult to determine the consequences of many decisions (e.g., what will be the outcome of correct or incorrect judgments) and it is even more difficult to quantitatively valuate those outcomes (e.g., what are the costs of failure to detect lack of marksmanship proficiency).

It is also difficult to determine (and quantify as conditional probabilities) the strategies that operational personnel use for relating a given type or category of information to their decision. For example, how does the unit trainer use test information (if he does use it) to determine the proficiency of a given individual? How does a commander use test information to judge the readiness of squads and other collectives in his command?
It is difficult to quantify these component variables and it is impossible to apply Cronbach and Gleser's quantitative model, as it is now formulated, to the needs of the proposed investigation. Criteria of cost and effectiveness, however, will have to be identified and integrated in order for a decision to be made on the use of alternative measurement systems. Group judgment techniques can be used to identify priorities and integrate these criteria to make many decisions. For example, there are many issues which might be considered:

- selection of behavior or tasks to be tested;
- determination of factors (e.g., environmental, situational) affecting performance so that test conditions can be set;
- determination of performance standards;
- determination of fidelity requirements and evaluation of the sufficiency of fidelity present in the training device;
- determination of the sufficiency of instrumentation and procedures for collecting, reducing, analyzing, and displaying data;
- determination of the feasibility of using unique instructional features of the training device (e.g., ability to reinitialize itself after examinee makes a mistake or the ability to automate test scenarios and performance measurement) for testing; and
- determination of the acceptability of test program characteristics such as selection and training of examiners, frequency and scheduling (relative to other unit activities) of tests, and maintenance and logistics programs.

Each of these issues (plus many more) will have to be considered. For each issue, relevant decision criteria will have to be identified. Criteria can include subjective estimates of:

- dollar costs;
- non-dollar costs (e.g., safety);
- indirect costs associated with the diversion of limited unit resources (e.g., time, personnel, operational equipment, training devices);
- psychometric criteria such as reliability and validity;
- potential utility to users of test information;
- acceptability to examiners, examinees, and users of test information;
• practicality; and

• many other possible criteria that appear in the performance measurement literature such as non-reactivity, generalizability, and precision (Reference 44).

Criteria can be ranked in order of importance (overall or for each issue) and then each alternative measurement system (e.g., device versus operational system; or different device designs which may vary in fidelity and performance measurement capabilities) can be rated (formally or informally) on each criteria. Aggregation of ratings across criteria for each alternative can be accomplished using group judgment analysis techniques (e.g., Delphi, Nominal Group Techniques, multi-attribute utility analysis).

When there is disagreement between group members or when confidence in their judgment of a specific point is low, then plans can be made to address these points through empirical investigation - pilot testing and system effectiveness testing.

PILOT TESTING

As seen in the literature review, past empirical research on the use of training devices in proficiency testing has been mainly concerned with the selection of measure sets through assessment of their relative validities. Validity was inferred using several methods:

• simple correlation of performance in the training device with performance on the operational system;

• analysis (using inferential statistics or subjective analyses) of the consistency of individual differences across performances in both types of equipment;

• analysis (using inferential statistics or subjective analyses) of consistency of performance across levels of independent variables (e.g., as task difficulty is increased, do performance levels decrease a similar amount in both the device and the operational system);

• analysis of the relationship between automated measures of performance on the device and subjective analyses of performance on the device by instructors; and

• analysis of the ability of measures on the device to distinguish between masters and non-masters.
Although validity is important, pilot testing can also be used to gather other types of information. Ratings of potential test utility (e.g., accuracy, timeliness of feedback) can also be obtained from personnel who construct, administer, and use test information. Acceptance ratings can also be obtained from examiners, examinees, and users of test information. These ratings can provide insight into potential problems of implementing alternative test programs.

Experiments can also be set up to assess specific issues. For example, it may be better to deliver training devices to operational units with measurement "packages" (automated instrumentation and programmed procedures for proficiency testing). An experiment could be conducted comparing use of the training device for proficiency testing with a package versus use of the device without a measurement package (e.g., units would have to construct, administer and interpret tests using their own resources).

SYSTEM COST EFFECTIVENESS TESTING

Measurement system cost effectiveness testing is probably too expensive and time-consuming to be used to select alternative measurement systems. It is, however, needed as a check on the empirical utility of the selected measurement system.

It is recommended that longitudinal research programs be set up which measure changes in unit programs as a result of improved measurement techniques. Surveys on the use of training devices in training programs in operational units have revealed large discrepancies between the potential use of these devices (as intended by device and training program designers) and the actual use of these devices.

The actual patterns of implementation of devices in test programs in operational units will determine the actual utility of the devices for performance testing. If the devices are not used as they were designed to be used (due to lack of command emphasis, faulty maintenance, lack of acceptance, lack of training of examiners to use performance measurement capabilities, etc.), then test information will not be useful regardless of its original psychometric properties. Implementation must be assessed to insure useful performance measurement research for the Army.

SUMMARY

Substituting training devices for operational systems to assess operational readiness presents a complex problem. A systematic methodology that can serve as a model for all operational systems may solve the problem. To epitomize the methodology, however, a training device of an existing operational system has to be selected. This device should have training effectiveness analysis and cost effectiveness data readily available in
order to identify and document:

• Existing or proposed measurement capabilities,
• Existing or proposed evaluation utilities, and
• Existing or proposed users.

The selection permits:

• the identification of both the users and uses within the U. S. Army evaluation programs (e.g., the EPMS at present, as well as, an aggregate of individual and collective performance data for unit readiness indices in future programs), and

• the determination of what to measure and how to design test programs to facilitate operational readiness assessment through empirical investigations, viz., (a) pilot testing to determine whether and how the device will solve the Army's assessment needs and, if possible, (b) system cost effectiveness testing for longitudinal investigations of changes in measurement techniques for assessing operational effectiveness.
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APPENDIX B

CANDIDATE COST ELEMENTS

Acquisition Cost Elements

Government Procurement Costs (e.g., requirements, specification, negotiation, contract monitoring costs)
Basic Device Hardware
Separately Identifiable Features (e.g., motion, visual system, instructor station)
Computer Complex and Peripherals
Test Equipment
Computer Software
Training Package Software
Maintenance and Test Equipment
Aircraft Data
Aircraft Parts for Simulation
Manufacturer Supplied Maintenance Training
R&D
T&E
Facilities Construction
Packaging and Shipping
Installation (material and labor)
Acceptance Testing
Manufacturer Field Representatives (technical support, installation)
Military Personnel (management, acceptance team)
Initial Spares
Standard Documentation
Aircraft Cost (total cost to purchase)

Operating and Support Cost Elements

Base Level—Simulation

Buildings and Facilities
Building depreciation
Security
Utilities/energy
Janitorial service
Maintenance
Office equipment
Simulator Depreciation
Personnel
Training management
Management support
Instructors
Simulator Operators
Students
Maintenance personnel (government, contractor)
Contractor support
Simulator Modification Costs (amortized) (materials and labor, government and contractor)

Maintenance Materials and Parts (replenishment - expendable and repairable)

**Base Level - Training Aircraft**

Buildings and Facilities
- Building depreciation (hangers)
- Utilities/energy
- Maintenance

Aircraft Costs
- Depreciation
- Materials, parts & lubricants (replenishment)
- Fuel
- Modification costs (amortized)

Personnel
- Training and base management
- Instructors
- Students
- Maintainers
- Support - (security, facilities maintenance, outside contractors, etc.)

**Depot Level (Logistic Centers)**

Buildings and Facilities
- Maintenance Equipment Depreciation
- Procurement Costs, Materials & Parts
- Maintenance Personnel
- Management Personnel
- Base Operating Support Costs
- Distribution/Shipping Cost
- Other Transportation Costs

Personnel

Personnel Replacement Costs
- Recruiting
- Training Costs
  - Central Instructor School
  - Instructor under training, unit level
  - Maintainer - basic, specialty
  - Simulator operator
- PCS relocation

Personnel Support Costs
- Medical
- Administrative
- Material costs