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The analysis of linear models with independent homoscedastic, normal noise (white noise) occupies a prominent position in applied statistics. This report is concerned with the linear model analysis of data which cannot be assumed statistically independent because the data have been collected sequentially in time or space.

Assuming that the noise in a linear model (with p-dimensional parameter vector \( \mathbf{\beta} \)) follows a first order autoregressive scheme (with parameter \( \phi \)) it is shown in Chapter 2 how in the Bayesian framework inferences can be drawn about \( \phi \) and \( \mathbf{\beta} \) jointly, conditionally and marginally. Two AR-1 schemes are considered, one covering explosive as well as stationary situations, the other assures stationarity and reversibility a priori. The important task of choosing an appropriate joint prior distribution for the parameters is given special attention.

Recognizing that the assumption of independence can be a crucial one, it has become a widespread practice in much regression work, where observations are made in time order, to test for serial correlation using the well known Durbin-Watson test. This test corresponds to determining whether a certain estimate \( \hat{\phi} \) of \( \phi \) is significantly different from zero. It is shown in Chapter 3 that only in relation to a model lacking a mean do suggested alternative testing procedures show decisively greater empirical power than the DW-test. However it is argued that tests of a null hypothesis of independence should really not be carried out when serial correlation is to be expected. It is demonstrated that inferences about \( \phi \) may be quite misleading if made conditionally on \( \phi = 0 \) (when that hypothesis is "accepted") or conditionally on \( \phi \) (when it is "rejected"). The Bayesian analysis does not suffer from these handicaps. The Bayesian inference about \( \phi \) may be approximated by a conditional inference using the maximum likelihood estimate \( \hat{\phi} \) of \( \phi \) (if is found by estimating \( \phi \) and \( \hat{\phi} \) simultaneously by least squares), and this conditional analysis is paralleled in sampling theory framework when inferences about \( \phi \) are drawn as if \( \phi = \hat{\phi} \).

One way in which data analysts have sometimes tried to get around the problem of dependence, is by differencing and then assuming that the errors of the differences are independent. This is equivalent to assuming that \( \phi = 1 \) in the AR-1 noise model; and the plausibility of this particular value for \( \phi \) may be assessed by studying the marginal posterior distribution of \( \phi \). For models involving a mean this parameter vanishes for \( \phi = 1 \). This creates a singularity, and it is shown in Chapter 4, how the density may be found at such (distinct) points. It is also developed in the Bayesian framework, how the appropriateness of differencing may be assessed using posterior model probabilities for two alternative noise models, one assuming the original observations to have AR-1-noise, the other that the differences have AR-1 noise.
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SIGNIFICANCE AND EXPLANATION

One of the most widely used statistical techniques in applied fields like engineering, business, economics, sociology etc. is linear model analysis (analysis of variance, regression analysis, etc.). When the data to be analyzed are collected sequentially in time or space, it turns out, more often than not, that the data at any given point in space or time depend to some extent on the data at neighboring points in space or in instants of time. The data are then said to be serially correlated (autocorrelated). However "standard" methods of analysis usually assume the observations to be statistically independent; if the assumption of independence is incorrect, this will invalidate the analysis and may cause very misleading conclusions.

This report is devoted to studying how serially dependent data may be analyzed, when one extra parameter is incorporated to allow for serial correlation. Specifically it is developed in the Bayesian framework how general linear models may be analyzed when the noise follows a first order autoregressive process (a Markov process). We argue against following the popular practice of checking independence with a Durbin-Watson test whenever serial correlation is feared.

One way to get around the problems of serial correlation which has sometimes appeared helpful is to difference the series, i.e. analyze the increments rather than the original data. The question of whether to difference or not to difference is looked into in a quantitative way.
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CHAPTER 1

Introduction.

This introductory chapter contains a general discussion of some issues relating to the topics of this thesis, viz: Inference about the linear parameters \( \theta_j, j = 1, 2, \ldots, p \), of a general linear model with first order autoregressive (AR-1) noise, inference about its autoregressive parameter \( \phi \), inference about \( \{\theta, \phi\} \) jointly, and quantitative assessment of the appropriateness of differing data series prior to such a linear model analysis.

1.1. Models and parametric inference.

There are two requirements a statistical model should satisfy in order to be useful in applications. First it must sufficiently approximate reality; second it should be parsimonious, that is it must be simple enough to lend itself to analysis and interpretation. If this latter requirement is not satisfied, even a realistic model may not be particularly helpful. When such a model is exceedingly complex involving a vast number of parameters, (i) it may be impossible to verify, (ii) it may contain many more unknown parameters than can be estimated with available data, and (iii) its implications may be beyond comprehension anyway.

Of course there are limits to how simple a model can be and still be useful, so it may not always be possible to identify an adequate model among the "standard" model forms, for which satisfactory techniques for analysis have been developed. The purpose of the present work, is to contribute to extending the "stock" of standard model structures, which can be handled satisfactory from a statistical point of view.

The usefulness of a parametric model in applications may be attributed to its ability to extract the relevant information embodied in a data set, and make it accessible for human understanding and use. Typically a useful statistical model incorporates more parameters than those of primary interest. These additional parameters serve in making the model a realistic one, and are sometimes called "nuisance parameters". These nuisance parameters are needed if the inference about the primary parameters is to be valid, but their inclusion has the side effect of complicating the analysis of the model. In the Bayesian framework, (see for example Jeffreys [1961], Box and Tiao [1973]), the difficulties created by nuisance parameters are mainly of a computational nature, since inferences about any subset of parameters can be made from their marginal posterior distribution. This distribution is found from the joint posterior by integrating out those parameters not under consideration. Frequently this integration cannot be carried out analytically, but in principle it can always be done numerically using an electronic computer.

Throughout the present work a Bayesian approach is taken almost exclusively. In this framework the choice of an appropriate prior distribution for the parameters is part of the model specification. The prior may serve as a carrier of already existing information or to incorporate prior judgment in the analysis. However in scientific investigations, one would usually want the prior to be "neutral" or "noninformative" relative to the information in the data. It is not always clear which form the prior should have to express such a desire, and this is among the questions we shall address in this thesis.
1.2 Broadening the class of linear models.

Writing a model for a dependent variable $y_i$, $i = 1, 2, \ldots, n$, as

$$y_i = \mathbf{X} \beta + \varepsilon_i \tag{1.1}$$

the statistical analysis is particularly simple if the deterministic part of the model $\mathbf{X} \beta$ is linear in the parameters, i.e., $\mathbf{X} \beta = \mathbf{X} \mathbf{\hat{x}}$,

where $\mathbf{X}$ is the matrix of independent variables and where $\mathbf{\hat{x}}$ is the $p$-dimensional vector of linear parameters; and if it is assumed that the stochastic part of the model $\varepsilon_i$ is equal to $\xi_i$, where the $\xi_i$'s,

$$\mathbf{X} \beta = \mathbf{X} \mathbf{\hat{x}} + \xi_i$$ \tag{1.2}

Frequently the assumptions about $\xi_i$ implied by this linear model are found too restrictive to be realistic for data sets met in practice. An adequate representation of the data at hand may often be achieved however, if the class of linear models is broadened by parsimonious use of additional parameters.

To do this we must consider which are most likely ways for the model to be wrong. Box [1976] has suggested that three prime contenders are

(i) need for transformation of the dependent variable,

(ii) allowance for outliers,

(iii) allowance for serial correlation when data are collected sequentially.

The necessary modification in the analysis of these augmentations of the linear model are readily derived using a Bayesian approach.

The idea of transformation of original data is old (see in particular Bartlett [1947] and Tukey [1957]). From the Bayesian viewpoint Box and Cox [1964] analysed the situation when the model form (1.2) is appropriate after some suitable power transformation has been applied to the dependent variable. They demonstrated how inference can be made about the transformation and in turn about the linear parameters $\mathbf{\hat{x}}$, by studying the maximized likelihood function as a function of the transformation parameter(s) $\lambda \ (1)$ or by computing the marginal posterior distribution of $\lambda \ (1)$.

In some situation the linear model (1.2) should realistically be generalized to allow for the possibility, that one or more of the observations are outliers, i.e. do not conform to the model of the remaining "good" observations. Again the literature on outliers is extensive (in particular see Anscombe [1960], Anscombe and Tukey [1963] and Tukey [1960]). From the Bayesian viewpoint Box and Tiao [1968] assumed in their analysis that a "bad" observation has the same expected value as a good one, but with an inflated variance. Abraham and Box [1975] assumed in an alternative Bayesian analysis of the same problem, that a shift in mean with no change in variance, causes a "bad" value.

It is the purpose of the present work to address some questions relating to the analysis of serially correlated data, i.e. when the augmentation of the linear model should be of the third kind mentioned above.

1.3 Analysis of serially correlated data.

Whenever data are collected sequentially in space or in time, serial correlation is to be expected because of the natural continuity of matter and of events developing in time. Thus it is of interest to broaden the class of linear models (1.2) by relaxing the assumption of independence.

At one time there was rather little concern about such dependencies, in particular regression analysis of time series data were commonly conducted under the assumption, that the observations had white noise.
errors. Surveys of the literature relating to the effects of serial
correlation in regression are given by Anderson [1954] and by Watson
[1967]. Realizing that serial correlation could be important Durbin
and Watson [1950, 1951] produced a test (the DW-test) which over the
years has become widely used. This test is in effect equivalent to
estimating a first order autoregressive (AR-1) parameter $\phi$ from the
residuals left by an ordinary least squares fit, and seeing whether this
estimate $\hat{\phi}$ is significantly different from zero. Modifications and
new tests have been proposed for example by Abrahamse and Louter [1971],
Berenblut and Webb [1973], Durbin [1969, 1970], Gras [1970] and
Schmidt [1972], but from the point of view of power, none of these
alternatives have been demonstrated to have any decisive advantage over
argues, that the main incentive for testing a null hypothesis of inde-
pendence is that the analysis becomes simple if that hypothesis can be
"accepted". When it is "rejected", Theil and Nagar [1961] suggest to
make inference about the linear parameters $\beta$ assuming the noise model
to be AR-1 with $\phi = \hat{\phi}$ (calculated from the DW statistic).

Cochrane and Orcutt [1949] demonstrated, that ordinary least squares
estimates of regression parameters may be very poor if serial correlation
is present, and that the situation may be remedied by applying an inde-
pendence inducing transformation. If the autocorrelation structure is
not known, they express scepticism (see also Orcutt and Cochrane [1949])
about the possibility of estimating the structural parameters from
ordinary least squares residuals, since they are biased towards random-
ness; but an iterative procedure for estimating one or two autoregres-
sive parameters is outlined.

Champernowne [1948] suggested a Bayesian approach to estimating
the parameters of a $p$-th order autoregressive noise process in a regres-
sion model; and Durbin [1960] proposed an asymptotically efficient two
step estimation procedure of the regression parameters in a similar
model, taking the autoregressive parameters into account. For regres-
sion models with AR-1 noise Hildreth [1969] showed, that the maximum
likelihood estimates of the parameters are asymptotically efficient and
equal to those of Durbin [1960].

Reiser [1975] analyzed the regression model with $p$-th order auto-
regressive noise applying a structural inference approach, see Fraser
[1968]. In this framework inference about (including estimation of the
autoregressive parameters $\phi$) is made using a marginal likelihood
function, and inferences about the regression parameters $\beta$ are drawn condi-
tional on the estimates of $\hat{\phi}$. The structural inference approach to
estimation of autoregressive parameters has also been taken by Hay [1970],
[1971] and Levenbach [1972].

Zellner and Tsao [1964] showed how marginal inference can be made
about regression parameters when the noise follows an AR-1 scheme with
unknown parameter $\phi$. Sredni [1970] generalized this Bayesian analysis
to cover a $p$-th order autoregressive noise process.

The noise $N_t$ in (1.1) might be considered generated by a member
of the very wide class of autoregressive integrated moving average
(ARIMA) processes proposed by Box and Jenkins [1970]. Their work sug-
gests that an appropriate ARIMA model of order $(p,d,q)$ should be specified
for $N_t$, and then the combined model consisting of both a determinis-
tic (linear) part and a stochastic part should be analyzed. Differenti-
ing the data series $d$ times produces a new series whose errors follow an
ARMA(p,q) model.

Pierce [1971] showed that estimating the regression parameters and the stochastic parameters of an ARMA(p,q) noise model simultaneously by least squares asymptotically produces maximum likelihood estimates (assuming Normality). The estimates of the regression parameters are asymptotically uncorrelated with the ARMA parameter estimates, and the latter have the same covariance matrix as would have resulted if the deterministic model component did not exist.

The qualitative use of sample autocorrelation functions to determine when differencing is appropriate, is discussed by Box and Jenkins [1970]. It was pointed out very early by Student [1914], that differencing of sequential data could be employed to eliminate spurious cross correlation between series of observations. Orcutt and Cochrane [1949] suggested, that it might often be helpful in the analysis of economic time series to look at the first differences rather than the original data series. Recently Anderson [1975] studied when the variation of low order ARMA (p,q) processes is reduced by differencing.

1.4 Outline of present work.

As far as the present thesis is concerned, attention is limited to situations where the autocorrelated errors may adequately be represented by a one parameter noise model as specified below.

A naturally appealing noise model would be one where the serial correlation fell off smoothly with the distance (or lag) between observations, and a reasonable way for this to happen would seem to be exponentially. Exactly this behavior is obtained from the first order Markov (AR-1) model

\[ \epsilon_t = \phi \epsilon_{t-1} + \epsilon_t \]  

(1.3)

when \( 0 < \phi < 1 \) (as before the \( \epsilon_t \)'s are a white noise series). For this model the theoretical autocorrelations are \( \rho_1 = \phi, \rho_2 = \phi^2, \ldots \), \( \rho_k = \phi^k, \ldots \).

Adopting the noise model (1.3) we have

\[ \chi^2 = \chi^2(0) + \epsilon^2 \]  

(1.4)

and of course this less restrictive linear model degenerates to the usual independent model (1.2) when the autoregressive parameter \( \phi \) is zero. If \( \phi \) was known a priori, then the corresponding independence inducing transformation could at once be applied, and inference about the linear parameters \( \phi \) could be made by traditional means. Aitken [1935]; but such prior knowledge would hardly ever exist for real data sets.

Chapter 2 contains a Bayesian analysis of the linear model (1.4). This analysis is a continuation of the work of Zellner and Tiao [1964] and Sredni [1970], and it specifically looks into some difficulties which have arisen about choosing a prior distribution for the parameters. Two AR-1 schemes are considered, one covers explosive as well as stationary situations, the other assumes stationarity and reversibility a priori. It is developed how inferences can be drawn about \( \phi \) and \( \phi \) jointly, conditionally and marginally.

Chapter 3 examines alternative ways of probing for serial correlation, viz. the DW testing approach, a likelihood approach and a Bayesian approach. A brief inquiry into the relative power of these measures indicates that in this respect the DW-test is quite good. However our study suggests that the DW testing approach as usually carried out has serious shortcomings of quite a different character. It is demonstrated, (1) that correlation sufficiently large to be serious may not be
detected, and that when this is so, inference about \( \theta \) is conditional on an "accepted" hypothesis of \( \phi = 0 \) may give very misleading results. (ii) That, if \( \phi = 0 \) is "rejected" and inference about \( \theta \) is based on \( \phi = \hat{\phi} \) (as suggested for example by Thiel and Nagar [1961]) then erroneous conclusions may also be drawn, because \( \hat{\phi} \) can be a very poor estimate of \( \phi \). (iii) That the likelihood and the Bayesian approaches produce not only better estimates for \( \phi \), but also approximate confidence or HPD intervals for \( \phi \). (iv) That testing should not be carried out under circumstances where serial correlation is to be expected a priori, but inferences should be made from the less restrictive model (1.4). (v) That the Bayesian inference about the linear parameters \( \hat{\theta} \) may be approximated by a conditional Bayesian analysis using the maximum likelihood estimate \( \hat{\phi} \) of \( \phi \) and this conditional analysis is paralleled from a sampling theory point of view if inferences about \( \hat{\theta} \) are drawn as if \( \phi = \hat{\phi} \).

The reason why the DW procedure is inappropriate is further clarified by the Bayesian analysis in Chapter 4 of a particular data set, where the joint posterior distributions of \( \{\theta, \phi\} \) \( j = 1, 2, \ldots, p \) are studied.

One way in which data analysts classically have tried to get around the problems of serial correlation is by analyzing the first differences of the data rather than the original data series themselves; and in some instances this practice has appeared to be helpful. This raises the question of whether to difference or not to difference autocorrelated data series, and this is the main topic of Chapter 4. The AR-1 noise model (1.3) reduces to a random walk model as a special case for \( \phi = 1 \). So if indeed \( \phi = 1 \) then the increments \( \Delta y_t = y_t - y_{t-1} \) have white noise errors and differencing is the proper course of action. Hence it is of interest to determine how plausible that particular value for \( \phi \) appears in light of the data, and this is looked into from a Bayesian point of view. Of course the increments, \( \Delta y_t \), may themselves be autocorrelated, and it may be wondered to what extent the data are more consistent with a model having a fixed mean and an AR-1 noise, or with a model lacking a mean and which implies that the first differences have AR-1 noise. A Bayesian assessment of the relative support of these two alternative noise models is also supplied, which may help decide in which way a single parameter for autocorrelation may best be employed.
CHAPTER 2

Linear Models with AR-1 Noise: A Bayesian Analysis.

In this chapter we conduct a Bayesian analysis of general linear models, when the noise follows a first-order autoregressive scheme. The scope of the analysis is that of parametric inference, primarily about the linear parameters, but also about the autoregressive parameter, although this topic will be treated further in Chapter 3.

This problem was studied earlier by Zellner and Tiao (1964). They demonstrated how marginal inference about linear regression parameters is possible in the Bayesian framework. Their noise model covering explosive cases as well as stationary ones is nearly equivalent to the one analyzed in the following as far as the likelihood is concerned. However, we shall argue, that the prior they employed leads to unacceptable consequences which we have remedied.

Sredni (1970) generalized the noise model to a \( p \)-th order autoregressive process, but constrained the parameters a priori to cover only stationary situations. On this condition he established the exact likelihood function and an asymptotic noninformative prior for the autoregressive parameters. He did however assume prior independence between the autoregressive parameters on the one hand and the regression parameters on the other hand. Again we believe that this combined prior is inappropriate.

In this chapter the Bayesian treatment of the problem is carried on, with special attention paid to the important task of choosing an appropriate prior distribution. The class of models being considered is a very wide one indeed, covering general linear models, with AR-1 noise which may be stationary or explosive. A subclass (throughout identified by superscript "\( ** \)" resting upon an a priori assumption of stationarity is treated separately. Two examples are given for illustration.

2.1 The class of models.

We consider the representation of a data vector \( y \) of \( n \) observations by the class of models

\[
y = \eta + \epsilon \quad \text{for} \quad n \leq 1
\]

\[
y = \eta + \epsilon \quad \text{for} \quad n > 1
\]

where \( \eta \) is the deterministic part of the model and \( \epsilon \) is the stochastic part of the model. Of course \( y \) need not necessarily be the "original" observations, but some transformation of them for example a series of logarithms, or perhaps of first differences.

The structure of \( \eta \) is supposed specified by the general linear form

\[
\eta = X \beta \quad \text{for} \quad n = 1
\]

\[
\eta = X \beta \quad \text{for} \quad n > 1
\]

where \( \beta = (\beta_1, \ldots, \beta_p) \) is the vector of \( p \) linear parameters, and where

\[
X = \begin{bmatrix} x_1 \cdots x_p \\ \vdots \end{bmatrix} = \begin{bmatrix} x_1 \cdots x_p \\ \vdots \end{bmatrix}
\]

is the matrix of the \( p \) independent variables which are supposed known exactly. Like the dependent variable, they need not be the "original" variables, but each may be any given function of the "original" ones; and/or they may be indicator variables. Evidently analysis of variance, analysis of covariance, and regression models are all special cases of this general linear model. Furthermore without loss of generality we
can assume that $X$ has full column rank $p$.

Concerning the stochastic part of (2.1), we shall consider the case

$$
\pi = \sigma \tag{2.4}
$$

where the random errors, $e_i$, follow a first order autoregressive scheme

$$
e_i = \phi e_{i-1} + \epsilon_i \quad i = 2, 3, \ldots, n \tag{2.5}
$$

where it is assumed that the $\epsilon_i$'s are i.i.d. $N(0, \sigma^2)$.

The first order autoregressive model has mostly been studied over the stationary range $|\phi| < 1$. If stationarity can be assumed a priori, and if further (see for example Anderson [1954]) the error of the first observation is set

$$
e_1 = (1-\phi)^{-1/2} \epsilon_1 \tag{2.6}
$$

so that

$$
e = \Phi \epsilon \tag{2.7}
$$

where

$$
\Phi = \begin{bmatrix}
1 - \phi & 0 \\
\phi & 1 - \phi & 0 \\
& \ddots & \ddots \\
& 0 & \phi & 1
\end{bmatrix} \tag{2.8}
$$

then it is seen that $e$ has a multivariate normal distribution $N(0, \Sigma)$ with

$$
\Sigma = \sigma^2 \begin{bmatrix}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 1 & 0
\end{bmatrix} = \sigma^2 \Lambda \tag{2.9}
$$

where

$$
\Lambda = \Phi^{-1} \tag{2.10}
$$

The doubly symmetric feature of $\Phi$ (2.9) shows that (2.6) implies the error series $e_i, i = 1, 2, \ldots, n$ to be reversible, that is the series taken in reverse order is an identical AR-1 process.

The idea of stationarity, i.e. $\phi$ being between -1 and +1 is really a mathematical concept, but as far as data is concerned there is no particular reason for a cutoff at +1; and one should be able to deal with explosive situations where $\phi$ is in fact larger than one. This aspect of the AR-1 model seems however to have been largely ignored.

If stationarity cannot be assumed a priori, instead of (2.5) we write:

$$
e_i = M \epsilon_i \tag{2.11}
$$

where $M$ is a starting parameter. In this formulation, the autoregressive parameter $\phi$ may take values on the entire real line. If the process is explosive, then $M$ may be viewed as a measure of how far the explosion has progressed when the first observation is taken. If the process is stationary, then $M$ allows for the possibility that the first error, $e_1$, perhaps has an atypical size.

Combining (2.5) and (2.11) we may write

$$
\epsilon = b e - M \tag{2.12}
$$

where

$$
b = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 1 & 0
\end{bmatrix} \tag{2.13}
$$

and we see, that $e$ has a multivariate normal distribution with mean vector

$$
E(e) = b^{-1} M \tag{2.14}
$$

and variance-covariance matrix

$$
V(e) = \sigma^2 \Lambda \tag{2.15}
$$

$$
\Lambda = \Phi^{-1} \tag{2.16}
$$

The doubly symmetric feature of $\Phi$ (2.9) shows that (2.6) implies the error series $e_i, i = 1, 2, \ldots, n$ to be reversible, that is the series taken in reverse order is an identical AR-1 process.
\[ \xi = \xi - \frac{a}{\eta + \eta} \]

\[ \begin{bmatrix} \xi_1 \\ \xi_2 \\ \vdots \\ \xi_n \end{bmatrix} = \begin{bmatrix} M + \xi_1 \\ \xi_1 + \xi_2 \\ \vdots \\ \xi_{n-1} + \xi_n \end{bmatrix} \]

(2.17)

where \( \xi \) is spherically normally distributed:

\[ p(\xi) = (2\pi \sigma^2)^{-n/2} e^{-\frac{1}{2} \sigma^2 \xi^T \xi}. \]

(2.18)

If stationarity and reversibility can be assumed a priori, then one degree of freedom may be saved by adopting (2.6) instead of (2.11), i.e., by eliminating the parameter \( M \). In terms of (2.17) this elimination is done by formally replacing \( M \) by \((1-\phi^2)^{-1/2})\xi_1 \). The resulting subclass of stationary models shall in the following be identified by superscript "st".

\[ \begin{bmatrix} 0 \\ \xi_1 \\ \xi_2 \\ \vdots \\ \xi_n \end{bmatrix} = \begin{bmatrix} -1 \\ 0 \\ \ddots \\ 0 \end{bmatrix} \]

(2.22)

or

\[ \xi = \xi + (e_1 - M)^2 \]

(2.23)

where

\[ \xi = \xi \xi \]

(2.24)

so that (2.19) may be expressed as

\[ p(\xi) = (2\pi \sigma^2)^{-n/2} e^{-\frac{1}{2} \sigma^2 \xi^T \xi + (e_1 - M)^2}. \]

(2.25)
Noting that the transformation $z = \sqrt{y - \mu}$ has unit Jacobian we hence have, that the probability density function of $y$ is

$$p(y|\mu, \sigma, \phi) = \frac{1}{\sqrt{2\pi} \sigma} \exp\left(-\frac{1}{2} \frac{(y-\mu)^2}{\sigma^2}\right)$$

When the observations are considered known, (2.26) is of course also the likelihood function of the general model, and it may be expressed in a particularly simple way in terms of the transformed variables defined by

$$\Sigma = \begin{bmatrix} z_1 \\ z_2 \\ \vdots \\ z_n \end{bmatrix} = \begin{bmatrix} y \\ \sqrt{y} \\ \vdots \\ \sqrt{y} \end{bmatrix} = \begin{bmatrix} z \end{bmatrix} \begin{bmatrix} a & X \end{bmatrix}^T$$

(2.27)

From

$$\begin{bmatrix} y_1 - \mu \end{bmatrix}^T \Sigma^{-1} \begin{bmatrix} y_1 - \mu \end{bmatrix} = \begin{bmatrix} z_1 - \mu \end{bmatrix}^T \Sigma^{-1} \begin{bmatrix} z_1 - \mu \end{bmatrix}$$

(2.28)

it is seen that the likelihood (relative to the original observations $y$) is

$$L(\Sigma, \phi; y) = \sigma^{-(n+1)} \exp\left(-\frac{1}{2} \sum \frac{1}{\sigma^2} (z - \mu)^2\right).$$

(2.29)

Introducing the further notation

$$SS(\phi, \theta) = \begin{bmatrix} z - \mu \end{bmatrix}^T \Sigma^{-1} \begin{bmatrix} z - \mu \end{bmatrix}$$

(2.30)

the log likelihood of the general model may conveniently be written

$$L(\Sigma, \phi; y) = -n \log \sigma - \frac{1}{2} \sigma^2 SS(\phi, \theta) - \frac{1}{2} \sigma^2 (z - \mu)^2.$$  

(2.31)

For the stationary model it is similarly seen (see for example Snedecor 1971), that the likelihood is

$$L(\phi, \theta; y) = \sigma^{-(n+1)} \exp\left(-\frac{1}{2} \sum \frac{1}{\sigma^2} (z - \mu)^2\right).$$

(2.32)

where

$$\Sigma_0 = \begin{bmatrix} \Sigma_1 \\ \Sigma \end{bmatrix} = \begin{bmatrix} \frac{1}{\sigma} & \frac{a}{\sigma} \\ \frac{a}{\sigma} & \frac{\sigma}{\sigma} \end{bmatrix}$$

(2.33)

and using

$$SS_0(\theta, \phi) = \left(\frac{\Sigma_0}{\Sigma}\right)^T \left(\frac{\Sigma_0}{\Sigma}\right)$$

the log likelihood may be expressed as

$$L(\phi, \theta; y) = -n \log \sigma + \frac{1}{2} \log(1-\phi^2) - \frac{1}{2} \phi^2 SS_0(\theta, \phi)$$

(2.34)

2.2.2 Maximum likelihood estimates.

Finding the maximum likelihood estimators $(\hat{\mu}, \hat{\sigma}, \hat{\phi})$ of the general model, by, as usual, equating the first partial derivatives of $L$ to zero, we find that

$$\frac{8L}{8\phi} = 0 = \hat{\phi} = \frac{1}{\hat{\phi}} = \frac{\sigma}{\sigma}$$

(2.35)

and subsequently that

$$\frac{8L}{8\mu} = 0 = \hat{\mu} = \frac{1}{\hat{\mu}} = \frac{\sigma}{\sigma}$$

(2.36)

hence

$$L(\hat{\mu}, \hat{\sigma}, \hat{\phi}; y) = \frac{n}{2} \log SS(\hat{\phi}, \theta) - \frac{n}{2}$$

(2.37)

in other words, the problem of maximizing $L$ with respect to $y$ is reduced to that of minimizing $SS(\hat{\phi}, \theta)$ with respect to $y$.

As far as $\theta$ is concerned this is nothing but an ordinary least squares problem, i.e.

$$\hat{\theta}(\theta) = \left(\Sigma_{11}\right)^{-1} \Sigma_{12} = \left(X'X\right)^{-1}X'y$$

(2.38)

thus

$$SS(\hat{\theta}, \theta) = SS(\hat{\theta}, \theta) = \Sigma_{12}^T \Sigma_{12} = \Sigma_{12}^T \Sigma_{12}$$

(2.39)

(2.40)

and

$$\hat{\theta}(\theta) = \min SS(\theta, \theta) = \min SS(\theta, \theta)$$

(2.41)

The numerical values of $\hat{\phi}$ and $SS(\hat{\phi}, \theta)$ may be determined using any of the well known search algorithms for locating the minimum of a "well behaved" function.
Noting that
\[ SS(\hat{\theta}, \phi) = (\gamma - \hat{\theta})' \Sigma (\gamma - \hat{\theta}) = \hat{\theta}' \Sigma \hat{\theta} \]  
so that for given \( \hat{\theta} \)
\[ 2SS(\hat{\theta}, \phi) = \frac{n-1}{2} \hat{\epsilon}_1^2 - 2 \frac{n-1}{2} \hat{\epsilon}_1 \hat{\epsilon}_{1+1} \]  
\[ = \frac{n-1}{2} \frac{\hat{\epsilon}_1^2}{\hat{\epsilon}_1} \]  
(2.44)

it is seen, that the iterative procedure depicted in Figure 2.1, (see also Cochran and Orcutt (1949)) produces the MLE.

For the stationary model it holds that
\[ \sigma^2 = \frac{SS(\hat{\theta}, \phi)}{n} \]  
(2.45)

and since
\[ \ell^0(\hat{\theta}, \phi, \gamma|\Sigma) = -\frac{n}{2} \log SS(\hat{\theta}, \phi) + \frac{1}{2} \log(1-\phi^2) - \frac{n}{2} \]  
(2.47)

\( \hat{\phi} \) may be found from minimizing
\[ \left[ \frac{SS(\hat{\theta}, \phi)}{n} \right] = \left[ \frac{\gamma'(A - \hat{\theta} X'XAX)^{-1}X'\gamma}{1 - \phi^2} \right] \]  
(2.48)

with respect to \( \hat{\phi} \). If the term \( \frac{1}{2} \log(1-\phi^2) \) in the log likelihood function is neglected an approximate expression similar to (2.44) is found:
\[ \hat{\theta} = \frac{n-1}{2} \frac{\hat{\epsilon}_1^2}{\hat{\epsilon}_1} \]  
(2.49)

---

**FIGURE 2.1**

1. **Start**
   - Set \( \phi = 0 \)

2. **Find** \( \bar{\gamma} = \bar{\gamma} \gamma \) and \( \bar{\Sigma} = \bar{\Sigma} \Sigma \)

3. **Determine** \( \hat{\phi}(\phi) = (\bar{\Sigma}' \bar{\Sigma})^{-1} \bar{\Sigma}' \bar{\gamma} \)
   and \( \hat{\xi}(\phi) = \bar{\gamma} - \bar{\Sigma} \hat{\phi}(\phi) \)

4. **Calculate** \( \hat{\phi} = \frac{n-1}{2} \frac{\hat{\xi}(\phi) \hat{\xi}_{1+1}(\phi)}{\hat{\epsilon}_1^2(\phi)} \)

5. **Set** \( \hat{\phi} = \hat{\phi} \)

6. **Is** \( \hat{\phi} \leq \phi ? \)
   - **no**
     - **Set** \( \hat{\phi} = \hat{\phi} \) and \( \hat{\Sigma} = \hat{\Sigma} \hat{\Sigma} \)
   - **yes**
     - **If desired compute** \( \sigma^2 \) and \( \hat{n} \)

**END**
2.2.3 Fisher's information matrix.

The information matrices \( I \) and \( I^0 \) corresponding to the log
likelihood functions \( L \) and \( L^0 \) are now given

\[
I = [I_{ij}] = -E \frac{\partial^2 L}{\partial \theta_i \partial \theta_j} \quad \text{with} \quad \theta_i, \theta_j \in \{M, \theta, \delta, \sigma\}
\]

\[
(I) \quad (\theta^0) \quad (\delta) \quad (\sigma)
\]

\[
\begin{pmatrix}
\sigma^{-2} & \sigma^{-2} (\xi^2 + \xi_2 + \xi_1) & \sigma^{-2} (\xi^2 - 1) & 0 \\
\sigma^{-2} & \sigma^{-2} (\xi^2 + \xi_2 + \xi_1) & \sigma^{-2} (\xi^2 - 1) & 0 \\
0 & 0 & 0 & 2n\sigma^{-2}
\end{pmatrix}
\]

(2.50)

where

\[
J(\theta) = n \left( \frac{1}{1-\theta^2} - \frac{1 - n}{n} \frac{1 - 2n}{(1-\theta^2)^2} + \frac{1}{n} \frac{1 - 2n(n-1)}{1-\theta^2} \right) \quad (2.51)
\]

It is seen, that the information about the starting parameter \( M \)
does not increase with \( n \), and that the information about \( \delta \) not only
grows with \( n \), but also is inflated when \( |\theta| \) is high and when \( M/\delta \)
is large. This is to be expected since under such circumstances the
observations will rapidly become very large compared to the error.
About \( \sigma \) it holds, as usual, that the information is proportional
to \( n \).

As far as \( \theta \) is concerned we observe, that the information matrix
essentially involves the transformed matrix \( \bar{Z} \) in the same way as the
original matrix \( Z \) appears in the information matrix corresponding to
the usual a priori independent linear model.

The information matrix corresponding to the stationary model is
intuitively reasonable, and in particular do not lead to clearly un-
acceptable conclusions. The choice of prior can be interpreted as an
expression of prior beliefs concerning the parameters. It may also be
regarded as a scaling and shaping of the parameter space in the sense,
that the prior chosen for the original parameters $\xi$ may correspond to
a locally uniform one in the space of some transformed parameter set $\psi$,
so that in this parameter space the normalized likelihood function is
equal to the posterior distribution. In so preparing the “stage” for
the likelihood, it is kept in mind, that it is not critical to “fine
tune” remote regions of the parameter space, where it is barely con-
ceivable that any real data would bring the likelihood function.

Only experience can tell whether the suggested priors are con-
ductive to making the overall model useful in practical data analysis.

2.3.1 Prior for the a priori stationary model.

In general the joint prior distribution of $(\xi, \eta, \sigma)$ can be factor-
ized as

$$p^0(\xi, \eta, \sigma) = p^0(\xi, \eta | \sigma) p^0(\sigma)$$  \hspace{1cm} (2.54)

Focusing attention on the factor $p^0(\xi, \eta | \sigma)$ it is recalled, that for
given $\eta$ the transformed model expression

$$\eta^0 = \eta^0 + \xi$$  \hspace{1cm} (2.55)

is nothing but a usual independent linear model involving the parameters
$(\theta, \sigma)$. Following the argument of Box & Tiao (1973) pp. 25-60, a suit-
able prior for $(\theta, \sigma)$ relative to this model form is

$$p^0(\theta, \sigma) = \sigma^{-1}.$$  \hspace{1cm} (2.56)

The main steps leading to (2.56) are as follows: First an assumption
of prior independence between $\theta$ and $\sigma$ is made. Then treating $\theta$
and $\sigma$ separately, Jeffreys' rule is invoked. This rule states, that
for a single parameter, $\eta$, an approximately noninformative prior dis-
tribution results from setting

$$p(\eta) = (J(\eta))^{1/2}$$  \hspace{1cm} (2.57)

where $J(\eta)$ is Fisher’s information measure. The rule has the attrac-
tive property, that if $\eta$ is any one to one transformation of $\eta$, and
if $p(\eta)$ is also determined from (2.57), then

$$p(\eta) = p(\eta)$$  \hspace{1cm} (2.58)

as is easily seen from the relation

$$J(\eta) = J(\eta) (\frac{\partial \eta}{\partial \eta})^2.$$  \hspace{1cm} (2.59)

Now, if $\eta$ is a transformation of $\eta$ such that $J(\eta)$ does not involve
$\eta$, then the likelihood is approximately data translated, i.e. different
outcomes of $\eta$ have the effect of changing the location of the likeli-
hood function on the $\eta$ axis, while leaving its spread approximately
unchanged. In this metric a desire to “let the data speak for them-
selves” may be expressed by choosing a locally uniform prior for $\eta$.

But if $p(\eta) = \kappa$ is considered a noninformative prior for $\eta$, then
from (2.58) and (2.59) it follows that a noninformative prior for $\eta$ is

$$p(\eta) = p(\eta) (\frac{\partial \eta}{\partial \eta}) = (J(\eta))^{1/2}$$  \hspace{1cm} (2.60)

The multiparameter version of Jeffreys' rule has the form

$$p(\xi) = |J(\xi)|^{1/2}$$  \hspace{1cm} (2.61)

If we denote by $\gamma$ the parameters in the corresponding metric where
$p(\gamma)$ is locally uniform, then (2.61) assures that in this metric the
"overall spread" as measured by $|J(\gamma)|^{1/2}$ remains approximately con-
stant for different outcomes of $\gamma$.

As pointed out by Jeffreys (1961), difficulties can occur in applying the
multiparameter rule (2.61). In particular when knowledge is available
that certain sets of parameters are independent a priori, this must be
included and the rule applied to the independent sets separately.

In the present multiparameter situation we shall proceed as follows.

Assuming prior independence between \( \sigma \) on the one hand and \( \theta \) on the other we have

\[
p^0(\theta, \sigma | \phi) = p^0(\theta | \phi) p^0(\sigma | \phi)
\]

(2.62)

where \( p^0(\sigma | \phi) \) is uniform conditionally on \( \theta \), i.e. must have the form

\[
p^0(\sigma | \phi) = g(\sigma)
\]

(2.63)

and on the assumption of prior independence between \( \sigma \) and \( \phi \)

\[
p^0(\theta, \sigma) = p^0(\theta) p^0(\sigma) = \sigma^{-1}.
\]

(2.64)

It may seem arbitrary to parameterize on \( \sigma \) which is the standard deviation of the innovations \( \{e_t\} \), but in fact if one had parameterized on

\[
\sigma = \sigma / \sqrt{1-\phi^2},
\]

then precisely the same prior would have resulted:

\[
p^0(\theta, \sigma) \bigg| \frac{\sigma}{\sqrt{1-\phi^2}} = \left( \frac{\sigma}{\sqrt{1-\phi^2}} \right)^{-1} \frac{1}{\sqrt{1-\phi^2}} = \sigma^{-1}.
\]

(2.65)

Now as far as \( p^0(\theta | \phi) \) and \( p^0(\theta) \) are concerned we find

\[
p^0(\theta | \phi) p^0(\theta) = p^0(\theta, \phi) = \left| \frac{1}{\phi^2} \right|^{1/2} (1-\phi^2)^{-1/2}
\]

(2.66)

using Jeffreys' rule (2.61) jointly for \( (\theta, \phi) \), and where the asymptotic approximation

\[
p^0(\phi) \approx (1 - \phi^2)^{-1/2}
\]

(2.67)

has been adopted. It may be noted, that the noninformative prior (2.67) for \( \phi \), is equivalent to a locally uniform one for \( \phi = \arcsin \phi \).

A joint prior distribution for \( (\theta, \phi, \sigma) \) complementing the likelihood function \( L^0 \) (2.32) is thus produced by multiplying the two separated independent components (2.64) and (2.67):

\[
p^0(\theta, \phi, \sigma) = \left| \frac{1}{\phi^2} \right|^{1/2} (1-\phi^2)^{-1/2} \sigma^{-1}
\]

(2.68)

Because multiparameter problems have to be treated with considerable care, it is perhaps valuable to discuss from a somewhat different point of view the prior dependence of \( \phi \) on \( \theta \); i.e. the appropriateness of the factor \( p^0(\theta | \phi) \) in the prior.

If a prior is to be selected which does not prejudice the data, it might at first sight seem, that this openness could be expressed by a prior implying, that all values of the vector of expected observations \( \xi(y) = \eta \) are equally acceptable. This notion implies a locally uniform prior for \( \eta \). However such a choice is inconsistent with the model structure since it ignores the restrictions (2.2) imposed on \( \eta \) as well as it neglects the dependence among the \( y_t \) 's.

Multiplying \( \xi = \eta + e \) by the independence inducing matrix \( A \) we get

\[
\xi^0 = A \xi^0
\]

(2.69)

where

\[
\xi^0 = A \xi^0
\]

(2.70)

so that \( \xi^0 \) is restricted to the \( p \)-dimensional subspace \( W(\phi) \) spanned by the column vectors \( \xi^0_1, \xi^0_2, \ldots, \xi^0_p \) of \( \xi^0 \). Hence \( \xi^0 \) is completely described by its projections onto \( W(\phi) \). Let \( \xi = [\xi^0_1, \ldots, \xi^0_p] \) be any orthonormal basis for \( W(\phi) \). Now consider the vector

\[
\xi^0 = \xi^T \xi^0
\]

(2.71)

The \( j \)-th element of \( \xi^0 \) is the length of the projection of \( \xi^0 \) on \( \xi^j \).

It is now clear, that a locally uniform prior for \( \eta \) (conditional on \( \phi \)) is exactly reflecting the desired openness while being consistent with the explicit restrictions dictated by the model structure.

It follows from

\[
\xi^0 = \xi^T \xi^0 = A \xi^T \xi^0 = \xi^T \xi^0
\]

(2.72)
that a locally uniform prior for $\alpha$ equivalently may be expressed in
terms of the following prior for $\theta$:

$$p^0(\theta|\alpha) = p^0(\theta|\beta) \frac{d\beta}{d\theta} = \left[\xi^{-1}\right] = \left[\xi^{0.4} \xi^{0.5}\right]^{1/2} = \left[\xi^{0.5}\xi^{0.4}\right]^{1/2}$$

(2.73)

which is exactly the same answer as before.

2.3.2 Prior for the not necessarily stationary model.

The joint prior distribution for $(M,\beta,\phi,\sigma)$ may in general be
factorized as

$$p(M,\beta,\phi,\sigma) = p(M) p(\beta|M,\sigma) p(\phi) p(\sigma)$$

(2.74)

It seems appropriate to assume independence a priori between $M$ and $\phi$;
also we shall assume as before that $\sigma$ is independent a priori of the
remaining parameters. On this basis we may write

$$p(M,\beta,\phi,\sigma) = p(M) p(\beta|\sigma) p(\phi) p(\sigma)$$

(2.75)

Following the same line of argument as was put forth in the previous sub-
section we get

$$p(\sigma) = \sigma^{-1}$$

(2.76)

and

$$p(\beta|M,\sigma) = p(\beta|\sigma) \sigma^{1/2} \right]$$

(2.77)

where clearly the prior for the linear starting parameter $M$ is set
locally uniform.

Thus a prior distribution for $(M,\beta,\phi,\sigma)$ complementing the likeli-
hood function $L$ (2.29) has the form

$$p(M,\beta,\phi,\sigma) = p(\beta|M,\sigma) \sigma^{1/2} \sigma^{-1}$$

(2.78)

where the question of choosing an appropriate prior for $\phi$ has been left
open. This question shall be returned to in Section 2.5.

2.4 Posterior distributions.

At this point Bayes theorem is invoked to establish the posterior
density functions of the parameters in the two models, as the normalized
product of their respective likelihoods and their complementing priors.

Specifically we have for the general model

$$p(M,\tilde{\beta},\phi,\sigma|\mathbf{y}) = p(M,\tilde{\beta},\phi,\sigma) L(M,\tilde{\beta},\phi,\sigma|\mathbf{y})$$

$$= p(M) \left[\xi^{-1}\right] \sigma^{-1/2} \exp\left(-\frac{1}{2} \sigma^{-2} \mathbf{y}^2 (\mathbf{y} - \tilde{M})^2 \right)$$(2.79)

and for the stationary model

$$p^0(\tilde{\beta},\phi,\sigma|\mathbf{y}) = p^0(\tilde{\beta},\phi,\sigma) \sigma^2 \left[\xi^{-1}\right] \sigma^{-1/2} \exp\left(-\frac{1}{2} \sigma^{-2} \mathbf{y}^2 (\mathbf{y} - \tilde{M})^2 \right)$$

(2.80)

From a Bayesian point of view, all information which the data $\mathbf{y}$
may possess about the parameters $(M,\tilde{\beta},\phi,\sigma)$ (or alternatively $\beta,\phi,\sigma$)
is explicitly expressed as the posterior distribution $p(M,\tilde{\beta},\phi,\sigma|\mathbf{y})$ (or
$p^0(\tilde{\beta},\phi,\sigma|\mathbf{y})$). And all parametric inference consists of interpreting
that distribution.

Usually interest is focused on a subset of parameters in which
case the joint distribution is an unnecessary complicated carrier of
information. Of course using the Bayesian approach marginal inference
is made from considering the relevant marginal densities, which in prin-
ciple are easily found by integrating out the nuisance parameters.

In the context of the present models the parameters $M$ and $\sigma$
will typically be of little if any interest by themselves. Accordingly
we shall proceed by eliminating $M$ and $\sigma$ to establish the marginal
distributions of $\tilde{\beta}$ and $\phi$ jointly. In following steps involving
further integration, we shall see how inferences are made about $\tilde{\beta}$ , or
a subset of $\tilde{\beta}$ , and about $\phi$ individually.
2.4.1 Marginal posterior distribution of \((\theta, \phi)\) jointly.

Recognizing that \(p(\theta, \phi | y)\) (2.79) is a normal function with respect to \(\theta\), this parameter may be integrated out to yield

\[
p(\phi | y) = p(\theta | y, \phi) \int p(\theta | SS(\theta, \phi)) \, d\theta
\]

\[
= p(\phi) \frac{1}{\sqrt{2\pi}} \exp\left( -\frac{1}{2} \frac{SS(\theta, \phi)}{\sigma^2} \right) \left( \frac{1}{n} \right) \]  

This density is of the Gamma form with respect to \(\phi\), so integrating over that parameter gives

\[
p(\phi | y) = p(\phi) \frac{1}{\sqrt{2\pi}} \left( \frac{SS(\theta, \phi)}{\sigma^2} \right) \left( \frac{1}{n} \right) \]  

Turning to the stationary model we find similarly:

\[
p(\phi | y) = p(\phi) \frac{1}{\sqrt{2\pi}} \left( \frac{SS(\theta, \phi)}{\rho^2} \right) \left( \frac{1}{n} \right) \]  

2.4.2 Marginal posterior distribution of \(\phi\). Integrating over \(\theta\) we find:

\[
p(\phi | y) = \int p(\theta | SS(\theta, \phi)) \, d\theta
\]

\[
= p(\phi) \frac{1}{\sqrt{2\pi}} \left( \frac{SS(\theta, \phi)}{\sigma^2} \right) \left( \frac{1}{n} \right) \]  

Excluding the point(s) \(\phi^*\) (if any) which makes \(\Sigma^2\) singular, this t-form expression integrates to

\[
p(\phi | y) = p(\phi) \left( \frac{SS(\theta, \phi)}{\sigma^2} \right) \left( \frac{1}{n} \right) \]  

with \(-\rho < \phi < \rho\).

This exclusion is a matter of formality only since the probability of \(\phi\) being equal to the distinct point(s) \(\phi^*\) is zero (see Section 3.2 of Chapter 3 and Section 4.2 of Chapter 4).

Similarly for the stationary model we find

\[
p(\phi | y) = \left( \frac{SS(\theta, \phi)}{\rho^2} \right) \left( \frac{1}{n} \right) \]  

with \(-\rho < \phi < \rho\).

Attention is at this point directed to Appendix B, where it is studied what the consequences would have been for \(p(\phi | y)\) had prior independence been assumed between \(\theta\) and \(\phi\).

2.4.3 Marginal posterior distribution of \(\theta\).

The marginal posterior distribution of \(\theta\) relative to the general model is found as

\[
p(\theta | y) = \int p(\theta, \phi | y) \, d\phi
\]

but here it does not seem possible to perform the integration analytically, so an explicit expression of \(p(\theta | y)\) in terms of well known functions of \(y\) is unavailable.

Utilizing the factorization

\[
p(\theta, \phi | y) = p(\theta | y) p(\phi | y)
\]

the integration (2.87) may be carried out conveniently by numerical methods on an electronic computer.

The second factor in (2.88) shall be looked into in Section 2.5 and the first factor is the posterior distribution of \(\theta\) given \(\phi\), which from (2.84) is seen to be a multivariate t-distribution, specifically

\[
p(\theta | \phi, y) \sim t \left( \phi, \frac{1}{\sigma^2}, \frac{1}{\alpha^2} \right)
\]

with

\[
\hat{\phi} = \frac{SS(\theta, \phi)}{\sigma^2}
\]

\[v = n-p-1\]
Hence substituting (2.88) into (2.87) we see, that \( p(\phi|y) \) may be regarded as a weighted sum of t-distributions, where \( p(\phi|y) \) acts as a weight function. In this interpretation the special case of independence is equivalent to setting \( p(\phi|y) \) equal to an impulse function, 

\[ \delta(\phi) \] 

Of course a numerical integration consists of summing the integrand in small increments of \( \phi \), multiplied by the increment \( \delta \phi \), i.e., setting

\[ p(\phi|y) \approx \delta \int p(\phi|s,y) p(\phi|y). \] (2.90)

Since \( p(\phi|s,y) \) is known exactly including the normalizing constant, and interpreting \( p(\phi|y) \) as a weight function, we need not find the normalizing constant of that distribution very precisely in order to assure that \( p(\phi|y) \) integrates to one. The only requirement is, that the weights, being proportional to \( p(\phi|y) \), add up to one in the actual summation (2.90). In practice \( p(\phi|y) \) may often be approximated extremely well by a weighted sum of say 5 t-distributions, corresponding to 5 equidistant \( \phi \)-values covering the interval where the body of \( p(\phi|y) \) is located.

Frequently it is desired to make inference about a subset of \( \phi \). Suppose for example, that the r-dimensional subvector \( \phi_r \) is of separate interest, where without loss of generality we may assume

\[ \phi = (\phi_1^r) \] (2.91)

then we find that

\[ p(\phi_r|y) = \int_{\theta} p(\phi|y) d\theta \]

\[ = \int_{\theta} \int_{\theta} p(\phi|s,y) d\theta \phi 
\]

(2.92)

\[ = \int_{\theta} \int_{\theta} p(\phi|s,y) d\phi \]

where as before \( p(\phi|s,y) \) is a t-distribution, specifically

\[ p(\phi|s,y) \sim \frac{1}{\sqrt{s^2 \pi}} \left( \frac{s^2}{\phi} \right)^{\frac{1}{2}} \]

(2.93)

with \( \bar{s}, s^2 \) and \( \nu \) as before, equation (2.90), and where \( D_{11} \) comes from

\[ \left( E_n\right)^{-1} = \begin{bmatrix} D_{11} & D_{12} \\ D_{12} & D_{22} \end{bmatrix} \]

(2.94)

So again \( p(\phi_r|y) \) is a weighted sum of t-distributions conditional on \( \phi \), the weights being proportional to the relative credibility of the \( \phi \)-values as expressed by the marginal posterior distribution of \( \phi \).

Exactly parallel results hold obviously for the stationary model.

The corresponding formulae relative to this model are generated by substituting \( n \) for \( n-1 \) and inserting superscript \( n \) wherever applicable.

2.5 Marginal prior and posterior for \( \phi \) in the not necessarily stationary model:

Turning to the question of choosing a prior for \( \phi \), two possibilities are considered. One is an approximately non-informative prior \( p_n(\phi) \) of the Jeffreys type, the other is a locally uniform one

\[ p_n(\phi) = k. \] (2.95)

How informative this prior is may be judged by comparison to \( p_n(\phi) \), and we shall argue below, that \( p_n(\phi) \) is not so unreasonable a choice as it
might first seem. If we adopted this prior (2.95), we get from (2.85):

\[ p_u(\theta | y) = \frac{1}{n^2 + (n-2)g^2 + (n-3)g^4 + \ldots + g^{2(n-2)}} \]

(2.96)

which incidentally looks much like \( p_0(\theta | y) \) (2.86) of the stationary model.

It turns out, that \( p_u(\theta | y) \) can be approximated closely by a \( t \)-distribution with \( n-p-2 \) degrees of freedom; which is equivalent to saying that in the vicinity of \( \theta = \hat{\theta}, SS(\hat{\theta}, \theta) \) is very nearly a quadratic function.

According Jeffrey's rule (2.60), \( p_n(\theta) \) should locally be proportional to \( J(\theta)^{1/2} \), where (from the shorthand formula (2.51)):

\[ J(\theta) = (n-1)+(n-2)g^2 + (n-3)g^6 + \ldots + g^{2(n-2)} \]

with \( \theta = \hat{\theta} \).

If \( |g| \) is small \((|g| < 1)\), then \( J(\theta) \) is dominated by the low order terms. In this case we see, that unless the quantity \( n^2/(n^2) \) is approaching unity, \( J(\theta) \) may be approximated well by

\[ J(\theta) \approx (n-1)+(n-2)g^2 + (n-3)g^6 + \ldots + g^{2(n-2)} \]

(2.98)

In practice, \( n^2/n^2 \) should not often be very large for a truly stationary process. And if that contingency is feared in an experimental situation, any reasonable investigator would intuitively counter by making a comparatively larger number of observations ("allowing the system to settle").

So on this assumption a locally approximately noninformative prior looks like

\[ p_n(\theta) = \frac{1}{(n-1)+(n-2)g^2 + (n-3)g^6 + \ldots + g^{2(n-2)}}^{1/2} \]  

(2.99)

If on the other hand the process is explosive, then the high order terms dominate \( J(\theta) \), (2.97). Of course if \( n^2/\sigma^2 \) is small (i.e. the explosion has been monitored from its beginning) then (2.98) is still valid. But even if \( n^2/\sigma^2 \) is large, \( p_n(\theta) \) of (2.99) would seem a reasonable approximation, since now a noninformative prior should look like \((1+g^2+g^4+\ldots+g^{2(n-2)})^{1/2}\) or \((g^2)^{1/2}\), which is not much different from (2.99) for large \( \theta \).

So in any event we shall adopt (2.99) as a locally approximately noninformative prior for \( \theta \). Figure 2.2 shows \( p_n(\theta) \) plotted for \( n = 6, 15, 25 \) and 60; the four curves have been scaled to go through 1 for \( \theta = \hat{\theta} \). (The \( q(\theta) \) curves are explained below).

Unfortunately a direct multiplication by this noninformative prior in (2.85) does not yield meaningful results. It turns out (see the example in Section 2.6.1) that if it is attempted to derive \( p(\theta | y) \) as

\[ p_n(\theta)(SS(\hat{\theta}, \theta))^2 \]

then this product blows up for large \( \theta \) values (positive or negative), where the likelihood function is approaching zero. The cause of this calamity may be explained by Figures 2.3 and 2.4:

First it is reminded, that the noninformative prior for \( \theta \) is equivalent to a locally uniform prior for some \( \theta = \Theta(\omega) \), where the \( \omega \)-metric is such that the likelihood function is approximately data translated. In a single parameter situation the effect of a noninformative prior may be illustrated by drawing likelihood curves in the metric induced by that prior. Of course this is not possible to do for multi-parameter likelihood functions. What can be done, is drawing marginal posterior distributions for \( \theta \) in the original as well as the data
translating metric; this is done in Figures 2.3 and 2.4 for sample sizes
n = 15 and 25 respectively. Actually an alternative argument for pro-
ducing a noninformative prior, may consist of determining \( \Phi(\phi) \) so that
the (expected) spread of the posterior distribution of \( \Phi \) does not de-
depend on \( \phi \). This approach is sketched in Appendix A, and as it turns
out the very same prior for \( \phi \) is derived that way.

The construction of Figures 2.3 and 2.4 is explained in detail in
Appendix A, let it suffice here to point out, that the five solid den-
sity curves, \( p(\phi|y) \), in 2.3a and 2.4a come from (2.96) i.e. correspond
to a uniform prior for \( \phi \); and they are the results of "data" generated
with the true value of \( \phi \) being equal to -1.2, -6, 0, 0.6 and 1.2.
Clearly the extreme curves (\( \phi = \pm 1.2 \)) are much more concentrated
than the ones in between, signifying that in the original metric a change in
\( \phi \) (the mode of these curves) not only shifts the posterior along the
\( \phi \)-axis but also changes its shape substantially. In contrast Figures
2.2b and 2.4b show that in the \( \Phi \)-metric induced by (2.99) the posterior
of \( \phi \) remains comparatively unchanged in spread for various values of
\( \Phi = \Phi(\phi) \). Because the spread of the posterior distribution (or curva-
ture of the likelihood function) not only depends on \( \phi \) but more gener-
ally on the data, sampling variation in the spread of \( p(\phi|y) \) is to be
expected. The adequacy of the \( \Phi \)-metric is supported by the lack of
pattern from plot to plot of \( p(\phi|y) \) (see also plots in Appendix A);
so apparently the prior \( p_0(\phi) \) is doing what it is supposed to do. But
looking more closely at Figures 2.3b and 2.4b it is observed, that the
posteriors \( p(\phi|y) \) in the data translating metric, unlike \( p_0(\phi|y) \) in
Figures 2.3a and 2.4a are not nearly symmetric, but possess heavy tails
in one direction or the other. The principle of noninformative priors
does not go beyond the second moment however. Strictly speaking the argument is a local one applicable only in the vicinity of \( \hat{\phi} \), where, based on the expected value of a second derivative at this point (used as a measure of spread) the locally approximately noninformative prior has the effect relative to a locally uniform one, of increasing the spread somewhat accompanied by a moderate shift in the mode away from the origin. Hence while a locally uniform prior for \( \phi \) may still be advocated, it is apparently necessary to ensure in some way, that the uniform prior is only applied near \( \hat{\phi} \) and does not extend to remote tail areas.

Specifically it is suggested, that the modifying effect of \( p_n(\phi) \) on \( p_n(\phi|y) \) may be achieved within the t-form the following way. It is noted, that multiplying \( SS(\hat{\phi}, \phi)^{\frac{1}{2}} \) by \( p_n(\phi) \) is equivalent to multiplying \( SS(\hat{\phi}, \phi) \) by \( q(\phi) \) in (2.65), where

\[
q(\phi) = p_n(\phi)^{\frac{n-p-1}{2}}
\]

\[
q(\phi) = \begin{cases} 
10 \left( \frac{2}{n} - \frac{1}{2} (1 - \frac{1}{\phi^2}) \right) \frac{\gamma}{n-1} \frac{2n}{\gamma} \left( 1 - \frac{1}{\phi^2} \right) - \frac{1}{n-1} & \text{when } \phi \neq 11 \\
10 & \text{when } \phi = 11 
\end{cases}
\]

(2.100)

\( q(\phi) \) is plotted in Figure 2.2 for \( n = 6, 15, 25, 60 \) and \( p = 0 \); and scaled like the expression (2.100) to go through 10. for \( \phi = 11 \).

Thus if the product \( q(\phi) \cdot SS(\hat{\phi}, \phi) \) is \( \gamma \)-approximated by a second order polynomial \( q(\phi) \) in the vicinity of \( \hat{\phi} \), we have the following t-approximation for the marginal posterior distribution of \( \phi \) based locally on the noninformative prior \( p_n(\phi) \):

\[
p_n(\phi|y) \propto q(\phi)^{\frac{n-p-1}{2}}.
\]

(2.101)

The posterior distributions (2.101) are drawn as the broken curves in Figures 2.3a and 2.4a. (In the latter figure \( p_n(\phi|y) \) and \( p_n(\phi|y) \) are almost coincidental even for \( \phi = 1.2 \) where the dramatic upturn in the prior, Figure 2.2, might perhaps leave the erroneous impression that the effect of the locally noninformative prior grows with \( n \)).

Although \( p_n(\phi) \) is the advocated (local) prior for \( \phi \), arguments exist in favor of the uniform prior \( p_n(\phi) \). It is simple in application, not only because it is identical for all \( n \), but more importantly because direct multiplication does not create any problem, and therefore an exact posterior density function can be established. Further it may be questioned, whether a noninformative prior really reflects a realistic prior attitude about \( \phi \). Formally \( \phi \) is defined over the entire interval \((\phi, \infty)\), but in real life \( \phi \) will hardly ever exceed unity by much. For example a value of \( \phi = 3 \) is rather unthinkable. Such a process would be so violently explosive, that even for a fairly small sample the smallest (i.e. the first) observation and the largest (i.e. the last) observation could be orders of magnitude apart, while the variance of the disturbance \( \epsilon_i \) added to each new observation is constant (see (2.17)).

Compared to an approximately noninformative prior, a uniform prior is somewhat conservative concentrating the prior probability density more closely around \( \phi = 0 \). The larger the sample size the greater the difference. It may be felt, at least qualitatively, that this departure reflects a reasonable decreasing willingness to accept larger values of \( \phi \) a priori, as \( n \) increases.
Finally it is noted, that $p_n(\theta)$ and $p_n(\theta)$ are much alike for small $n$, to the point of being identical for the smallest possible sample, $n = 2$. And as $n$ grows large, the likelihood becomes increasingly dominating in the posterior anyway. Hence even if $p_n(\theta)$ is recognized as the superior choice of prior, from the point of view of being unprejudiced relative to the information supplied by the data, the use of $p_n(\theta)$ may still be contemplated, as the practical difference between the two can be expected to be small.

2.6 Examples.

Two examples are presented in this section.

The first example deals with some artificial data, which have been deliberately generated to challenge the method of analysis developed. Admittedly this example is far-fetched, but it does serve to illustrate several points of interest.

The real data of the second example concerned with detecting a possible shift in level of a chemical process variable, are taken from Box and Jenkins [1970].

2.6.1 An artificial example.

These data were generated by the model

$$ y_i = \theta_1 x_{i,1} + \theta_2 x_{i,2} + \epsilon_i $$

(2.102)

with $\theta_1 = 10.$ and $\theta_2 = 1.$, and where

$$ \begin{cases} 
\epsilon_i = M + \epsilon_1 \\
\epsilon_1 = \delta \epsilon_{i-1} + \epsilon_i 
\end{cases} $$

(2.103)

with $\delta = .3, M = 0,$ and the $\epsilon_i$'s are i.i.d. $N(0,1)$.

The values of the independent variable are listed in Table 2.1 along with the synthetic "observations".

<table>
<thead>
<tr>
<th>$i$</th>
<th>$y_i$</th>
<th>$x_{i,1}$</th>
<th>$x_{i,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>181.436</td>
<td>1</td>
<td>81.920</td>
</tr>
<tr>
<td>2</td>
<td>140.518</td>
<td>1</td>
<td>40.960</td>
</tr>
<tr>
<td>3</td>
<td>119.204</td>
<td>1</td>
<td>20.480</td>
</tr>
<tr>
<td>4</td>
<td>110.097</td>
<td>1</td>
<td>10.240</td>
</tr>
<tr>
<td>5</td>
<td>104.308</td>
<td>1</td>
<td>5.120</td>
</tr>
<tr>
<td>6</td>
<td>101.009</td>
<td>1</td>
<td>2.560</td>
</tr>
<tr>
<td>7</td>
<td>100.490</td>
<td>1</td>
<td>1.280</td>
</tr>
<tr>
<td>8</td>
<td>99.487</td>
<td>1</td>
<td>0.640</td>
</tr>
<tr>
<td>9</td>
<td>98.130</td>
<td>1</td>
<td>0.320</td>
</tr>
<tr>
<td>10</td>
<td>98.970</td>
<td>1</td>
<td>0.160</td>
</tr>
<tr>
<td>11</td>
<td>99.696</td>
<td>1</td>
<td>0.080</td>
</tr>
<tr>
<td>12</td>
<td>102.054</td>
<td>1</td>
<td>0.040</td>
</tr>
<tr>
<td>13</td>
<td>100.001</td>
<td>1</td>
<td>0.020</td>
</tr>
<tr>
<td>14</td>
<td>100.644</td>
<td>1</td>
<td>0.010</td>
</tr>
<tr>
<td>15</td>
<td>98.955</td>
<td>1</td>
<td>0.005</td>
</tr>
</tbody>
</table>

The main purpose of this example is to illustrate a situation where the AR-1 process seems clearly stationary, but where the factors $\|\hat{\theta} - \hat{\theta}\|_1$ and $\|\hat{\theta} - \hat{\theta}\|_1$ are very different in the priors (2.78) and (2.68) for the general and the stationary model respectively. It is then possible to see how this influences the marginal posterior distribution of $\theta$. Also this example demonstrates how the parametric inference about $\theta$ is affected by the presence of singularity points, of which this data set has two in relation to the general model but only one in relation to the stationary model.

Analyzing this data set on the basis of the general model it is seen, that not only is $\theta = 1$ a singularity point because of the mean $\theta_1$, but also $\theta = .5$ is a singularity point because of $\theta_2$ since
\[ z_i \in [0, 1] \text{ vanishes in this point. This singularity may be explained} \]
by recognizing, that the exponential decay of \( x_{i, 1} \), \( i = 1, 2, \ldots, 15 \),
can be reproduced in the \( z_i \)'s by setting \( M = 81.92 \) and \( \phi = 0.5 \).

Now precisely \( \phi \) is known given \( \psi \), depends not only on \( \psi \)
but also on the \( \sum_i \) matrix in that point. Specifically the 100(1-1%) highest posterior density (HPD) region for \( \phi \) conditional on \( \psi \) is
proportional to \( \left[ |z_i|^{-1/2}(\psi)^{1/2} \right. \). The solid \( |z_i|^{-1/2} \) curve in
Figure 2.5a shows how the overall precision with which \( \phi \) may be known
from the data degrades as \( \psi \) approaches the singularity point \( \psi^* \).

In this example each singularity is attributed to a single linear parameter,
and the two other curves in 2.5a show how the parameters individually become indeterminate as \( \psi \) approaches their respective singularity points. \( \sqrt{D_{11}} \) corresponds to \( \phi_1 \) and \( \sqrt{D_{22}} \) to \( \phi_2 \),
where \( D_{ij} \) is defined by Equation (2.94). (All the curves in Figure 2.5a
have been scaled to go through 1 at \( \psi = 0 \).)

Figure 2.5b shows posterior distributions for \( \phi \). \( p_\phi(\psi) \) is
the exact curve of Equation (2.96). It is noted, that this curve passes
smoothly through \( \psi = 0 \) and \( \psi = 1 \), and that it can be well approximated by a t-distribution with \( n-p-2 \) degrees of freedom. The solid
curve \( p_\phi(\psi) \) (2.101) has also the \( t_{n-p-2} \) form, and is the marginal posterior using locally a noninformative prior as discussed in Section
2.5. Also the result of a direct multiplication of \( p_{\phi}(\psi) \) by \( p_\phi(\psi) \)
is shown, and it is seen, that for \( \psi > 1 \) where \( p_{\phi}(\psi) \) is essentially zero, the prior \( p_\phi(\psi) \) begins to over-power the steadily decreasing like-
lihood and forces the posterior to diverge. This picture is typical for
all examples considered, but is only drawn here in Figure 2.5b.
Turning to the marginal inference about the linear parameters, the posterior density curves for $\theta_1$ and $\theta_2$ are drawn in Figure 2.6a and Figure 2.6b respectively. The solid curve in each figure is

$$p(\theta_j | y) = \int_R p(\theta_j | \theta, y) p(\theta | y) d\theta$$

(2.104)

The curve $p_u(\theta_j | y)$ is the posterior resulting from applying $p_u(\theta | y)$ as a weight function in (2.104) instead of $p_n(\theta | y)$. $p_n(\theta_j | y)$ and $p(\theta_j | y)$ are nearly coincidental for $\theta_1$ and indistinguishable for $\theta_2$.

For illustration $p_u(\theta_j | y)$ has been approximated, as suggested in Section 2.4.3, by a weighted sum of 5 conditional t-distributions, $p(\theta_j | \theta, y)$, specifically those corresponding to $\theta = \pm 0.5, \pm 1, \pm 1.5$. This "set" approximation is very good indeed. It cannot be distinguished from $p_u(\theta_j | y)$ for $j = 1$, and deviates only very slightly in the tail for $j = 2$.

Incidentally Figures 2.6a and 2.6b also show the consequences of an independence assumption, $p(\theta_j | \theta = \theta_0, y)$, as well as the conditional inference on $\theta = \theta_0 = 0.29$. For both $\theta_1$ and $\theta_2$ the failure to recognize the serial correlation has the effect of overestimating the precision with which these parameters are known on the basis of the data, while in this example the location of the various curves are not much different. The approximation $p(\theta_j | y) \approx p(\theta_j | \theta = \theta_0, y)$ is good for $j = 1$, but not quite so good for $j = 2$. The probability mass lying outside the depicted interval $-0.85 < \theta_2 < 1.15$ is 15% for $p(\theta_2 | y)$ but only 2% for $p(\theta_2 | \theta = \theta_0, y)$.

On the basis of $p_n(\theta | y)$ it may be concluded, that there is pretty firm evidence, that the model is stationary. $P(\theta < 1) = 98\%$; so if the further assumption of reversibility is made, then we may reanalyze the data on the basis of the stationary model.
The marginal posterior distribution of \( \theta \), \( p^0(\theta | y) \) (2.86), calculated on these premises is drawn in Figure 2.7a. Also \( p_u(\theta | y) \) and \( \phi_u(\theta | y) \) are redrawn for reference in this rescaled figure. Evidently this model revision makes very little difference as far as \( \phi \) is concerned, which is particularly noteworthy since, as seen from Figures 2.5a and 2.7a, the prior factors \( |e^{y-s}|^{1/2} \) and \( |e^{y-s}|^{1/2} \) are quite dissimilar functions of \( \phi \).

In contrast, Figure 2.8b shows that \( p^0(\theta | y) \) is much more concentrated around \( \theta \), than was \( p(\theta | y) \) in Figure 2.8b. The reason for this dramatic increase in information about \( \theta \) is found in Figure 2.7a. It is seen that in relation to the stationary model, the point \( \phi = .5 \) is no longer a singularity point, since, unlike \( \xi_2 \), the second column of \( F^0 \) does not degenerate to a vector of \( (n-1) \) zeros when \( \phi = .5 \), but (see (2.33)) to the \( n \) dimensional vector
\[
\xi^0 = (1, \ldots, 5, 0, 0, 0, 0)^T.
\]

So now \( \sqrt{d_{22}^0} \) is almost flat over a wide range of \( \phi \) values (and substantially smaller than \( \sqrt{d_{22}} \) near \( \phi \)).

Under such unusual circumstances it may be beneficial to conduct a reanalysis of the data using the stationary model after having determined through the general model, that a stationarity assumption appears warranted. Ordinarily however \( p^0(\theta_j | y) \) and \( p(\theta_j | y) \) are quite alike as illustrated by Figures 2.6a and 2.8a where \( p(\theta_1 | y) = p^0(\theta_1 | y) \), and similarly for the conditional posteriors. (Incidentally "5xt" approximations are also drawn in Figures 2.8a and 2.8b, and they are indistinguishable from \( p^0(\theta_j | y), j = 1, 2 \).)
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2.6.2 Detecting a change in level.

The purpose of this example is to illustrate a situation where $\phi$ is close to one so that it is not entirely clear whether the process is stationary or not, and how the general model handles such a situation.

The 28 viscosity observations, $Y$, listed in Table 2.II are taken from Box & Jenkins (1970), where they appear as the last column of their Series D. Suppose it were relevant to ask whether a change in level has taken place from the 22nd observation on. Then the data may be analyzed using the general model (2.16), with $X$ as given in Table 2.II, and where evidently $\theta_1$ is the process mean before the suspected change in level, and $\theta_2$ measures the size of the change.

The results of the analysis are displayed in Figures 2.9 and 2.10.

It is seen in Figure 2.9b, that the marginal posterior distribution of $\phi$, $p_\phi(y)$, goes smoothly from stationary values to explosive ones. (Actually a t-approximation of $p_\phi(y)$ is also drawn, but it cannot be distinguished from the exact curve). The posterior $p_{\theta_1}(y)$ based on a locally noninformative prior has a tail area to the right of one with a probability mass equal to about 15%. So it is not entirely clear whether the process is stationary. Of course the general model allows marginal inference about the linear parameters $\phi$ to be made without having to assume stationarity.

Figure 2.9a shows the singularity of $B_2$ at $\phi = 1$ due to the mean $\theta_1$. The $\sqrt{B_{12}}$ curve shows, that in contrast to $\theta_1$ (with its associated $\sqrt{B_{11}}$ curve), inference about $\theta_2$ is apparently not very sensitive to $\phi$ in a region around $\phi = 1$, as far as spread is concerned. This indication is confirmed by Figures 2.10a and 2.10b showing posterior distributions of $\theta_1$ and $\theta_2$ respectively.
TABLE 2.11. The viscosity data.

<table>
<thead>
<tr>
<th>i</th>
<th>( \chi_i )</th>
<th>( \eta_i, 1 )</th>
<th>( \eta_i, 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>10.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>10.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>10.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>10.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>10.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>9.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>9.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>9.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>9.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>9.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>9.6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>9.6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>9.6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>9.6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>9.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>8.9</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>8.7</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>8.7</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>8.7</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>8.7</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>7.9</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>8.7</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>24</td>
<td>8.7</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>25</td>
<td>8.9</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>26</td>
<td>9.1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>27</td>
<td>9.1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>28</td>
<td>9.1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
The marginal posterior $p(\theta_2|y)$ (2.104) in Figure 2.10b has a tail to the right of $\theta_2 = 0$ of 10%, hence the suggested level change is not particularly striking. Incidentally it is noted, that $p_0(\theta_2|y)$, its "5σ" approximation, and $p(\theta_2|\hat{\psi} = .84, y)$ are virtually identical to $p_0(\theta_2|y)$, while $p(\theta_2|\hat{\psi}=0, y)$ gives a quite different picture ($p(0. < \theta_2 < 2)$).

Figure 2.10a shows similarly for the mean $\hat{\theta}_1$, that $p_0(\theta_1|y)$ and $p(\theta_1|y)$ are much alike, and a "5σ" approximation of either curve produces a seemingly perfect match. Also $p(\hat{\theta}_1|\hat{\psi} = .84, y)$ represents a reasonably good approximation, while an independence assumption, $\psi = 0$, yields a very different resulting posterior $p(\hat{\theta}_1|\hat{\psi}=0, y)$.

2.7 Conclusion.

The analysis of linear models with independent homoscedastic normal noise occupies a prominent position in statistics. If the assumption of independence cannot be made, it may often hold, that the dependence of the observations can adequately be accounted for by assuming that the noise in the data (or perhaps some transformation of the data, such as e.g. the logarithm or the first difference) follows a first order autoregressive (AR-1) scheme. In this chapter it was developed how such a widened class of linear models may be analyzed from a Bayesian point of view, specifically how inferences can be made about the linear parameters $\theta$ and the autoregressive parameter $\psi$, jointly, conditionally and marginally.

Two AR-1 schemes were considered. One covers (at a price of one additional starting parameter, $M$) explosive as well as stationary situations; the other assumes stationarity and reversibility a priori. Their corresponding likelihoods $l$ and $l^0$ were given, and complemented with approximately noninformative priors to specify complete models. It was argued, that prior independence between $\psi$ and $\theta$ is not an appropriate assumption, in particular its adoption may lead to clearly unacceptable conclusions (Appendix B); and it was specifically suggested that $p(\psi|\theta)$ be set proportional to $|\pi_\theta|^1/2 (|\pi_{\theta, \psi}|)^1/2$ for the stationary model, where $\pi_\theta$ is the matrix of transformed independent variables, which depends on $\psi$.

In situations where the data clearly have stationary noise, the marginal posterior distribution for $\psi$, $p(\psi|y)$, appears very little affected by which of the two AR-1 schemes is employed, even in a case where $|\pi_{\theta}|^{1/2}$ and $|\pi_{\theta, \psi}|^{1/2}$ were drastically different. This incidentally supplies further support for the appropriateness of this factor in the prior. For truly stationary situations $\pi_{\theta}$ and $\pi_{\theta, \psi}$ will ordinarily be quite alike, so that little is to be gained from employing the a priori stationary model even in such cases. The not necessarily stationary model offers greater flexibility not only to let the data speak to the possibility of explosive noise, but also allows the disturbance associated with the first observation to be atypical. For this more general model, it was discovered, that special care has to be exercised in applying the locally approximately noninformative prior for $\psi$. A procedure for overcoming this difficulty was suggested, but as far as making inference about $\theta$ it appears from the examples, that it makes virtually no difference if instead a convenient locally uniform prior is utilized. In fact since prior information normally exists that $\psi$ cannot be much larger than 1 in practice, an informative prior like the uniform one may make good sense, because it concentrates the prior density more closely around $\psi = 0$ relative to a
noninformative prior. In any event the posterior density of $\phi$ derived from a uniform prior, can always be multiplied by any other prior to give its resulting posterior distribution.

The numerical integration leading to the marginal posterior distribution of $\theta$, $p(\theta|y)$ may be carried with a fine grid for $\phi$. It was demonstrated however, that excellent approximations result from computing $p(\theta_j|y)$ as a weighted sum (the weights being proportional to $p(\theta_j|y)$) of five t-distributions, $p(\theta_j|\phi, y)$, corresponding to five equispaced $\phi$ values covering the interval where the body of $p(\theta_j|y)$ is located.

Appendix A. On the noninformative prior for $\phi$.

In Section 2.3 approximately noninformative priors were produced on the basis of a data translating likelihood argument. As mentioned in Section 2.5 an alternative principle may consist of determining the prior $p(\phi)$ for $\phi$ which corresponds to a locally uniform prior for $Y$, where the $Y$-metric is such that the posterior density of $Y$ is approximately data translated.

In the following, this approach is outlined as it applies to the parameter $\phi$ in the general model. As it turns out, the very same (local) prior results, hence Figures A.1 through A.6 (plus 2.3 and 2.4) showing approximate data translated posteriors in the $\phi$-metric equally illustrate the effect of adopting the data translating likelihood principle.

From (2.85) we have (writing $SS(\phi)$ for $SS(\phi, \phi)$):

$$p(\phi|y) \propto (SS(\phi))^\frac{v+1}{2}$$

(A.1)

where $\phi = \phi(\phi) = f(\phi)$

(A.2)

and $v = n-p-2$.

(A.3)

In this formulation, we shall determine $\phi = f^{-1}(\phi)$ such that the second derivative of (A.1), is approximately constant, in the point where the first derivative is zero. Actually $f^{-1}$ (or $f$) need not be determined; it is seen from

$$p(\phi) = \frac{d\phi}{d\phi} = \frac{df^{-1}(\phi)}{d\phi}$$

(A.4)

that the first derivative of $f^{-1}$ (or of $f$) will suffice.

Because the posterior (A.1) is only specified up to a multiplicative constant, the log-posterior ($l_\phi$ for short) shall be employed, i.e. $p(\phi)$ is to be determined from
\[
\frac{\sigma^2}{\hat{\delta}} = \text{constant} \quad (A.5)
\]

First
\[
\frac{2\tilde{\delta}p}{\tilde{\delta}} - \frac{2\tilde{\delta}p}{\tilde{\delta}} \hat{\delta} = - \frac{\nu+1}{2} \ln \left( a \hat{\delta} \right) f' \left( \hat{\delta} \right) \quad (A.6)
\]

Equating (A.6) to zero determines \( \hat{\delta} \) and \( \hat{\delta} = f^{-1} (\hat{\delta}) \).

Next
\[
\frac{2\sigma^2}{\hat{\delta}} = - \frac{\nu+1}{2} \ln \left( \frac{a^2}{\hat{\delta}^2} \right) \left( \frac{a^2}{\hat{\delta}^2} \right)^2 \hat{\delta} \quad (A.7)
\]

Thus, to satisfy (A.5) it is required that
\[
\left( \frac{d \hat{\delta}}{d \hat{\delta}} \right)^2 = \frac{1}{\frac{\hat{\delta}}{\hat{\delta}}} \quad (A.8)
\]

Since the right hand side of (A.8) not only depends on the data through \( \hat{\delta} \), we shall settle for the lesser requirement, that the expected value of (A.5) is nearly constant. From
\[
E \left( \frac{1}{\frac{\hat{\delta}}{\hat{\delta}}} \right) = \frac{1}{\hat{\delta}_0^2} \quad (A.9)
\]

and
\[
E \left( \frac{\hat{\delta}}{\hat{\delta}} \right)^2 = \frac{1}{\frac{\hat{\delta}}{\hat{\delta}}} \left( \frac{1}{\hat{\delta}_0} \right)^2 \quad (A.10)
\]

we find
\[
\left( \frac{\sigma^2}{\hat{\delta}} \right)^2 = \left( \frac{d \hat{\delta}}{d \hat{\delta}} \right)^2
\]

\[
= \frac{1}{(n-p-2)\hat{\delta}} \left( n \frac{\hat{\delta}^2}{\hat{\delta}^2} - \frac{\hat{\delta}^2}{\hat{\delta}^2} \right) + \frac{2}{1-\hat{\delta}^2} \frac{2(1-2\hat{\delta})}{1-\hat{\delta}^2}
\]

So as before we are led to the locally noninformative prior
\[
p(\hat{\delta}) = \left( \frac{1}{1-\hat{\delta}^2} - \frac{1}{n(1-\hat{\delta}^2)} \right)^{1/2} \quad (A.12)
\]

Although \( f^{-1} (x) \) is not found analytically the data translating metric induced by the prior (A.12) can be constructed numerically. This is done in Figures A1 through A6 as well as in Figures 2.1 and 2.4. The "data" used in these 8 figures were generated as follows:

For Figures A1, A2, 2.3 and 2.4 the generating model is
\[
y_1 = \varepsilon_1 \quad 1 = 1,2,\ldots,n \quad (A.13)
\]

with
\[
\left\{ \begin{array}{l}
\varepsilon_1 = \varepsilon_1 \\
\varepsilon_1 = \theta_{1-1} + \varepsilon_1
\end{array} \right. \quad (A.14)
\]

where the \( \varepsilon_1 \)'s are i.i.d \( N(0,1) \). For the remaining figures the generating models are

Figure A3: \( y_1 = \theta_1 + \varepsilon_1 \quad (A.15) \) with \( \theta_1 = 1 \).

Figure A4: \( y_1 = \theta_1 + \theta_2 \varepsilon_1 + \varepsilon_1 \quad (A.16) \) with \( \theta_1 = 1 \) and \( \theta_2 = 1 \).

Figure A5: \( y_1 = \theta_1 + \theta_2 \varepsilon_1 + \varepsilon_1 \quad (A.17) \) with \( \theta_1 = 1 \) and \( \theta_2 = 0.01 \)

(i.e., a model like the one considered in Section 2.6.1).
Figure A.6: \( y_i = \theta_1 + \theta_2 x_i + \epsilon_i \) (A.18)
with \( \theta_1 = 1 \) and \( \theta_2 = 1 \).
and where \( x_i \) is a random walk
\( x_i = \frac{1}{\sqrt{n}} \epsilon_j \).
the \( \epsilon_j \)'s being i.i.d. \( N(0,1) \)
(i.e. a model like Model A Equation (A.67) in Section 3.6 of
Chapter 3.)

For all figures the employed sample size \( n \) was 15, except for Figures
2.4 and 3.2 where \( n = 25 \). (So differences between Figures 2.3 and 2.1
are due to sampling variation only, and the same is true for Figure 2.4
vs. Figure A.2).

A reason for considering the model (A.13) is that the factor
\[ \frac{1}{\sqrt{n}} \] in the prior vanished in this case, which perhaps makes the
effect of the noninformative prior for \( \theta \) more transparent. Also the
posterior distribution of \( \theta \), \( p_\eta(\theta | y) \), in relation to (A.13) is equal
to the posterior of \( \theta \) relating to any model
\[ y = \beta \theta + \epsilon \] (A.19)
conditional on \( \beta \):
\[ p_\eta(\beta | y) \propto p_n(\beta | \text{SS}(\beta)) \]
\[ \sim p_{ss}(\beta | \text{SS}(\beta)) \]
\[ p(\beta | y) \]
For all the other models we have
\[ p(\beta | y) \propto p_n(\beta | \text{SS}(\beta)) \]
(A.20)

The various graphs in Figures 2.3, 2.4 (in Chapter 2) and A.1
through A.6 shall now be identified. Each figure depicts posterior
distributions corresponding to five "data sets", all five generated
from the same \( \epsilon_i \)'s (different from figure to figure), but with
\( \phi = -1.2, -0.6, 0, 0.6, 1.2 \). Looking at the "a"-figures relating to the
original metric, the solid (nearly-) parabolas in the upper part of the
figure are (scaled) SS-curves. Next the U-shaped prior \( p_n(\phi) \) and the
corresponding \( q(\phi) \) factor are recognized (see Figure 2.2). The solid
distribution curves \( p_\phi(\phi | y) \) are those resulting from adopting a loca-
ally uniform prior, while the broken curves are posteriors resulting
from a locally noninformative prior. The \( \phi \)-metric induced by this
prior is depicted in the "b"-figures. The divisions along the upper
horizontal axis give a visual impression of how the original scale is
stretched and compressed relative to the \( \phi \)-metric. The five posterior
distribution curves of \( \phi \) are those given by (A.1).
Figure A.2a: Original Metric
Figure A.2b: Data Translating Metric

Figure A.1a: Original Metric
Figure A.1b: Data Translating Metric
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Appendix B. Consequences of assuming prior independence between \( \phi \) and \( \theta \).

If independence is assumed between \( \theta \) and \( \phi \) a priori, then the factor \( p(\theta|\phi) \) becomes a constant in the joint prior for the parameters \( (M, \theta, \phi, \sigma) \) of the general model. Consequently the marginal posterior distribution of \( \phi \) takes the form

\[
p_\text{I}(\phi|\theta) = \left| \begin{bmatrix} \theta \end{bmatrix} \right|^{-1/2} p(\theta|y) \tag{B.1}
\]

where \( p(\theta|y) \) is the marginal posterior derived in Section 2.4 and given in Equation (2.85). The question we shall address here is how \( p_\text{I}(\phi|\theta) \) behaves in a neighborhood of (the excluded) singularity points \( \phi = \phi^* \) if any, where \( \frac{\partial}{\partial \theta} \) has not full column rank, \( p \). Writing

\[
\frac{\partial}{\partial \theta} = \begin{bmatrix} \frac{\partial}{\partial \theta} \phi^* \end{bmatrix} \tag{B.2}
\]

it may be assumed without loss of generality (see Section 3.2 of Chapter 3) that \( \frac{\partial}{\partial \theta} = 0 \) for \( \phi = \phi^* \), while \( \begin{bmatrix} \frac{\partial}{\partial \theta} \phi^* \end{bmatrix} \) has full rank \( p \) in a neighborhood of \( \phi^* \), where \( \phi^* \) is the first column of \( \frac{\partial}{\partial \theta} \) excluding the last row.

From (2.27) we have

\[
\frac{\partial}{\partial \theta} = \begin{bmatrix} x_{2,1} - \phi x_{1,1} \\ \vdots \\ x_{n,1} - \phi x_{n-1,1} \end{bmatrix} = \begin{bmatrix} \phi^* - \phi \end{bmatrix} x_{n-1,1} \tag{B.3}
\]

as \( \phi^* = x_{2,1}/x_{1,1} = \ldots = x_{n,1}/x_{n-1,1} \), and where

\[
\delta = \phi^* - \phi \tag{B.4}
\]

Now

\[
\det(E^\text{I}(\phi^*)) = \det(\begin{bmatrix} X_{1,1}^t & X_{1,1} \\ \vdots & \vdots \\ X_{n,1}^t & X_{n,1} \end{bmatrix})^t \begin{bmatrix} X_{1,1}^t & X_{1,1} \\ \vdots & \vdots \\ X_{n,1}^t & X_{n,1} \end{bmatrix} = \delta^2 \det(\begin{bmatrix} X_{1,1}^t & X_{n,1}^{t-1} \\ X_{1,1}^t & X_{n,1}^{t-1} \end{bmatrix})^t \tag{B.5}
\]

where the function (determinant) \( d(\delta) \) is continuous and not zero at \( \phi = \phi^* \).

For \( 0 < \epsilon_1 < \epsilon_2 \) we consider the integral

\[
\lim_{\epsilon_1 \to 0} \int_{\epsilon_1}^{\epsilon_2} \det(E^\text{I}(\phi^*))^{-1/2} p(\phi|y) d\phi = \ln \frac{\epsilon_2}{\epsilon_1} \tag{B.6}
\]

where for sufficiently small \( \epsilon_2 \) this equality holds for some \( \phi^* \in (\phi^* - \epsilon_2, \phi^* + \epsilon_2) \). Now since

\[
\int_{\epsilon_1}^{\epsilon_2} \frac{1}{\delta} d\delta = \ln \frac{\epsilon_2}{\epsilon_1} \tag{B.7}
\]

obviously the integral in (B.6) does not converge as \( \epsilon_1 \to 0 \). This implies, that if the factor \( p(\theta|\phi) = \left| \begin{bmatrix} \theta \end{bmatrix} \right|^{-1/2} \) is left out of the prior, i.e. if prior independence between \( \theta \) and \( \phi \) is assumed, then the resulting posterior distribution \( p_\text{I}(\phi|\theta) \) concentrates all posterior probability in the neighborhood(s) of the singularity point(s) if any, regardless of the data. In particular models containing a mean have such a singularity point namely \( \delta = 0 \).

This clearly unacceptable consequence of adopting \( p(\theta|\phi) = p(\theta) \) = k as a prior for \( \theta \) in the general model, of course also arises in the context of the stationary model.
CHAPTER 3

Probing for Serial Correlation in Least Squares Regression.

Writing the regression model as

\[ y = X \theta + \varepsilon, \]

(3.1)

where \( y \) is the vector of observations, \( X \) is the matrix of independent variables, and \( \theta \) is the vector of the \( p \) linear parameters; it is usually assumed that the random errors \( e_i, i = 1,2, \ldots, n \), are independently distributed as \( N(0, \sigma^2) \), and this assumption provides justification for the "standard" techniques of analysis.

For data collected in time (or space) sequence it may well be often true, that the errors are in fact serially dependent, in particular this would seem likely, for many economic and business series.

Testing for serial correlation in situations of this kind, has been given much attention by a number of authors, most notably by Durbin and Watson (1950), (1951), (1971), whose well known test (DW-test for short) enjoys widespread use in applied work in many fields. In testing the null hypothesis of independence, the DW-statistic is constructed with a first order autoregressive (AR-1) noise structure (3.2) as the alternative hypothesis in mind.

\[ e_i = \phi e_{i-1} + \xi_i \]

(3.2)

where the \( \xi_i \)'s are i.i.d. \( N(0, \sigma^2) \), i.e. they are a white noise series (also independent of \( X \)).

Modifications and new tests have been proposed from time to time, for example by Abrahamse and Louter (1971), Berenblut and Webb (1973), Durbin (1969), (1970), Grary (1970) and Schmidt (1972). From the point of view of power, however, none of these alternatives have been demonstrated to have any decisive advantage over the DW-test, not even when the true noise structure is different from AR-1 and the competing test was devised for such situations, Smith [1976] (also Abrahamse and Louter [1971], Berenblut and Webb [1973], Durbin and Watson [1971]).

The whole idea of testing for serial correlation in the circumstances in which it is usually done is somewhat suspect. For sequential data such as is often obtained in economics for example, one would usually expect serial correlation. There is therefore no particular reason for believing the null hypothesis, and it would often seem much more natural to assume, that the noise vector \( \varepsilon \) in (3.1) is generated by an AR-1 scheme like (3.2), rather than by a white noise process.

It is the topic of this chapter to see how a broader appreciation of the inferential situation concerning an autoregressive parameter \( \phi \) may be achieved, from a likelihood as well as a Bayesian point of view. In particular when \( \phi \) behaves as a nuisance parameter in relation to \( \theta \) in (3.1), to consider how inferences about \( \theta \) may be made taking \( \phi \) into account.

In cases where the null hypothesis has meaning, the likelihood and the Bayesian approaches suggest alternative testing procedures, which can be viewed as competitors to the DW-test. A simulation study is undertaken to determine their relative powers in conjunction with two selected model structures, as well as to shed light on other aspects of the alternatives.

Three examples are presented to illustrate consequences of employing different approaches.
3.1 The Durbin-Watson test.

Durbin and Watson's test statistic is defined as

\[
d = \frac{\sum_{i=1}^{n-1} (r_{i+1}-r_i)^2}{\sum_{i=1}^{n} r_i^2}
\]  

(3.3)

where the \( r_i \)'s are the residuals after an ordinary least squares fit, i.e.

\[
r = (I - X (X'X)^{-1} X') \bar{y}
\]  

(3.4)

and it is assumed without loss of generality that \( X \) has full column rank, \( p \). The statistic \( d \) takes values between 0 and 4. Values close to 2 imply that the \( e_i \)'s in the linear model (3.1) are independent, while positive serial correlation will tend to produce smaller values and negative serial correlation larger ones. Unfortunately the sampling distribution of \( d \) under the null hypothesis of independence depends in general on \( X \), so no single significance point \( d_b(a) \) depending only on \( n \) and \( p \) can be given. But bounds have been found \( d_L(a) < d_b(a) < d_U(a) \). The one-sided DW-test for serial correlation at the \( a \) level, thus consists of referring \( d \) to these tabulated bounds. If \( d < d_L(a) \) significance has been established, i.e. the hypothesis is to be rejected at the level \( a \). If \( d_L(a) < d < d_U(a) \) the test is said to be inconclusive; and employing popular terminology, the null hypothesis is to be accepted when \( d_U(a) < d \), although no more than lack of significance has been established at the given level.

Testing for negative serial correlation is done by referring the statistic \( 4-d \) to the same bounds, and a two tail test at the \( 2a \) level results from doing both. The test would ordinarily be credited with the power associated with \( d_L(a) \) only: an exception is polynomial regression

where it has been shown that \( d_U \) gives a very good approximation to the true significance points of \( d \), Hannan [1957].

Rewriting (3.3) slightly as

\[
d = \frac{\sum_{i=1}^{n-1} (r_{i+1}-r_i)^2}{\sum_{i=1}^{n} r_i^2}
\]

(3.5)

it is recognized that the fraction on the far right hand side is of the same form as \( 2.49 \) and \( 2.44 \), and hence provides an estimate of \( \phi \) which is essentially equivalent to performing only one iteration in the scheme of Figure 2.1 in Chapter 2. Denoting this estimate by \( \hat{\phi} \), i.e.

\[
\hat{\phi} = 1 - \frac{d}{2}
\]

(3.6)

the DM-test might be formulated in terms of \( \hat{\phi} \), in which case the test consists of determining whether \( \hat{\phi} \) is significantly different from zero. This formulation is perhaps somewhat preferable, because the corresponding bounds help to give a direct indication of how pronounced the serial correlation must be in order to be detected. For example if \( n = 15 \) and \( p = 2 \), we find \( \phi_L(0.05) = 1 - d_L(0.05)/2 = 0.46 \) implying that autocorrelation caused by a true value of \( \phi = 0.3 \) might very well pass unnoticed.

The DW-test presupposes, that the linear regression model under consideration includes a mean. Durbin and Watson argue [1950], that this is only a slight limitation since a model lacking a mean can be augmented to include one for the purpose of conducting the test, and subsequently this extra independent variable may be eliminated again. Cochrane and Orcutt [1949] have shown, that the residuals \( r \) from an ordinary least squares fit are biased towards randomness, and increasingly so as the number of independent variables is expanded. This
result would lead one to infer, contrary to Durbin and Watson, that the evidence of serial correlation carried by $r$, would tend to be obscured by forcing a mean into the linear model. Such an effect is indeed demonstrated in Sections 3.5 and 3.6.

Durbin and Watson do not address the question of what to do if the null-hypothesis is rejected. Cochran and Orcutt [1949] demonstrated that the ill effects of ignoring positive serial correlation of the errors in least squares regression might be remedied by applying an independence inducing transformation, and analysing the transformed linear model by "standard" methods. If the error follows an AR-1 scheme, independence is induced by multiplying (3.1) by the matrix $c$:

$$
cy = cX\hat{\theta} + c\epsilon$$

$$= \frac{1}{(1-\phi)}(cX)^T\hat{\theta} + \epsilon$$

(3.7)

(3.8)

where

$$c = \begin{bmatrix} c\epsilon_{1} & \cdots & c\epsilon_{p} \\ 1 & \cdots & 1 \end{bmatrix}$$

(3.9)

Theil and Nagar [1961] suggest to proceed as if $c$ was known and was given by substituting $\phi$ for $\phi$ in (3.9) (actually they employ a slight variant of $\phi$). They caution, that not only does the approximation $\phi = \hat{\phi}$ neglect sampling variation in $\hat{\phi}$; but also that the same data are used to test the null hypothesis of independence, to estimate $\phi$ if this hypothesis is rejected, and to reestimate $\hat{\phi}$ in that case. Hence they conclude, that the usual standard deviations for the least squares estimates of the $\theta_j$'s in (3.8) may, on the average, underestimate the unreliability of these estimates.

3.2 $SS(\hat{\theta}, \hat{\phi})$ as a function of $\phi$.

Before turning to the likelihood and Bayesian treatment, it is important to study $SS(\hat{\theta}, \hat{\phi})$ as a function of $\phi$, where $SS(\hat{\theta}, \hat{\phi})$ is the residual sum of squares from fitting by least squares the transformed regression model (3.8), i.e.

$$SS(\hat{\theta}, \hat{\phi}) = \epsilon^T(1 - E^TE)^{-1}E\epsilon$$

(3.10)

It is assumed without loss of generality that $X$ has full column rank, $p$; however $E = cX$ need not have full column rank for all $\phi$. It is therefore of interest to see how $SS(\hat{\theta}, \hat{\phi})$ behaves when $\phi$ passes through singularity points (if any).

1.2.1 Singularity due to a mean.

If the original linear model (3.1) involves a mean, say $\phi$, so that

$$X = \begin{bmatrix} 1 & X_1(1) \end{bmatrix}$$

(3.11)

where $1$ is a vector of ones, then

$$E = cX = \begin{bmatrix} c\epsilon_{1} & \cdots & c\epsilon_{p} \\ 1 & \cdots & 1 \end{bmatrix}$$

(3.12)

where $\hat{\phi} = \delta \hat{\phi} = (1-\delta)\hat{\phi}$.

Clearly the transformed model (3.8) has less than full rank at the point $\phi = 1$ ($\delta = 0$), and the matrix $E^TE$ becomes singular. The question is how $SS(\hat{\theta}, \hat{\phi})$ behaves as $\phi \to 1$.

Restricting attention to a neighbourhood around $\phi = 1$, where $E_{(1)}$ has full rank equal to $p - 1$ (which is a proper restriction as proven below), we first write
\[ E^\phi = \left( \begin{array}{c} \Delta_1 \\ \Delta_2 \\ \cdots \\ \Delta_{n-1} \end{array} \right)^{T} = \left( \begin{array}{cccc} \Delta_1 & \Delta_2 & \cdots & \Delta_{n-1} \end{array} \right) \]

Then using the well known formula for the inverse of a partitioned matrix we have

\[ (E^\phi)^{-1} = \begin{bmatrix} 0 & 0 \\ \frac{\Delta_1}{\Delta_2} & \frac{\Delta_2}{\Delta_3} \end{bmatrix} \begin{bmatrix} 1 & -\Delta_2 \Delta_3 \\ -\Delta_1 \Delta_3 & \Delta_1 \Delta_2 \end{bmatrix} \begin{bmatrix} \frac{\Delta_1}{\Delta_2} & \frac{\Delta_2}{\Delta_3} \\ 0 & 0 \end{bmatrix} \]

with \( E = \Delta_1 \Delta_2 \Delta_3 \cdots \Delta_{n-1} \Delta_n \), and where

\[ F = \begin{bmatrix} \Delta_1 & \Delta_2 & \cdots & \Delta_{n-1} \end{bmatrix} \begin{bmatrix} 1 & -\Delta_2 \Delta_3 \\ -\Delta_1 \Delta_3 & \Delta_1 \Delta_2 \end{bmatrix} \begin{bmatrix} \Delta_1 & \Delta_2 & \cdots & \Delta_{n-1} \end{bmatrix} \]

Now for any \( \phi \) in a neighbourhood around \( 0 \), excluding that point, the identity holds:

\[ E^\phi = \left( \begin{array}{c} \Delta_1 \\ \Delta_2 \\ \cdots \\ \Delta_{n-1} \end{array} \right)^{T} \begin{bmatrix} 0 & 0 \\ \frac{\Delta_1}{\Delta_2} & \frac{\Delta_2}{\Delta_3} \end{bmatrix} \begin{bmatrix} 1 & -\Delta_2 \Delta_3 \\ -\Delta_1 \Delta_3 & \Delta_1 \Delta_2 \end{bmatrix} \begin{bmatrix} \frac{\Delta_1}{\Delta_2} & \frac{\Delta_2}{\Delta_3} \\ 0 & 0 \end{bmatrix} \left( \begin{array}{c} \Delta_1 \\ \Delta_2 \\ \cdots \\ \Delta_{n-1} \end{array} \right)^{-1} \]

The last step in (3.16) requires that the matrix \( \left( \begin{array}{c} \Delta_1 \\ \Delta_2 \\ \cdots \\ \Delta_{n-1} \end{array} \right)^{-1} \) is nonsingular, i.e. that \( 1 \) does not lie in the vector space spanned by the columns of \( \Delta_1, \Delta_2, \cdots, \Delta_{n-1} \), when \( \phi = 1 \). The next to last expression in (3.16) requires that \( \Delta_1, \Delta_2, \cdots, \Delta_{n-1} \Delta_n \) have a limiting value as \( \phi \to 1 \). If we now define

\[ \text{SS}(\phi, \phi = 1) = \lim_{\phi \to 1} \text{SS}(\phi) \]

then \( \text{SS}(\phi, \phi = 1) \) goes continuously through the singularity point \( \phi = 1 \).

When the last transcription in (3.16) is valid, then the limiting value (3.17) may be calculated conveniently from (3.10) by replacing the first (vanishing) column of \( \Delta_1 \), evaluated at \( \phi = 1 \), by a column of ones. It is recognized, that this quantity is a residual sum of squares corresponding to a least squares fit of the model (3.6) for \( \phi = 1 \), where the original mean, \( \mu \), has been replaced by a new parameter \( \mu^* \) which has the interpretation of a mean for the differences \( \Delta_1 = Y_2 - Y_1 \).

3.2.2 Simple singularity.

In slightly greater generality there may exist other values of \( \phi, \phi^* \) may, different from unity, causing some column \( \Delta_2 \), to vanish, i.e.

\[ \Delta_2 = 0 \quad \text{as} \quad \phi = \phi^* \]

It is convenient to introduce the symbols \( \Delta_1^+ \) and \( \Delta_1^- \) whose meaning is explained by

\[ \Delta_1 = \begin{bmatrix} \Delta_1^+ & \Delta_1^- \end{bmatrix} \]

Clearly

\[ \Delta_2 = \Delta_2^+ - \phi \Delta_2^- \]

so that

\[ \Delta_2^+ = 0 \quad \Delta_2^- = \phi \Delta_2^- \]

Clearly

\[ \Delta_2 = \Delta_2^+ - \phi \Delta_2^- \]

so that

\[ \Delta_2^+ = 0 \quad \Delta_2^- = \phi \Delta_2^- \]

\[ \phi = x_{2,1}, \ldots, x_{n,1} \quad i = 2, \ldots, n \]

\[ \phi^* = x_{2,1}, \ldots, x_{n,1} \quad i = 2, \ldots, n \]
and we may write

\[
\mathbf{Z}_j = \begin{bmatrix} Z_{2,j} & \cdots & Z_{j-1,j} & \mathbf{x}_j^i \end{bmatrix} \begin{bmatrix} (\phi^* - \phi) x_{1,j}^i \\ \vdots \\ (\phi^* - \phi) x_{n-1,j}^i \end{bmatrix} = (\phi^* - \phi) x_{j,j}^i \mathbf{Z}_j^i \tag{3.22}
\]

where \( \delta = \phi^* - \phi \).

The problem is now of exactly the same form as above in subsection 3.2.1. Thus the conclusion may be drawn as before, that \( SS(\hat{\phi}, \hat{\phi}) \) has a limit for \( \phi^* \), so that \( SS(\hat{\phi}, \hat{\phi}) \) becomes continuous through \( \phi = \phi^* \) by defining

\[
SS(\hat{\phi}, \phi^*) = \lim_{\phi \to \phi^*} SS(\hat{\phi}, \phi).
\]

Again, provided \( \mathbf{Z}_j \) is linearly independent of \( \mathbf{Z}_1 \cdots \mathbf{Z}_{j-1} \mathbf{Z}_j \cdots \mathbf{Z}_p \), then (3.25) may be expressed as

\[
\mathbf{Z}_j^* = \phi \mathbf{Z}_j^i
\]

which (much like (3.21)) determines \( \mathbf{Z}_j^* \) up to a multiplicative constant, where

\[
\mathbf{Z}_j^* = \mathbf{Z}_j \mathbf{x}_j^i - k_2 \mathbf{x}_2^i - \cdots - k_p \mathbf{x}_p^i \tag{3.30}
\]

To see that a second or higher order singularity (i.e. \( \text{rank}(\mathbf{Z}) < p-1 \)) for \( \phi = \phi^* \) can never occur, let us suppose that a second linear decomposition of \( \mathbf{Z}_j^i \) existed:

\[
\mathbf{Z}_j^i = k_2 \mathbf{x}_2^i + \cdots + k_p \mathbf{x}_p^i \tag{3.31}
\]

then

\[
\mathbf{Z}_j^{**} = \mathbf{Z}_j \mathbf{x}_j^i - k_2 \mathbf{x}_2^i - \cdots - k_p \mathbf{x}_p^i \tag{3.32}
\]

would of course also satisfy (3.29), which implies that \( \mathbf{Z}_j^* \) and \( \mathbf{Z}_j^{**} \) are identical up to a multiplicative constant. But since \( \mathbf{Z}_j, \mathbf{Z}_2, \ldots, \mathbf{Z}_p \) are linearly independent this can only happen if \( k_2 = k_2^*, \ldots, k_p = k_p^* \).

Finally defining

\[
\mathbf{Z}_j^* = [\mathbf{Z}_1^i, \mathbf{Z}_2^i, \ldots, \mathbf{Z}_p^i] \tag{3.33}
\]

we have in a neighbourhood around \( \phi = \phi^* \), that

\[
\begin{cases}
X_1^i = k_1 \mathbf{x}_1^i + \cdots + k_p \mathbf{x}_p^i \\
X_2^i = k_2 \mathbf{x}_2^i + \cdots + k_p \mathbf{x}_p^i \\
\vdots \\
X_p^i = k_p \mathbf{x}_p^i + \cdots + k_p \mathbf{x}_p^i
\end{cases}
\]

which contradicts the assumption of \( X_1, X_2, \ldots, X_p \) being linearly independent.
\[
\begin{align*}
SS(\theta, \phi) &= \mathbf{z}'(1 - \hat{\mathbf{z}}' \hat{\mathbf{E}}^{-1} \hat{\mathbf{z}}) \\
&= \mathbf{z}'(1 - \hat{\mathbf{z}}' \hat{\mathbf{E}}^{-1} \hat{\mathbf{z}}) \\
&= \mathbf{z}'(1 - \hat{\mathbf{z}}' \hat{\mathbf{E}}^{-1} \hat{\mathbf{z}})
\end{align*}
\]

(3.34)

hence the general singularity of \( \frac{z}{\hat{z}} \) at \( \phi = \theta \) is now expressed in terms of a vanishing column \( \hat{\mathbf{z}}' \hat{\mathbf{E}}^{-1} \hat{\mathbf{z}} \), i.e. as a simple singularity considered above.

### 3.2.4 Singularity in polynomial regression.

A situation of particular interest arises, when a mean \( \theta \) creates a singularity when \( \phi = 1 \), but the presence of a deterministic linear trend in the model also makes \( \frac{z}{\hat{z}} = \left( \frac{1}{\mathbf{E}} \right) \) singular when \( \phi = 1 \), so that the last step in (3.16) does not go through. Still in a neighbourhood around \( \phi = 1 \) we have

\[
SS(\hat{\theta}, \phi) = \mathbf{z}'(1 - \hat{\mathbf{z}}' \hat{\mathbf{E}}^{-1} \hat{\mathbf{z}}) \mathbf{z}
\]

(3.35)

If without loss of generality we say that \( \mathbf{z}_2 = \begin{bmatrix} 1 \\ 2 \\ \vdots \\ n \end{bmatrix} \), then

\[
\hat{\mathbf{z}}_2 = \begin{bmatrix} 1 + (1-\phi) \\ 1 + 2(1-\phi) \\ \vdots \\ 1 + (n-1)(1-\phi) \end{bmatrix}
\]

(3.36)

now defining

\[
\hat{\mathbf{z}}_2 = \left[ \begin{array}{c}
\frac{1}{2} \\
2 \\
\vdots \\
n 
\end{array} \right]
\]

(3.37)

where

\[
\hat{\mathbf{z}}_2 - \hat{\mathbf{z}}_2' \hat{\mathbf{E}}^{-1} \hat{\mathbf{z}}_2 = \begin{bmatrix} (1-\phi) \\ 2(1-\phi) \\ \vdots \\ (n-1)(1-\phi) \end{bmatrix}
\]

(3.38)

it is recognized, that letting \( \theta_2 \) retain its interpretation as a deterministic trend at the point \( \phi = 1 \), i.e. manifesting itself as a mean for the differences, the "replacement parameter" \( \theta_2 \) for \( \theta_1 \) has the interpretation of a deterministic linear trend for the differences.

Higher order polynomial trends may obviously be handled similarly.

### 3.2.5 Summary of findings.

**Lemma 1**

Let \( \mathbf{z} = \mathbf{c}_1 \mathbf{X} = \begin{bmatrix} -\phi & 1 \\ 0 & -1 \end{bmatrix} \mathbf{X} \)

and let \( \mathbf{X} \) be any real matrix of full column rank, \( p \). Then \( \mathbf{z} \) has also rank \( p \) except possibly at distinct points \( \phi = \phi' \), where \( \text{rank}(\mathbf{z}) = p-1 \).

**Lemma 2**

For \( \phi \neq \phi' \), denote by \( SS(\hat{\theta}, \phi) \) the residual sum of squares from fitting by least squares the (transformed) linear model \( \mathbf{z} = \mathbf{c}_1 + \mathbf{c}_2 \mathbf{X} \), where \( \mathbf{c}_1, \mathbf{c}_2, \mathbf{Y} \) is any \( n \)-dimensional vector of "original" observations and \( \mathbf{X} \) is the vector of random disturbances. Then \( SS(\hat{\theta}, \phi) \) has a limiting value as \( \phi \to \phi' \), and it becomes a continuous function of \( \phi \in \mathbb{R} \) if, by definition, we set \( SS(\hat{\theta}, \phi) = \lim_{\phi \to \phi'} SS(\hat{\theta}, \phi) \).

**Corollary**

If \( \mathbf{z}_j = \mathbf{0} \) for \( \phi = \phi' \) then \( SS(\hat{\theta}, \phi) \) may be computed as the residual sum of squares from fitting by least squares the linear model \( \mathbf{z} = \mathbf{c}_1 + \mathbf{c}_2 \mathbf{X} \) provided \( \text{rank}(\mathbf{z}) = p \), where

\[
\mathbf{z} = \mathbf{c}_1 + \mathbf{c}_2 \mathbf{X} = \begin{bmatrix} \mathbf{z}_1, \ldots, \mathbf{z}_{j-1}, \mathbf{z}_{j+1}, \ldots, \mathbf{z}_n \end{bmatrix}
\]

and \( \mathbf{X}_+ \) is the \( j \)-th column of \( \mathbf{X} \) having deleted the \( n \)-th row. The interpretations of the \( c_i \) 's are unchanged when \( \phi = \phi' \) except for \( c_j \)
which at that point assumes a different role.

In particular if \( X_j = 1 \), i.e. the linear model involves a mean, then \( \theta = 1 \) is a singularity point. If further the model does not involve a deterministic trend, then at this point \( \theta_j \) has the interpretation of a mean for the differenced observations, \( y_2 - y_1, y_3 - y_2, \ldots, y_n - y_{n-1} \). If the model includes polynomial trends up to and including the order \( q \), then \( \theta_j \) has the interpretation of a \( q \)-th order polynomial trend for the differences.

3.3 Inference about \( \theta \) based on maximized likelihood.

The likelihood function corresponding to the model (3.1) and (3.2) may be written as (Equation (2.29) in Chapter 2):

\[
L(\theta, \epsilon, \sigma^2 | y) = \sigma^{-n} \exp\left(-\frac{1}{2} \sigma^{-2} (\epsilon - \mu)^T (\epsilon - \mu) + \frac{1}{2} \epsilon^T \Omega \epsilon \right)
\]

where \( \Omega \) is a starting parameter for the noise:

\[
\epsilon_i = \Omega + \epsilon_i
\]

(3.39)

If it is known a priori that the noise is stationary and reversible, then \( \epsilon_i = (1-\epsilon^2)^{-1/2} \epsilon_i \) (see for example Anderson [1954]), but since such knowledge will seldom be available, \( \Omega \) is included to hedge against the possibility that the first observation might have an unusual error, and more importantly to broaden the noise structure to cover explosive as well as stationary AR-1 processes (see Section 2.1 of Chapter 2).

Maximizing the likelihood (3.39) with respect to \((\theta, \epsilon, \sigma^2)\) it is found that

\[
\max L(\theta, \epsilon, \sigma^2 | y) = \frac{\text{SS}(\hat{\theta}, \hat{\epsilon})}{n} \cdot n/2 - n/2
\]

(3.41)

where

\[
\text{SS}(\hat{\theta}, \hat{\epsilon}) = \min \text{SS}(\theta, \epsilon)
\]

(3.42)

It is noted, that the maximum likelihood estimate (MLE) of \( \theta \), is the value \( \hat{\theta} \) which minimizes the residual sum of squares left by an ordinary least squares fit of the transformed linear model (3.6).

A test for a hypothesis of \( \theta = \theta^* \) may be constructed from the likelihood ratio

\[
\lambda_{\theta^*} = \frac{\max L(\theta, \epsilon, \sigma^2 | y)}{\max L(\theta, \epsilon, \sigma^2 | y)}
\]

(3.43)

by considering the well known large sample \( \chi^2 \) distribution approximation of the likelihood ratio statistic

\[
\lambda_{\theta^*} = -2 \ln \lambda_{\theta^*} \cdot \chi^2_{1}
\]

(3.44)

This approximation is justified as the asymptotic distribution of \( \lambda_{\theta^*} \) (under \( \theta = \theta^* \)), when the maximum likelihood estimators are asymptotically normally distributed (see e.g. Rao [1965] or Wilks [1962]). Usually the asymptotic normality of MLE is established for independent observations, but Whittle [1953] has extended the limiting properties of MLE to cover stationary time series. More specifically Hildreth [1969] showed, that the MLE of the parameters of a linear model with stationary first order autoregressive errors have an asymptotic multivariate normal distribution with mean vector equal to the true parameter values, and the estimators are asymptotically efficient. Hence the \( \chi^2 \) approximation for the distribution of \( \lambda_{\theta^*} \), holds for \(-1 < \theta^* < 1\).

For \( |\theta^*| > 1 \), i.e. for explosive series, it does not make sense to talk about asymptotic results, and in fact it is demonstrated in Section 3.6, that (3.44) does not hold in this case. Exceptions must also be made for singularity points \( \theta^* = \theta \). For although \( \text{SS}(\hat{\theta}, \hat{\epsilon}) \) can be made continuous at these points, it was seen in Section 3.2 that
the continuity required an artificial inclusion of a substitution parameter, which is not part of the original model, hence a test for

\[ \hat{\phi} = \hat{\phi} \]

using (3.44) would be conditional on an implicit misspecification of the model at this very point.

In particular (3.44) suggests an approximate likelihood ratio test for \( \phi = 0 \) based on

\[ l_0 = -2 \ln L_0 = n \ln \text{SS}(\hat{\phi}, \phi = 0) - n \ln \text{SS}(\hat{\phi}, \hat{\phi}) \sim \chi^2 \]

(3.45)

(Now well this approximation works in moderate sample sizes is studied by simulation in Section 3.6).

In practice rather than merely testing whether \( \lambda_0 \) takes a significantly large value it is usually most informative to plot

\[ \text{LMAX}(\phi) = -n \ln \text{SS}(\phi, \hat{\phi}) \]

over a suitable range of \( \phi \). The mode of the LMAX(\phi)-curve marks \( \hat{\phi} \) and an approximate 100(1-\alpha)% confidence interval for \( \phi \) is obtained from

\[ \text{LMAX}(\phi) - \text{LMAX}(\hat{\phi}) = \chi^2_{1-\alpha} \]

(3.47)

In other words the plausibility of any value of \( \phi \) may be approximately assessed from such a plot, and it becomes visually clear whether the data set at hand contains such information about \( \phi \) or only relatively little.

Ordinarily \( \phi \) is a nuisance parameter in relation to the linear parameters \( \theta \) , and inferences about \( \phi \) may only be of interest as a stepping stone to the further analysis concerning \( \theta \). Unless strong reasons exist for believing that \( \phi = \phi^* (\neq 0) \), the occurrence of \( \phi^* \) inside a certain confidence interval supplies little justification for outright assuming that \( \phi = \phi^* \). From a likelihood point of view it would seem more natural to base inferences about \( \theta \) on \( \phi = \hat{\phi} \), and hence to estimate the independence inducing transformation \( c \) simultaneously with \( \theta \).

3.4 Bayesian inference about \( \phi \).

From the Bayesian point of view all that can be said about \( \phi \) in light of the data is embodied in the marginal posterior distribution of \( \phi \), \( p(\phi|\phi) \). As was shown in Chapter 2, the posterior density function of \( \phi \) resulting from multiplying the likelihood function \( f \) in (3.39) by a prior \( p(\theta, \phi, \sigma) \) which is approximately noninformative for \( \theta, \phi, \sigma \), and integrating out \( (\theta, \phi, \sigma) \) is

\[ p(\phi|\phi) \sim \frac{n-p-1}{\sum_{i=1}^{n} \text{SS}(\phi, \hat{\phi})} \]

(3.48)

where \( p(\phi) \) is the marginal prior for \( \phi \).

If \( p(\phi) \) is chosen uniform, then

\[ p_u(\phi|\phi) = \frac{n-p-1}{\sum_{i=1}^{n} \text{SS}(\phi, \hat{\phi})} \]

(3.49)

where \( u \) stands for "uniform" and \( e \) stands for "exact". Obviously \( p_u(\phi|\phi) \) has its mode at the least squares value \( \phi = \hat{\phi} \); and this distribution may be approximated closely by a \( t \)-distribution with \( v = n-p-2 \) degrees of freedom provided \( \text{SS}(\phi, \hat{\phi}) \) is approximated near \( \hat{\phi} \) by

\[ Q(\hat{\phi}) = b_1 + b_2 \hat{\phi} + b_3 \hat{\phi}^2 \]

(3.50)

then relating to the \( t \)-form

\[ p_u(\phi|\phi) \sim \left( 1 + \frac{(\hat{\phi} - \phi)^2}{w} \right)^{-\frac{v+1}{2}} \]

(3.50)

we have that

\[ p_u(\phi|\phi) \sim t(\hat{\phi}, \sigma) \]

with \( \phi = \frac{b_2}{b_3} \)

(3.51)
and \( v = n - p - 2 \).

Alternatively in the vicinity of \( \hat{\phi} \), an approximately noninformative prior for \( \phi \) is (see Section 2.5 of Chapter 2)

\[
P_{n}(\phi) = \left( \frac{1}{2\pi} \right)^{\frac{n}{2}} \frac{1}{\phi} \left( 1 + n \phi \right)^{-\frac{n+1}{2}}
\]

where \( n \) stands for "noninformative" (but also serves to remind, that this prior is a function of \( n \)). However a direct multiplication by \( P_{n}(\phi) \) makes the right hand side of (3.48) diverge as \( \phi \) becomes large.

As discussed in Section 2.5 of Chapter 2, the argument leading to this approximately noninformative prior is a local one, applicable in the vicinity of \( \hat{\phi} \) only. Here the effect on the posterior of the noninformative prior as compared to the uniform prior, is to shift its mode moderately away from the origin, along with an increase of the spread. These modifications may be accomplished within the t-form by fitting the polynomial

\[
Q_{t} = A_{1} + A_{2}\phi + A_{3}\phi^{2}
\]

through the three points \( Q_{t}(\phi^{*}-\Delta \phi) \), \( Q_{t}(\phi^{*}) \) and \( Q_{t}(\phi^{*}+\Delta \phi) \), calculated from

\[
Q_{t}(\phi^{*}+\Delta \phi) = q(\phi^{*}+\Delta \phi) \cdot Q_{t}(\phi^{*}+\Delta \phi)
\]

where \( \phi^{*} \) is reasonably close to \( \hat{\phi} \) and \( \Delta \phi \) is about or less than \( \frac{1}{2} \), and where

\[
q(\phi) = P_{n}(\phi) \cdot \frac{2}{n-p-1}
\]

The modified quadratic curve (3.53) determines

\[
p_{n}(\phi|y) \sim t(\phi; s_{t}, v)
\]

where \( \hat{\phi}, s_{t} \) and \( v \) are as in (3.51) except the \( b \)'s are replaced by \( b \)'s.

The Bayesian parallel to a significance test at the \( \alpha \) level of a hypothesis \( \phi = \phi^{*} \), consists of determining whether \( \phi^{*} \) is or is not included in the \( 100(1 - \alpha) \% \) highest posterior density (HPD) interval for \( \phi \) (see for example Box and Tiao 1972, pp. 122-127). This may now conveniently be checked by referring the quantities

\[
t_{\phi^{*}} = \frac{\phi^{*} - \hat{\phi}}{s_{t}}
\]

or

\[
t^{*} = \frac{\phi^{*} - \hat{\phi}}{s_{t}}
\]

to a \( t(0,1,n-p-2) \) distribution depending on which prior is adopted.

In this treatment the plausibility of any hypothesized value \( \phi = \phi^{*} \) may be "tested", except singularity points \( \phi^{*} = \phi^{+} \). In particular this excludes (as before) \( \phi^{*} = 1 \) for models involving a mean. This is unfortunate since \( \phi^{*} = 1 \) implying that the noise is a random walk may be of special interest (this question shall be returned to in Chapter 4).

From a Bayesian viewpoint in making inferences about the linear parameters \( \phi \), the whole posterior distribution \( p(\phi|y) \) should be used; and we have seen that utilizing the familiar t form, \( p(\phi|y) \) may be approximated with modest computational effort.

Specifically

\[
p(\phi|y) \sim \int p(\phi|y)p(\phi)\phi d\phi
\]

where

\[
p(\phi|y) \sim \frac{1}{p(\phi^{*}+\Delta \phi)^{2}}
\]

with

\[
\hat{\phi} = (\phi^{*}+\Delta \phi)
\]

\[
v s^{2} = SS(\phi)
\]

\[v = n-p-1\]

When the posterior (3.59) may be approximated by

\[
p(\phi|y) \sim p(\phi|y)
\]
the Bayesian inference about $\theta$ exactly parallels the likelihood solution suggested in the preceding Section 3.3.

3.5 Examples.

In this section we shall reexamine three data sets used as examples in previously published papers.

The first set is one generated by Zellner and Tiao [1964], and the "true" process does not include a mean. The second set is the textile data examined in the paper by Theil and Nagar [1961]. The third set is the "spirits series" considered by Durbin and Watson [1951], and re-examined by Theil and Nagar [1961].

3.5.1 The data generated by Zellner and Tiao.

Zellner and Tiao [1964] generated and analyzed the data in Table

Table 3.1, Zellner and Tiao's data.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$y_i$</th>
<th>$x_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.645</td>
<td>6.9</td>
</tr>
<tr>
<td>2</td>
<td>18.794</td>
<td>6.0</td>
</tr>
<tr>
<td>3</td>
<td>15.875</td>
<td>4.2</td>
</tr>
<tr>
<td>4</td>
<td>14.372</td>
<td>5.2</td>
</tr>
<tr>
<td>5</td>
<td>13.909</td>
<td>4.7</td>
</tr>
<tr>
<td>6</td>
<td>14.556</td>
<td>5.1</td>
</tr>
<tr>
<td>7</td>
<td>14.700</td>
<td>4.5</td>
</tr>
<tr>
<td>8</td>
<td>18.281</td>
<td>6.0</td>
</tr>
<tr>
<td>9</td>
<td>13.650</td>
<td>3.9</td>
</tr>
<tr>
<td>10</td>
<td>10.318</td>
<td>4.1</td>
</tr>
<tr>
<td>11</td>
<td>5.473</td>
<td>2.2</td>
</tr>
<tr>
<td>12</td>
<td>6.044</td>
<td>1.7</td>
</tr>
<tr>
<td>13</td>
<td>6.361</td>
<td>2.7</td>
</tr>
<tr>
<td>14</td>
<td>7.036</td>
<td>3.3</td>
</tr>
<tr>
<td>15</td>
<td>13.368</td>
<td>4.8</td>
</tr>
</tbody>
</table>

Figure 3.1b gives the Bayesian picture of what the data has to tell about $\theta$. The solid curve is $p_\theta(y)$ with mode at $\theta = .39$, and its 95% HPD interval for $\theta$ is $-.25 < \theta < 1.01$. The two broken curves in Figure 3.1b, $p_M(y)$ and $p_U(y)$, agree almost perfectly; also it makes little difference if inference about $\theta$ were based on those distributions rather than on $p(y)$.  

Turning to the DW-test it is perhaps somewhat surprising to find $d = 2.002$, i.e. $\theta = .004$. Of course in order to compute $d$, it is necessary to artificially include a mean in the linear model, i.e. relate the data to the model

$$y_i = \theta i + \varepsilon_i$$

where $\varepsilon_i$ is as in (3.63).
It is interesting to redraw $L\text{MAX}(\hat{\theta})$ and $p(\hat{\theta}|y)$ for this modified model (3.64); this is done in Figure 3.2. It discloses, that incorporating a mean into the model, destroys all traces of positive serial correlation which are imprinted in the data. Further insight into the problems created by model misspecification may be gained by considering what inferences can be drawn about the linear parameters $\theta_1$ and $\theta_2$ of (3.64). Figure 3.1a shows posterior distributions of the mean $\hat{\theta}_1$. The graph $p(\theta_1|\theta=0,y)$ is also the confidence distribution of $\theta_1$ from a sampling theory point of view, since it is identical to the distribution of the statistic $\hat{\theta}_1$ conditional on $\theta = 0$. Since in this framework according to the procedure recommended by Durbin and Watson the value $\theta = 0$ would be accepted, then $\hat{\theta}_1$ would subsequently be found significantly different from zero at the $\alpha = .005$ level (two sided), and $\hat{\theta}_1$ could be mistakenly retained in the model. The distribution $p(\theta_1|\theta = \hat{\theta}_1,y)$ can also be interpreted as a confidence distribution for $\theta_1$ given that $\theta = \hat{\theta}_1 = .36$. In this case the significance of $\hat{\theta}_1$ has dropped to the $\alpha = .03$ level (two sided). In contrast a Bayesian analysis does not discount the possibility of $\theta_1$ being zero, as this point lies well within the 90% HPD region of $p_0(\theta_1|y)$ (and of $p_0(\theta_1|y)$).

It is of further interest to see what impact the inclusion of the mean, $\theta_1$, has on making inferences about the regression coefficient which appears as $\theta$ in the model (3.62) and as $\theta_2$ in the model (3.64), and which is most likely to be the parameter of primary interest. Figures 3.1b and 3.1c show posterior distributions for $\theta_2$ and $\theta$, respectively. It is seen, that not only has the inclusion of $\theta_1$ the effect of diluting the information in the data about $\theta$ ($\hat{\theta}_2$), but $p(\hat{\theta}_2|\theta = 0,y)$ in Figure 3.1b actually throws doubt on the plausibility
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\[ \text{FIGURE 3.3c} \]
of the true value $\theta = 3$. On the other hand, $p(\theta_2 | y)$ covers $\theta_2 = 3$ nicely, while this value is just included in the 95% HPD region of $p(\theta | \phi = \hat{\phi}, y)$.

In Figure 3.3c it is observed that $p_n(\theta | y)$, $p_\phi(\theta | y)$ and $p(\theta | \phi = \hat{\phi}, y)$ are almost coincidental, while an assumption of independence expressed through $p(\theta | \phi = 0, y)$ would lead one to believe, that $\theta$ is known with greater precision than is justified.

### 3.5.2 The textile data.

This data set consists of three simultaneous series of length 17 (yearly observations), viz. $y_1$, $x_{1,1}$ and $x_{1,2}$, where $y_1 = \log$ (per capita consumption of textiles), $x_{1,1} = \log$ (real per capita income), and $x_{1,2} = \log$ (deflated price index for clothing). The data shall not be relisted here, they appear along with their sources in Theil and Nagar [1961].

The model under consideration is

$$y_1 = \theta_1 + \theta_2 x_{1,1} + \theta_3 x_{1,2} + \epsilon_1$$

where $\theta_2$ and $\theta_3$ are sometimes referred to as elasticities in economics.

Fitting (3.65) by ordinary least squares, the LM-statistic is calculated to be $d = 1.926 (\hat{\phi} = .04)$, so that data set has been used as an example where the null hypothesis $\phi = 0$ is accepted, and inference about the $\theta$'s may be drawn accordingly.

Studying Figure 3.4 as in the previous example, it is found both from maximized likelihood plot and from the marginal posterior density of $\phi$, that while a prior hypothesis of $\phi = 0$ is certainly not discounted, a very wide range of other hypotheses $\phi = \#$ cannot be dismissed either. Specifically Figure 3.4a yields the approximate 95%
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confidence interval \[-.63 < \phi < .51\], with \(\hat{\phi} = -.09\); and Figure 3.4b shows a 95% HPD region of \[-.78 < \phi < .59\], with \(\hat{\phi} = -.16\).

The question may be raised, whether there is any prior reason to suspect that \(\phi\) is exactly zero. Causes can easily be put forth why observations of this kind would be positively serially correlated (e.g. gradual change in purchasing habits) or negatively correlated (e.g. a cold winter may spur purchasing, with the after effect of a sluggish market the following year); but it is not easy to rationalize why the observations should be exactly independent.

Figures 3.5a, 3.5b and 3.5c show posterior distributions of \(\theta_1\), \(\theta_2\) and \(\theta_3\) respectively. For each \(\theta_j\) parameter the four curves 
P_n(\theta_j | y), P_n(\hat{\theta}_j | y), p(\theta_j | \hat{\theta}, y)\) and \(p(\theta_j | \hat{\theta}, y)\) are almost identical. 

It is therefore a fact, that for this particular example where the mean of the posterior distribution of \(\phi\) lies close to zero correct inferences about the \(\theta_j\)'s result from assuming independence. It would seem however, that this has little to do with testing and accepting an unlikely hypothesis of \(\phi = 0\), but is rather a consequence of the circumstance that for this data

\[
p(\theta_j | \hat{\theta}, y) \approx p(\theta_j | \hat{\theta}, y) \approx p(\theta_j | y) \quad j = 1, 2, 3
\]  

3.5.3 The spirits data.

This data set is very much like the textile data, consisting of three simultaneous time series \(x_{1,1}\), \(x_{1,2}\) and \(x_{1,3}\) defined as before except "spirits" takes the place of "textile", and now the series have 69 observations (see Durbin and Watson [1951] for listing of the data and reference to their source).

Fitting (3.65) to this data, the DW-statistic is calculated to be \(d = .249 (\hat{\phi} = .875)\), which is significant at the 2% level (two sided).
The maximized likelihood curve in Figure 3.6a shows that \( \hat{\phi} = 1.015 \).

An approximate 95% confidence interval constructed as described in Section 3.5.1 is \( 0.98 < \phi < 1.05 \); however this interval cannot be relied on, since the \( \chi^2 \) approximation (3.44) only finds theoretical justification for \( -1 < \phi < 1 \). The Bayesian probe for serial correlation, Figure 3.6b, determines from \( p_n(\phi|y) \) a 95% HPD interval of \( 0.99 < \phi < 1.06 \), with \( \hat{\phi} = 1.025 \).

Uniform agreement prevails that the observations are strongly serially correlated. Theil and Nagar [1961] carry out the further analysis concerning \( \hat{\phi} \) as if \( \phi = \phi \). But clearly \( \hat{\phi} \) is a very poor estimate of \( \phi \). Approaching the problem from a sampling theory point of view it would seem most reasonable to use \( \hat{\phi} \) rather than \( \phi \) in the independence inducing transformation (3.9) and then analyze (3.8) accordingly.

Because while \( \hat{\phi} \) is the maximum likelihood estimate of \( \phi \), \( \hat{\phi} \) is a maximum likelihood estimate conditional on \( \phi = \hat{\phi} = (\mathbf{x} \mathbf{x}^{-1})^{-1} \mathbf{y} \) which may be a quite misleading estimate if \( \phi \) is not close to zero. In the Bayesian framework when \( p(\theta|y) \) is very narrow as here, then the conditional (on \( \phi = \hat{\phi} \), say) distribution of \( \phi \) will generally be quite similar to the marginal distribution.

The results of alternative approaches are shown in Figures 3.7a, 3.7b and 3.7c for \( \theta_1 \), \( \theta_2 \) and \( \theta_3 \) respectively. For \( \theta_2 \) and \( \theta_3 \) the three curves \( p_n(\theta_2|y), p_n(\theta_3|y) \) and \( p(\theta_j|y) \) are very much alike, where the latter one also may be interpreted as a confidence distribution for \( \theta_j \). An assumption of independence renders a grossly erroneous impression of the linear parameters \( \theta_j \); but also the substitution of \( \phi = \hat{\phi} \), while not quite as bad as \( \phi = 0 \), yields misleading results. And it is not just a matter of overestimating the precision.
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with which the \( \theta_j \)'s are known, but one of location. Specifically the income elasticity is actually much greater than was suggested by Theil and Nagar's analysis, while the price elasticity has a somewhat smaller absolute magnitude.

Since the noise apparently is slightly explosive, the mean \( \theta_1 \) is not a stable level (having allowed for the independent variables), but may more descriptively be termed an unstable equilibrium. The direction of the explosion is downwards, which may be interpreted as a development in time of consumer habits away from spirits (since logged data are analyzed the explosion is headed towards zero consumption).

Whether it would have been appropriate to difference the series before subjecting them to analysis is an unanswered question at this point. It shall be returned to in Chapter 4, and specifically we shall argue in the Appendix of that chapter, that differencing of this data is not desirable.

3.6 Monte Carlo study.

In this section the relative merits of the testing procedures associated with \( d, n_\varphi, t_\varphi \), and \( t_\theta \) are assessed by means of a simulation study. Although \( t_\varphi \) and \( t_\theta \) are derived at on Bayesian arguments, and therefore do not require any justification by sampling properties, we shall here study how they behave in repeated sampling.

The data generating models, \( A \) and \( B \), employed in the present study are

\[
y_{1,i} = \theta_{1,1} + \theta_{1,2} x_{1,i} + e_{1,i} ; \quad i = 1,2, \ldots, n
\]

\[
(3.67)
\]

with \( \theta_1 = 10.1, \theta_2 = 2.1 \).

and where \( x_{1,2} \) is a random walk

\[
x_{1,2} = \frac{1}{2} \sum_{j=1}^{i-1} \varepsilon_j
\]

\[
(3.68)
\]
the combination \( n = 60 \) and \( \phi = 1.2 \); i.e. a total of \( 400 \times (2 \times 18 + 1 \times 17) \) independent samples for each model. 400 additional samples were generated by each model with \( \phi = 0 \) and for \( n = 15,25,60 \).

The models A and B generated data in parallel, i.e. they employed the same \( a_i \)'s and \( c_i \)'s for corresponding samples (same \( \phi \), same \( n \)). Essentially all calculations were done in double precision.

3.6.1 Power curves.

Figures 3.8 (for \( n = 15 \)), 3.9 (for \( n = 25 \)) and 3.10 (for \( n = 60 \)) display the empirical power curves of the alternative testing procedures, \( d, A_0, \tau_0 \) and \( \tau_0 \) relating to the hypothesis \( \phi = 0 \). The curves show powers corresponding to a theoretical size \( \alpha = .05 \) for two-sided test; the one-sided power curves are given in the appendix.

The ordinate scale in Figures 3.8, 3.9 and 3.10 is linear in \( \text{Arccos}^{\phi} \), going from \( 0^\circ \) to \( 90^\circ \). In this scaling \( \alpha = .05 \times 12.9^\circ \), and the standard deviation of all points is approximately \( 1.4^\circ \), except when \( \phi = 0 \) where it is about \( 1.4^\circ \).

If the DM-test is credited with the power of \( d_0 \), then \( d \) still performs comparatively well in relation to Model A, in particular for \( .0 < \phi < .9 \). For negative and very large positive \( \phi \), the alternatives \( \tau_0 \) and \( \tau_0 \) show greater power. In the context of Model B \( \tau_0 \) and \( \tau_0 \) are superior to \( d \). This relative deterioration demonstrates, that the mentioned shortcomings of the DM-test for models lacking a mean are substantial. It is noted that \( \tau_0 \) and \( \tau_0 \) behave remarkably alike.

Throughout \( A_0 \) is seemingly more powerful than \( \tau_0 \) and \( \tau_0 \), however this appears attributable to the fact that the size of the \( A_0 \)-test is actually significantly larger than the sizes of \( \tau_0 \) and \( \tau_0 \), which as a whole do not differ significantly from \( \alpha = .05 \). In fact the \( A_0 \)-curve
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looks much like those of $t_0$ and $\tau_0$, just shifted a bit upwards.

3.6.2 Size curves.

The size consideration is an important one, not only for the testing procedures symbolized by $A'_0$, $t'_0$, and $\tau'_0$ relating to $\phi = 0$, but equally for their counterparts relating to a general hypothesis $\phi = \phi^*$. Actually the appropriateness of the approximate confidence interval defined by (3.47) is checked by seeing how close the empirical size of the $x^2$-test for $\phi = \phi^*$ is to its theoretical value $\alpha$ (here $\alpha = .05$), over a range of $\phi^*$ values.

In relation to Model B, the empirical sizes of $t_{\phi^*}$ and $\tau_{\phi^*}$ are almost identical throughout and do not differ significantly from the target value of $\alpha = .05$. For large $\phi^*$, where the approximately non-informative prior for $\phi$ starts to distinguish itself from a uniform one, the size of $\tau_{\phi^*}$ appears closer to $\alpha = .05$ than that of $t_{\phi^*}$.

The size graphs for the likelihood ratio based tests are also rather flat when $\phi^* < 1$, but their empirical levels lie significantly above the theoretical value of $\alpha = .05$, the displacement being most pronounced for $n = 15$, but still present for $n = 60$.

All size curves for Model A increase as $\phi^*$ increases to a peak at $\phi^* = 1$, then they fall off. In terms of closeness to $\alpha = .05$, $A'_{\phi^*}$ is clearly inferior to $t'_{\phi^*}$, which in turn must yield to $\tau'_{\phi^*}$. This explains why the confidence interval for $\phi$ in the examples Section 3.5 were not as wide as the HPD regions corresponding to $t'_{\phi^*}$. The trouble when $\phi^* = 1$ not only for $A'_{\phi^*}$ but for $t'_{\phi^*}$ and $\tau'_{\phi^*}$ as well confirms empirically, that $\phi^* = 1$ being a singularity point for Model A cannot be handled like other points.
3.7 Conclusion.

Least squares regression is often applied in situations where it is feared that the observations are serially correlated. Since the usual techniques of analysis rest upon an assumption of independence it is a common practice under these circumstances to test for autocorrelation using the well-known Durbin-Watson test. (This test is equivalent to obtaining an estimate \( \hat{\phi} \) of a first order autoregressive parameter \( \phi \) from the residuals left by an ordinary least squares fit; and then seeing whether \( \hat{\phi} \) is significantly different from zero. Because the distribution of \( \hat{\phi} \) depends on the matrix \( \hat{\mathbf{X}} \) of independent variables, this is done by referring to bound for the desired significance point.)

In this Chapter some questions surrounding this practice have been approached from two points of view, namely using a likelihood approach and a Bayesian approach.

First the question may be raised whether the DW-test can be improved upon. A direct likelihood ratio approach yields an approximate significance test, \( A_0 \), which, being asymptotic only, does not involve \( \mathbf{X} \). From a Bayesian point of view one can regard the inclusion or exclusion of some hypothesized value \( \phi = \phi^* \) in, say, the 100(1-\( \alpha \))% HPD region as a statistical test. Test criteria \( t_0 \) and \( t_0^* \) of this kind were produced, which do not depend on \( \mathbf{X} \), and while they do not require any justification by sampling properties it was studied by simulation how they and \( A_0 \) as alternatives to the DW-test, compare in terms of power in repeated sampling. For a studied model form involving a mean, the empirical powers were found comparable for all four alternatives; but the DW-test was somewhat less powerful in relation to a studied model form without a mean.

Secondly when serial dependence is to be expected, it may be questioned whether it actually makes sense to test a null hypothesis of independence. The DW-test seems often to have been abused to justify a convenient but unlikely assumption of independence, mainly for the purpose of proceeding as if, by a stroke of magic, independence were created by the test having failed to reject this possibility.

In situations where \( \phi \) is a parameter of primary interest, inference about \( \phi \) may be made from a likelihood or a Bayesian point of view. These approaches not only produce better (unconditional) estimates of \( \phi \) than \( \hat{\phi} \), but also give approximate confidence or HPD intervals for \( \phi \).

Ordinarily however \( \phi \) is a nuisance parameter in relation to \( \theta \). As illustrated by the examples, proceeding in the fashion implied by the DW testing approach carries a penalty, as it may lead to drawing wrong inferences about the primary parameters \( \theta \), both in regard to location and to precision. This may happen when \( \phi \) is different from zero but not detected significantly so, and inferences about \( \phi \) subsequently are made conditional on \( \phi = 0 \). Or even if serial correlation is detected, but inferences about \( \theta \) are made as if \( \phi = \phi^* \).

When serial correlation is expected, it would seem more sensible to allow for this possibility in the model and estimate \( \phi \) simultaneously with \( \theta \). Minimizing \( SS(\hat{\theta}, \hat{\phi}) \), Equation (3.10), with respect to \( \phi \) produces the maximum likelihood estimate, \( \hat{\phi} \). From a sampling theory viewpoint inferences about \( \phi \) may now be made conditional on \( \phi = \hat{\phi} \) by substituting this estimate into the independence inducing transformation, \( \mathbf{X} \), and analyzing the transformed linear model using the usual techniques. From the Bayesian viewpoint this parallels approximation
of the marginal posterior distribution of $\theta$ by the posterior distribution of $\theta$ conditional on $\phi = \hat{\phi}$.

Appendix. Additional results from the Monte Carlo study.

Figures 3A.1, 3A.2 and 3A.3 show the empirical oneprocedure, $d_t$, $t_0$ and $r_0$ relating to the hypothesis $\phi = 0$, and at the theoretical level $\alpha = .05$.

Tables 3A.1, 3A.2 and 3A.3 list the averages and standard deviations, $s$, around the averages, of the estimators $\hat{\phi}$, $\hat{\phi}$ and $\hat{\phi}$ computed from the 400 replications for each model, A and B, for each sample size $n$ and each $\phi$-value. Overall $\hat{\phi}$ is clearly a much better estimator of $\phi$ than $\hat{\phi}$. In the Bayesian analysis the estimator $\hat{\phi}$ plays no prominent role except as a partial description of the marginal posterior distribution of $\phi$. The difference between $\hat{\phi}$ and $\hat{\phi}$ is caused by the noninformative prior for $\phi$ (relative to a uniform one). It is noted, that on the average it does not make $\hat{\phi}$ overshoot $\phi$.

---
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### Table 3A. III

<table>
<thead>
<tr>
<th>Model</th>
<th>φ</th>
<th>n</th>
<th>t</th>
<th>s</th>
<th>φ</th>
<th>s</th>
<th>φ</th>
<th>s</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>60</td>
<td>1.24</td>
<td>1.04</td>
<td>0.508</td>
<td>1.07</td>
<td>0.510</td>
<td>1.19</td>
<td></td>
</tr>
<tr>
<td>0.40</td>
<td>60</td>
<td>1.32</td>
<td>1.12</td>
<td>0.408</td>
<td>1.12</td>
<td>0.416</td>
<td>1.22</td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>60</td>
<td>1.22</td>
<td>1.02</td>
<td>0.328</td>
<td>1.02</td>
<td>0.336</td>
<td>1.05</td>
<td></td>
</tr>
<tr>
<td>0.20</td>
<td>60</td>
<td>1.04</td>
<td>0.87</td>
<td>0.228</td>
<td>0.87</td>
<td>0.230</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>60</td>
<td>0.86</td>
<td>0.72</td>
<td>0.128</td>
<td>0.72</td>
<td>0.130</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>60</td>
<td>0.68</td>
<td>0.57</td>
<td>0.028</td>
<td>0.57</td>
<td>0.036</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>60</td>
<td>0.32</td>
<td>0.23</td>
<td>0.008</td>
<td>0.23</td>
<td>0.012</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>60</td>
<td>0.16</td>
<td>0.12</td>
<td>0.003</td>
<td>0.12</td>
<td>0.006</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>30</td>
<td>0.08</td>
<td>0.06</td>
<td>0.001</td>
<td>0.06</td>
<td>0.002</td>
<td>0.08</td>
<td></td>
</tr>
</tbody>
</table>

### Chapter 4

To Difference or Not to Difference Data Series in Linear Model Analysis: A Bayesian Study.

For the purpose of definiteness, consider some data analyzed by Coen, Gomme & Kendall (1969) (CGK for short). In an attempt to forecast the Financial Times ordinary share index, they relate this dependent variable, y1, detrended, to two detrended "leading" independent variables x1,1 and x2,1, viz. U.K. car production and the Financial Times commodity index (their equation number 7):

\[ y_1 = \theta_1 + \theta_2 x_{1,1} + \theta_3 x_{2,1} + \theta_4 + \eta_1 \]

where x1,1 is the observed value 6 time periods (quarters) previous to y1, and x2,1 has a lead time of 7 periods.

This data set raises a number of questions. First of all whether the noise \( \eta_1 \) might be serially correlated and not independent as the CGK analysis tacitly assumed. Secondly how the serial correlation, if indeed present, affects the inferences about the regression parameters \( \theta_j \), where CGK's estimates of \( \theta_2 \) and \( \theta_3 \) were found highly significantly different from zero.

Both these questions were addressed by Box and Newbold (1971) (BN), who demonstrated, that the noise was in fact highly serially dependent, and that taking the autocorrelation into account the claimed dependencies of y on x1 and x2 disappeared. BN entertained several alternative noise structures, the most prominent of which were a first order autoregressive (AR-1) model, and a first order integrated moving average (IMA-1) model (i.e. a noise model for which the first difference is a first order moving average process). This latter model fits the data only slightly less well than the AR-1 model, but BN did not
commit themselves to any preferred form over the other, since it made little difference in demonstrating their point. This does however leave a third question, namely whether differencing should be carried out or not.

Writing the linear model

\[ Y = X \theta + \varepsilon \]

(4.2)

\[ n = 1, n > p \]

the noise \( \varepsilon \) may in great generality be considered generated by an autoregressive integrated moving average (ARIMA) process of order \( (p,d,q) \), see Box and Jenkins [1970]. The presence of the deterministic linear model parameters \( \theta \) does not impede a time series modelling of the noise, as the linear and the time series parameters may be estimated simultaneously, and the latter are (asymptotically) distributed as if the deterministic model part did not exist. In such a general approach, the question of differencing takes the form of deciding the order \( d \) in the ARIMA model.

The scope of the present investigation is limited to situations, where it is impossible (due to a relatively small number of observations), impractical or perhaps unnecessary to employ more than one first order autoregressive parameter to allow for autocorrelation.

How such a model may be analyzed was the topic of Chapter 2, specifically it was studied how Bayesian inference is made about the model parameters \( \theta \) and \( \varepsilon \) when the noise \( \varepsilon \) of the observations (original or perhaps differenced) follows the AR-1 scheme:

\[ \begin{align*}
\varepsilon_1 &= N_0 + \varepsilon_1 \\
\varepsilon_i &= \phi \varepsilon_{i-1} + \varepsilon_i \\
&= 1, 2, \ldots, n
\end{align*} \]

(4.3)

where \( \phi \) is the autoregressive parameter, \( N_0 \) is a starting parameter included to accommodate explosive, \( 1 < \phi \) as well as stationary situations and the \( \varepsilon_i \)'s are i.i.d. \( N(0, \sigma^2) \), (also independent of the \( p \) series of predictor variables \( X \)).

Two ways of assessing whether or not differencing appears justified in light of the data will now be explored from a Bayesian point of view.

Within the AR-1 noise structure, differencing corresponds to a particular choice of the autoregressive parameter \( \phi \), namely \( \phi = 1 \), so it may be wondered whether the data support this value (Section 4.2).

Since the question of differencing is intimately related to the existence (or lack) of a fixed mean for the noise, it may usefully be regarded as one of determining whether one degree of freedom is better expended on differencing the series (effectively losing one observation) rather than on including a mean, while in either case serial correlation is being allowed for by one parameter. In other words, the testimony of the data concerning the appropriateness of differencing here takes the form of relative support of two alternative models with a common deterministic part but with different noise models. (Section 4.3.)

The CGK data are reanalyzed in detail (Section 4.4) in particular the results concerning whether to difference or not are illustrated.

4.1 Joint posterior distribution of \( (\theta, \varepsilon) \)

Analyzing data sets like the CCF data from a Bayesian point of view makes it very clear why misleading conclusions may be reached about the linear parameters \( \theta \) when serial correlation is ignored.

Assuming that the data \( Y \) may adequately be represented by the linear model
\[ Y = 1 \theta_0 + X \alpha(1) + \epsilon \]  

(4.4)

where

\[ X = \left[ \frac{1}{2} \bar{X}(1) \right] \quad \theta = \begin{bmatrix} \theta_0 \end{bmatrix} \]  

(4.5)

with \( \text{rank}(X) = p \), and where \( \theta \) follows the AR-1 scheme (4.3); then it was seen in Chapter 2, that the density function for \( Y \) is:

\[
p(y|\theta_0, \theta, \theta_0) = (2\pi)^{-n/2} \exp\left(-\frac{1}{2} \sigma^{-2}(y - X \theta_0)^T (y - X \theta_0)\right)
\]

\[
= (2\pi)^{-n/2} \exp\left(-\frac{1}{2} \alpha^{-2} (SS_0(\theta_0, \theta_0) + (X - X \theta_0)^T)\right) \]  

(4.6)

where

\[ SS_0 = SS_0(\theta_0, \theta_0) = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \]  

(4.7)

so that

\[
SS_0(\theta, \theta_0) = (\theta^T_0 \theta - SS_0(\theta_0, \theta_0)) \]  

(4.8)

(and where \( X \) is the first row of \( X \)). The subscript \( \theta \) is used to indicate, that the AR-1 noise relates to the "not differenced" data.

Of course the expression (4.6) is the likelihood function for the parameters \( \theta = (\theta_0, \theta, \theta_0) \) of the model (4.4) when \( Y \) is considered known. It is noted, that maximizing the likelihood function is equivalent to minimizing the (residual) sum of squares of the estimated \( c_i \)'s, \( SS_0(\theta, \theta_0) \); and the minimum is \( SS_0(\theta_0, \theta_0) \).

It was argued in Chapter 2, that an approximately noninformative prior distribution for \( \theta \) is of the form:

\[
p(\theta_0, \theta, \theta_0) = \left| X^T C X \right|^{1/2} \sigma^{-1} p(\theta_0) \]  

(4.9)

where \( p(\theta_0) \) is a locally noninformative prior for \( \theta_0 \). The argument leading to (4.9) applies only when \( X^T C X \), or equivalently \( C X \), has full column rank \( p \). Excluding the distinct singularity points \( \phi = \theta \), if any, where \( \text{rank}(C X) < p \) (in fact equal to \( p-1 \)), the joint posterior for \( (\theta_0, \theta, \theta_0) \), found by multiplying (4.6) by (4.9), was integrated over \( (\theta_0, \theta_0) \) to yield the marginal posterior distribution of \( \theta_0 \):

\[
p(\theta_0|y) = \frac{\exp\left(-\frac{1}{2} \alpha^{-2} (SS_0(\theta_0, \theta_0))\right)}{v_\alpha} \]  

(4.10)

where

\[ \alpha = \frac{\alpha}{\alpha_0} = (2\pi)^{-p/2} (2\pi)^{-n/2} \]  

(4.11)

Omitting the distinct point(s) \( \phi = \theta_0 \) (if any), (4.10) is normalized as if it was a continuous distribution. Specifically it was suggested in Chapter 2 how \( p(\theta_0|y) \) may be approximated by a t-distribution.

The exclusion of possible singularity points is only a matter of formality as far as marginal inference about \( y \) is concerned.

Conditional on \( \theta_0 \) (\( \phi \neq \theta_0 \)), the distribution of \( \theta \) a posteriori is

\[
P_0(\theta|\theta_0, y) \sim \frac{1}{v_\alpha} \alpha^{-1} (\theta^T \alpha^{-1} \theta)^{-1/2} = \frac{1}{v_\alpha} \alpha^{-1} \left( \frac{SS_0(\theta_0, \theta_0)}{\alpha} \right)^{-1/2} \]  

(4.12)

with

\[
v_\alpha = SS_0(\theta_0, \theta_0) \]  

(4.13)

in particular

\[
P_0(\theta|\theta_0, y) \sim \frac{1}{v_\alpha} \alpha^{-1} \left( \frac{SS_0(\theta_0, \theta_0)}{\alpha} \right)^{-1/2} \]  

(4.14)

where \( D^2 \) comes from

\[
[X^T C X]^{-1} = \begin{bmatrix} D_{11} & \cdots & D_{1p} \\ \vdots & \ddots & \vdots \\ D_{p1} & \cdots & D_{pp} \end{bmatrix} \]  

(4.15)

Now the joint posterior distribution of \( (\theta_j, \theta_0) \) may conveniently be computed as

\[
P_0(\theta_j, \theta_0|y) = p(\theta_j|\theta_0, y) \frac{p(\theta_0|y)}{p(\theta_0|y)} \]  

(4.16)
and plotting contours of this joint distribution, \( j = 1,2, \ldots, p \),
allows a clear appreciation of the dependence of \( \theta_j \) on \( \theta_0 \). The
levels of the contours corresponding to specified interior probability
contents may be determined numerically. As an approximation it may be
used (see for example Box and Tiao [1973] p. 94) that for large \( n \)
p(\( \theta_j, \theta_0 \mid y \)) tends towards normality, so that
\[
-2 \ln \frac{p(\theta_j, \theta_0 \mid y)}{p_0(\theta_j, \theta_0 \mid y)} = \chi^2
\]
(4.17)
which (in the 2 dimensional case) may be expressed as:
\[
\frac{p_0(\theta_j, \theta_0 \mid y)}{p(\theta_j, \theta_0 \mid y)} = e^{-\frac{1}{2} \chi^2(\alpha)}
\]
(4.18)
where \( \hat{\theta}_0 \) is determined by the identity
\[
\text{SS}_0(\hat{\theta}_0, \hat{\theta}_0) = \min \text{SS}(\tilde{\theta}, \hat{\theta}_0)
\]
(4.19)
and where \( (\hat{\theta}_0, \hat{\theta}_0) \) is a point on the boundary of the 100(1-\( \alpha \)) highest
posterior density (HPD) region .

4.2 Posterior density of the AR-1 parameter at unity.

For models like (4.4) involving a mean, the point \( \theta_0 = 1 \) is a
singularity point. Thus the plausibility of \( \theta_0 \) being unity (i.e.
whether or not a differencing appears supported by the data) cannot be
assessed by looking at \( p(\theta_0 \mid y) \) (4.10) as a continuous distribution,
since the prior (4.9) does not find justification at this point, and
the integration leading to (4.10) does not go through.

The cause of the singularity at \( \theta_0 = 1 \) is the vanishing of the
mean \( \theta \), at that point. Specifically (4.4) degenerates to
\[
\mathbf{y} = \mathbf{X}_0(1) \delta_0 + \varepsilon(\theta_0 = 1)
\]
(4.20)
for \( \theta_0 = 1 \), as namely \( \varepsilon_1(\theta_0 = 1) \), and therefore \( \mathbf{y}_1 \), does not possess
a mean. Hence conditional on \( \theta_0 = 1 \) we have

\[
\hat{\varepsilon}_1 = (\mathbf{X}_1(1) \mathbf{X}_1(1)^{-1})^{-1} \mathbf{X}_1(1) \mathbf{z}
\]
(4.21)
where
\[
\mathbf{z} = \mathbf{z}_1
\]
(4.22)
and
\[
p_0(\theta_1 \mid \theta_0) = 1, (1 - \gamma) x_1 - p = \left( \begin{array}{cc}
-1 & 1 \\
0 & \gamma \\
0 & 1
\end{array} \right)
\]
(4.23)
with
\[
\gamma^2 = \text{SS}_0(\hat{\theta}_0, \hat{\theta}_0) - \text{SS}_0(\hat{\theta}_0, \hat{\theta}_0)
\]
and \( \text{SS}_0(\hat{\theta}_0, \hat{\theta}_0) \) is in general not equal to
\[
\lim \text{SS}_0(\theta_0, \theta_0).
\]
It was seen in Chapter 3 that the latter quantity, \( \theta_0 = 1 \),
which we shall refer to as SS(\( \hat{\theta}_0, \hat{\theta}_0 \)), may be computed as the residual
sum of squares resulting from replacing, when \( \theta_0 = 1 \), the redundant para-
ter \( \theta_1 \) by a new parameter \( \hat{\theta}_1 \) serving as a mean for the differenced
series, i.e. implying that the model incorporates a deterministic linear
trend. So when this artificial trend is not incorporated, then the
residual sum of squares, SS(\( \hat{\theta}_0, \hat{\theta}_0 \)), corresponding to the model (4.4) makes a
discontinuous upwards jump at \( \theta_0 = 1 \) as a result of the model's loss of
one parameter at that point. Thus if the prior for \( \theta_0 \) is taken to be
continuous through \( \theta_0 = 1 \) then the posterior density function for
(\( \theta_0 \) will not in general be continuous at that point.

In order to determine a prior distribution at \( \theta_0 = 1 \) for
\( \left\{ n_0, \mathbf{X}_0(1), \theta_0, \varepsilon \right\} \) which is known up to the same multiplicativc constant
as \( p(\theta_0, \varepsilon_0, \varepsilon_0) \) of (4.9), we shall argue the following way: Condition-
onal on \( \varepsilon \) and \( \theta_0 \) the prior for the linear parameters \( \mathbf{X}_0(1) \) and
\( M \) is taken locally uniform proportional to \( k \). To determine \( k \) we
suppose that \( \varepsilon \) is known, and look at the posterior densities of \( \theta_0 \)
at \( \theta_0 = 1 \) and \( \theta_0 = \theta_0 \). We shall then consider the prior for
\[ (\pi_0^{(1)} | \theta_0 = 1) \] being consistent with \( p(\theta_0 | \pi_0 = \theta_0^*) \) in the sense

\[
\lim_{\theta_0^* \to 1} \frac{p(\theta_0 | \pi_0 = \theta_0^*)}{p(\theta_0 | \pi_0 = 1)} = 1
\]

for \( \theta_0^* \) in a neighborhood of \( \theta_0 = 1 \), if \( \theta_0^* \) is chosen such that

\[
p(\theta_0 | \pi_0 = \theta_0^*) \] is a proper density.

We find

\[
p(\theta_0 = \theta_0^* | y) = \int \frac{p(\theta_0, \theta_0^* | y)}{p(\theta_0^* | y)} p(\theta_0^* | y) \, d\theta_0
\]

\[
= \frac{p(\theta_0^* | y)}{p(\theta_0^* | y)} \left( \frac{n-p-1}{2} \right) \exp \left( -\frac{1}{2} \sigma^2 S \theta_0^* \right) \tag{4.25}
\]

and

\[
p(\theta_0 = \theta_0^* | y) = \int \frac{p(\theta_0, \theta_0^* | y)}{p(\theta_0^* | y)} p(\theta_0^* | y) \, d\theta_0
\]

\[
= \frac{p(\theta_0^* | y)}{p(\theta_0^* | y)} \left( \frac{n-p-1}{2} \right) \exp \left( -\frac{1}{2} \sigma^2 S \theta_0^* \right) \tag{4.26}
\]

where it is understood in (4.25) and (4.27), that the proportionality constants are the same. Taking expectation of the logarithm of these expressions and equating gives

\[
\ln p(\theta_0 = \theta_0^*) = \frac{n-p-1}{2} \ln(2\sigma^2) - \frac{1}{2} (n-p-1)
\]

\[
\ln p(\theta_0 = \theta_0^*) = \frac{n-p-1}{2} \ln(2\sigma^2) + \frac{n-p-1}{2} \ln(2\sigma^2) - \frac{1}{2} (n-p)
\]

Letting \( \theta_0 = 1 \) the prior densities at \( \theta_0 = \theta_0^* \) and \( \theta_0 = 1 \) cancel, leaving

\[
k \cdot \left| x_0^* \right| \left| z_0^* \right| = \frac{1}{2} \sigma^2 S \theta_0^* \tag{4.28}
\]

\[
k \cdot \left| x_0^* \right| \left| z_0^* \right| = \frac{1}{2} \sigma^2 S \theta_0 \tag{4.29}
\]

hence we are led to choose

\[
p(\pi_0 | \theta_0 = \theta_0^*) = p(\pi_0 | \theta_0 = \theta_0^* = 1) p(\theta_0 | \pi_0 = \theta_0^* = 1)
\]

\[
= \frac{1}{2} \sigma^2 S \theta_0^* \tag{4.30}
\]

The posterior density \( p(\theta_0 | y) \) at \( \theta_0 = 1 \) is now determined from

considering

\[
p(\theta_0 = 1 | y) = \frac{\int p(\theta_0 = 1 | x_0^*, z_0^*) \, d\theta_0}{\int p(\theta_0 = y | x_0^*, z_0^*) \, d\theta_0}
\]

\[
= \frac{p(\theta_0 = 1 | x_0^*, z_0^*)}{p(\theta_0 = y | x_0^*, z_0^*)} \tag{4.31}
\]

where

\[
x_0^* = (\pi_0 = \theta_0^*)
\]

\[
= \frac{1}{2} \sigma^2 S \theta_0^* \tag{4.32}
\]

\[
x_0^* = (\pi_0 = \theta_0^*) \tag{4.33}
\]

\[
= \frac{1}{2} \sigma^2 S \theta_0 \tag{4.34}
\]

The discrete jump of \( p(\theta_0 | y) \) at \( \theta_0 = 1 \) may be upwards or downwards depending on the last factor in (4.32) since it is less than or equal to 1, the largest possible upwards jump is by a factor \( 1^{1/2} \); 1.65.

Other singularity point \( \theta_0 = \theta_0^* \) (if any), may obviously be taken care of similarly.
4.3 Expanding one degree of freedom on differencing rather than on a fixed mean?

In this section the question of whether some autocorrelated series should perhaps be differenced prior to a linear model analysis is approached from the point of view of determining to what extent the data are more consistent with a model having a fixed mean and an AR-1 noise (4.3), or with a model which includes no mean and has a nonstationary noise component. In the Bayesian framework the testimony of the data concerning this question may be extracted in terms of posterior probabilities for two alternative models with a common deterministic part, but with alternative noise models, both allowing for serial correlation by one parameter.

In this formulation the problem is similar to the one known as model discrimination, Box & Hill [1967], Box & Henson [1969], Kanemasu [1973]. Their problem was discrimination among alternative deterministic models with identical noise components; in the present problem the discrimination is between alternative noise models for the same deterministic model.

Singularity points require no special attention in this analysis, in particular the model (4.4) involves, with probability one, a fixed mean \( \theta_1 \).

4.3.1 The alternative likelihood function

A natural alternative, \( \mathcal{E} \), to the AR-1 noise structure \( \mathcal{E} \) (4.3), consists in letting the noise of the differenced series follow an AR-1 process, i.e.

\[
\frac{d Y}{d t} = \frac{d \mathcal{E}}{d t} = \mathcal{E}(1) \frac{d \mathcal{E}}{d \mathcal{E}(1)} + \mathcal{E}
\]

(4.33)

or

\[
Y(1) = W \mathcal{B}(1) + \mathcal{E}(1)
\]

(4.34)

where

\[
Y(1) = \begin{bmatrix} Y_2 \\ \vdots \\ Y_n \end{bmatrix} = d \mathcal{Y} / d t = \begin{bmatrix} Y_2 \\ \vdots \\ Y_n \end{bmatrix} = d \mathcal{E}(1)
\]

(4.35)

and

\[
\mathcal{E}_i = \mathcal{E}_1 + \mathcal{E}_2
\]

\[
\mathcal{E}_i = \mathcal{E}_1 + \mathcal{E}_1 \mathcal{E}_{i-1} + \mathcal{E}_i, \quad i = 3, 4, \ldots, n
\]

(4.36)

where the \( \mathcal{E}_i \)'s are i.i.d \( N(0, \sigma^2) \).

Hence the noise vector \( \mathcal{E} \) relating to the original observations can be represented by the stochastic model

\[
(1 - \phi \mathcal{B}) \mathcal{Y} = \mathcal{E}_1
\]

(4.37)

where \( \mathcal{Y} = (1 - \mathcal{E}) \). (4.37) is an ARIMA model of order (1,1,0), which incidentally in the present formulation also covers explosive situations, \( 1 < \phi_1 \).

Introducing \( \mathcal{H}_0 \) and \( \mathcal{H}_1 \) for the two alternative models:

\[
\mathcal{H}_0: \mathcal{Y} = \mathcal{E} + \mathcal{E}
\]

(4.38)

\[
\mathcal{H}_1: \mathcal{Y} = \mathcal{E}(1) \mathcal{E}(1) + \mathcal{E}
\]

(4.39)

the distribution function of \( \mathcal{Y} \) in relation to \( \mathcal{H}_0 \) is given by Equation (4.6), since of course (4.38) is a repetition of (4.4).

In order to derive the distribution function of \( \mathcal{Y} \) relative to \( \mathcal{H}_1 \), we shall set \( \mathcal{Y}_1 = \mathcal{Y}_1 \) and define the parameter \( \theta_0 \) so that

\[
\mathcal{Y} = \begin{bmatrix} \mathcal{Y}_1 \\ \mathcal{E}(1) \end{bmatrix} = \begin{bmatrix} \theta_0 \\ \mathcal{E}_1 \end{bmatrix} + \begin{bmatrix} \mathcal{E}_1 \\ \mathcal{E}(1) \end{bmatrix}
\]

(4.40)
where $\hat{c}_1$ is distributed jointly with the $\hat{c}_1$'s of (4.36) as

$$p(\hat{c}) = (2\pi e)^{-n/2} \exp\left(-\frac{1}{2} \hat{c}' C^{-1} \hat{c}\right).$$

(4.41)

From (4.41) and (4.36) we find

$$p(\hat{c} | \hat{c}_1) = (2\pi e)^{-n/2} \exp\left(-\frac{1}{2} \hat{c}' C^{-1} \hat{c} + \hat{c}_1' W^{-1} \hat{c}_1 + (\hat{c}_1' \hat{c}_1)' / 2\right)$$

(4.42)

where

$$C = \hat{c} \hat{c}_1'(n-2)(n-1)$$

(4.43)

Now (4.42) in conjunction with (4.40) yields

$$p(y | \theta, \theta_1, \theta_2, \theta_3) = \frac{1}{\pi^{n/2} | C |^{1/2}} p(y | \theta_0, \theta_1, \theta_2, \theta_3)$$

(4.44)

and since the transformation

$$Y = \begin{bmatrix} 1 & 1 & 1 \end{bmatrix}^{-1} X$$

(4.45)

has unit Jacobian, the right hand side of (4.44) is also the density function of $Y$:

$$p(Y | \theta, \theta_1, \theta_2, \theta_3) = \frac{1}{\pi^{n/2} | C |^{1/2}} p(Y | \theta_0, \theta_1, \theta_2, \theta_3)$$

(4.46)

where

$$SS_1(\theta_1, \theta_1) = \hat{c} \hat{c}_1'(n-2)(n-1)$$

(4.47)

much like (4.9). When $y$ is considered known, (4.46) is of course the likelihood function for the parameters $(\theta_1, \theta_1, \theta_1, \theta_1, \theta_1, \theta_0, \theta_1, \theta_1)$. And it is maximized by minimizing the (residual) sum of squares of the estimated $\hat{c}_1$'s, $SS_1(\theta_1, \theta_1)$; the minimum is $SS_1(\theta_1, \theta_1)$.

Since $\theta_0$ and $\theta_i$ have the same number of parameters, $p + 3$, we may formally equate

$$\begin{cases}
p(y | \theta, \theta_0, \theta_1, \theta_2, \theta_3) = p(Y | \theta_0, \theta_1, \theta_2, \theta_3) \\
p(Y | \theta, \theta_1, \theta_2, \theta_3) = p(y | \theta_0, \theta_1, \theta_2, \theta_3)
\end{cases}$$

(4.48)

and these distributions are known exactly including their normalizing constants.

### 4.3.2 The complementing priors.

Before posterior model probabilities can be computed, prior distributions for $y$ complementing the likelihood functions must be produced.

As far as $L_0 = p(y | \theta, \theta_0, \theta_1)$ is concerned, we have (4.10):

$$p(y | \theta) = p(y | \theta_0, \theta_1, \theta_2, \theta_3) = \left| \frac{C}{\pi^{n/2}} \right|^{1/2} p(\theta_0)$$

(4.49)

An approximately noninformative prior complementing the nonstationary alternative likelihood function $\hat{c}_1 = p(y | \theta, \theta_1)$ is derived as follows. On an assumption of independence a priori between the linear parameter $\theta_0$ measuring an initial level of the series, and the remaining parameters, we may write

$$p(y | \theta) = p(y | \theta, \theta_1, \theta_2, \theta_3)$$

(4.50)

where now the prior $p(\theta | \theta_1, \theta_2, \theta_3)$ may be viewed as complementing the conditional likelihood.
which has the familiar AR-1 form as before, (4.6). Hence on the same arguments (presented in Chapter 2) that led to the adoption of the approximately noninformative prior (4.49) in conjunction with $H_0$, and assigning a locally uniform prior for the location parameter $\theta_0$, we find

$$p(\phi|H_1) = \left| w \right|^{-1/2} \sigma^{-1} p(\phi)$$

(4.52)

where as before $p(\phi)$ is a locally approximately noninformative prior for $\phi$.

Equations (4.49) and (4.52) specify the priors $p(\phi|H_m)$, $m = 0, 1$, up to a multiplicative constant only. In order to compute posterior model probabilities, it is necessary to know the ratio of these proportionality constants; in fact prior model probabilities need also be stated. First utilizing the (usual) assumption of prior independence between $\sigma$ and the remaining parameters we may factorize

$$p(\phi|H_0) = p(\sigma, \phi_0|H_0) p(\sigma|H_0)$$

(4.53)

and

$$p(\phi|H_1) = p(\phi|H_1) p(\sigma|H_1)$$

(4.54)

Now further progress can be made, if we make the following assumptions:

1) The constants of proportionality in

$$p(\phi|H_0, \phi_0) = \left| \frac{W}{2\pi \sigma^2} \right|^{1/2} p(\phi)$$

(4.55)

and

$$p(\phi|H_1, \phi_1) = \left| \frac{W}{2\pi \sigma^2} \right|^{1/2} p(\phi)$$

(4.56)

are the same.

It is noted, that conditionally on $H_m, \phi_m = 0, 1$, the two alternative models are equivalent to

$$H_0|H_m : \xi_0 = \xi + \xi_0$$

with $\xi_0 = \xi_0 \xi$ and $\xi_0 = \xi_0, \xi$

$$H_1|H_m : \xi_1 = \xi_1 + \xi_1$$

with $\xi_1 = 1/\xi_1, \xi$ and $\xi_1 = 1/\xi_1, \xi$

(4.57) and (4.58) are ordinary linear models of $p$ linear parameters, and i.i.d. $N(0, \sigma^2)$ noise.

Now if we employ to this situation the argument of Kanemasu (1973), that the increase in information (measured by entropy) about the parameters $\theta$ and $(H_m, \phi_m)$ from $n$ observations, is expected to be the same a priori, then his result says, that indeed

$$\frac{p(H_0, \phi_0)}{p(H_1, \phi_1)} = \frac{|L|^{1/2}}{|M|^{1/2}} = \left| \frac{W}{2\pi \sigma^2} \right|^{1/2}$$

(4.59)

2) Since $\sigma$ in the two models is the same parameter, the proportionality factor is automatically the same in both cases.

3) $p(\phi_0)$ and $p(\phi_1)$ being noninformative priors for $\phi_0$ and $\phi_1$, respectively may equivalently be expressed as locally uniform priors in an approximately data translating metric (see Appendix A of
Chapter 2), i.e.

\[
\begin{align*}
\{ p(\theta_0) \, d\theta_0 &= k_0 \, d\theta_0 \\
p(\theta_1) \, d\theta_1 &= k_1 \, d\theta_1 \\
\} \quad \text{(4.60)}
\end{align*}
\]

Since \( \theta_0 \) and \( \theta_1 \) are parameters of the same kind, we shall assume
\( k_0 = k_1 \).

4) The locally uniform priors for the linear starting parameters \( \theta_0 \) and \( \theta_1 \) are similarly assumed to have the same constant of proportionality, as they too are parameters of the same kind
\[ p(\theta_0) = p(\theta_1) \quad \text{(4.61)} \]

5) Finally prior indifference between \( H_0 \) and \( H_1 \) is expressed as
\[ P(H_0) = P(H_1) \quad \text{(4.62)} \]

4.3.3 Posterior model probabilities.

In general, if a number of alternative models \( H_m \), \( m = 1, 2, \ldots, N \), were under consideration, and it was known, that the data generating process was actually counted among these models, then Bayes' theorem states that
\[ P(H_1|y) = \frac{p(y|H_1) \, P(H_1)}{\sum_{m=0}^{N} p(y|H_m) \, P(H_m)} \quad \text{(4.63)} \]

Because such knowledge is unavailable in practice, or more fundamentally, because no model is ever exactly correct, probability statements computed from (4.63) cannot be given an absolute interpretation.

Rather they are quantitative expressions of the evidence in the data concerning the relative appropriateness of the supposed alternatives. So that even if perhaps some (unknown) model \( H_* \) might be superior to \( H_0 \) and \( H_1 \), and in a three way comparison would have claimed most of the posterior probability, it is still legitimate to write:

\[
\begin{align*}
P(H_0|y) &= \frac{p(y|H_0) \, P(H_0)}{\sum_{m=0}^{N} p(y|H_m) \, P(H_m)} \\
P(H_1|y) &= \frac{p(y|H_1) \, P(H_1)}{\sum_{m=0}^{N} p(y|H_m) \, P(H_m)} \\
\sum_{m=0}^{N} p(y|H_m) \, P(H_m) &= 1
\end{align*}
\]

where

\[
I_{H}(H_0, 2, \theta_0, 0) = 
\int_{0}^{2} p(\theta_0) \, d\theta_0 - \frac{n-p-1}{2} \int_{0}^{2} \frac{p(\theta_0)}{p(\theta_1)} \, d\theta_0
\]

and

\[
I_{H}(H_1, 2, \theta_0, 1) = 
\int_{0}^{2} p(\theta_0) \, d\theta_0 - \frac{n-p-1}{2} \int_{0}^{2} \frac{p(\theta_0)}{p(\theta_1)} \, d\theta_0
\]

Unlike the integrations leading to the last expression in (4.64), the still remaining integration over \( \theta \) cannot be carried out analytically. However, in terms of the data translating matrix \( \Phi \) induced by \( p(\theta) \), we may write

\[
\begin{align*}
P(H_0|y) &= \frac{p(y|H_0) \, P(H_0)}{\sum_{m=0}^{N} p(y|H_m) \, P(H_m)} \\
P(H_1|y) &= \frac{p(y|H_1) \, P(H_1)}{\sum_{m=0}^{N} p(y|H_m) \, P(H_m)} \\
\sum_{m=0}^{N} p(y|H_m) \, P(H_m) &= 1
\end{align*}
\]

(4.65)
and having now scaled the integrand so that its maximum value is one, it is recognized, that, by virtue of the principle on which the approximate data translating metric $\phi$ rests (i.e. constant expected spread) the integrals in (4.65) are nearly constant, not depending on the data (see Appendix A of Chapter 2).

Hence we have established the remarkably simple

Rule: The evidence in the data, $y$, concerning whether serial correlation is better accounted for by an AR-1 noise model ($H_0$) with a fixed mean, or by a nonstationary noise model ($H_1$), implying that the differenced data have AR-1 noise, is expressed through the minimum residual sum of squares of each model; specifically

$$
P(H_0|y) \propto \left( \frac{\sum_{i=0}^{n-1} (y_i - \hat{y}_0)^2}{\sum_{i=0}^{n-1} (y_i - \hat{y}_1)^2} \right)^{n-1/2}.
$$

(4.66)

If one had been unwilling to make the assumptions 1) through 5) in Subsection 4.3.2, then Equation (4.66) would have been derived up to a multiplicative constant $\kappa$. In favor of those assumptions is the fact, that they lead to $\kappa = 1$, an intuitively very appealing result.

4.4. The CGK data.

In this re-examination of the CGK data, we shall use all 55 observations actually listed in their paper.

Analyzing these data on the basis of model $H_0$ (4.38) the minimum residual sum of squares is $\sum_{i=0}^{n-1} (y_i - \hat{y}_0)^2 = 3603$. The marginal posterior distribution of $\theta_0$, $p(\theta_0|y)$ (4.10) is shown in Figure 4.1a. It rather conclusively rules out the possibility of $\theta_0$ being zero; the body of the distribution lies in the positive stationary range of $\theta_0$.

Posterior distributions of $\theta_1 \theta_2$ and $\theta_3$ are given in Figures 4.2a, b and c respectively. The curves $p_0(\theta_j|\theta_0 = \theta_0, y)$ show the results of relying on an assumption of independence, i.e. that correspond to the CGK analysis. The curves $p_0(\theta_j|\theta_0, y)$ correspond to the analysis of BAN, while the marginal distributions $p_0(\theta_j|\theta_0, y)$ represent the Bayesian inference. It is seen, that the marginal posterior distributions and the posterior distribution conditional on $\theta_0 = \theta_0$ are almost identical for $\theta_1$ and $\theta_2$ and indistinguishable for $\theta_3$. On the other hand the conditional distributions $p_0(\theta_j|\theta_0 = \theta_0, y)$ differ considerably from those, both in spread and location.

The cause of these shifts are made clear by looking at the joint posterior distribution (4.16) of $\{\theta_j, \theta_0\}$, $j = 1, 2, 3$ shown in Figures 4.3a, b and c. The contours of the HDI regions with probability contents 50%, 90%, 95% and 99% were computed using numerical integration, while those labeled 99.9%, 99.99%, 99.999% and 99.9999% were constructed using (4.18); they are to be considered rough guides only since the normal approximation may be poor.

These contour plots show, that the parameters $\theta_J$ and $\theta_0$ are dependent. It is seen, that the distribution of $\theta_j$ conditional on $\theta_0$ shifts location as well as change in spread as $\theta_0$ moves along its axis. In particular if $\theta_0$ is set equal to the extremely unlikely value zero, then the shift is quite large. The 95% HDI intervals for $\theta_j$, $j = 1, 2, 3$, are traced as a function of $\theta_0$, in these contour plots Figures 4.3a, b and c (as well as in the plots of Figures 4.3d, 4.6a,
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b and c). It is reminded, that the 95% HPD interval for $\theta_j$ conditional on $\theta_0 = \theta'_0$ is identical to the 95% confidence interval for $\theta_j$ which would have been derived from a sampling theory point of view assuming $\theta_0 = \theta'_0$.

Of course integrating these joint distributions over $\theta_0$ yield the marginal distributions $\pi_0(\theta_j|\theta'_0)$ shown in Figures 4.2a, b and c.

As discussed in Section 4.1, the line $\theta_0 = 1$ is excluded from the $(\theta_j, \theta_0)$ plane. Inferences about $\theta_2$ and $\theta_3$ conditional on $\theta_0 = 1$ is made using (4.23). The conditional posterior distribution $\pi_0(\theta_j|\theta_0=1, \gamma)$ is found in Figures 4.2b and 4.2c as $\pi_j(\theta_j|\theta_0=0, \gamma)$.

As far as the mean $\bar{\theta}_1$ is concerned, this parameter vanishes when $\theta_0 = 1$. It is seen from Figure 4.1a that as $\theta_0$ approaches 1, $\bar{\theta}_1$ becomes increasingly indeterminate. It is noted, that for example the 95% HPD region consists of two "islands" on either side of $\theta_0 = 1$.

To see to what extent the data supports the notion of the noise being a random walk ($\theta_0 = 1$), one may more closely examine $\pi(\theta_j|\gamma)$ Figure 4.1a at $\theta_0 = 1$. If continuity were maintained through this point, then its posterior density would be .92, but using (4.32) we find the posterior density at $\theta_0 = 1$ to be

$$p(\theta_j = 1|\gamma) = .92 e^{-1/2} \left( \frac{17179.}{17152.} \right) = 1.46$$

This elevated density makes the possibility of $\theta_0 = 1$ somewhat more plausible. (It may be remarked, that to compute $\lim SS_0(\theta_0, \theta'_0) = SS_0(\theta_0, \theta'_0) \sim \chi^2_1$ the "substitution parameter" $\theta_0^*$ for the vanishing mean $\bar{\theta}_1$, serves in this case as a deterministic trend for the
differences and not as mean for the differences, since $\delta_4$ assume that role when $\delta_6 = 1$; see Section 3.2 of Chapter 3).

If alternatively the differenced data are analyzed along the lines of (4.34), i.e., if $\psi_1$ is considered generated by $H_1$ (4.39), then the residual sum of squares is $SS_1 (\hat{\psi}_1, \hat{\epsilon}_1) = 12 = 1653$, i.e., not quite as good a fit as $H_0$ provided.

Figure 4.1b shows, that the autoregressive parameter $\psi_1$ for the differences has an marginal posterior distribution located near $\psi_1 = 0$.

The marginal posterior distributions $P_1(\theta_j | \psi_1, \psi_1)$, $j = 2, 3$, are shown in Figures 4.2b and 4.2c. $P_1(\theta_j | \psi_1 = 0, \psi_1)$ are also drawn, these distributions are virtually indistinguishable from the marginal distributions. Also, the posterior $P_1(\theta_j | \psi_1 = 0, \psi_1)$ are drawn, since $\psi_1 = 0$ means that the noise $\epsilon$ is a random walk, these curves may also be interpreted as $P_0(\theta_j | \epsilon_0 = 1, \psi_1)$ (except one observation has been lost in the beginning of the series).

Turning to what inferences can be drawn about the trend $\theta_4$, we observe in Figure 4.2d, that differencing has a marked effect on what the data have to say about $\theta_4$. It is seen, that if model $H_1$ is used (or if $\delta_6 = 1$ in $H_0$), then the need for having a trend in the model becomes much less persuasive. The question now arises of how much the testimony of $H_1$ shall be discounted relative to that of $H_0$, due to $H_1$'s slightly inferior fit. Putting the rule (4.66) to use we find

\[
\frac{P(H_0 | \epsilon_1)}{P(H_1 | \epsilon_1)} = \frac{SS_0 - 15}{SS_1} = 6.64
\]

or

\[
\begin{align*}
P(H_0 | \epsilon_1) & = 0.07 \\
P(H_1 | \epsilon_1) & = 0.13
\end{align*}
\]

So as far as the data are concerned it would be a mistake to completely disregard the findings associated with $H_1$, in particular it may be contemplated to reanalyze the data without having a deterministic trend in the model. Before doing that we shall mention, that in situations like the present one, where the posterior model probabilities are not very conclusive, the possibility exists of combining the marginal posterior densities of the common linear parameters $\theta_j$, $j = 2, 3, 4$ from the two models. Conditional on $H_0$ or $H_1$ being an adequate model (i.e., $P(H_0) + P(H_1) = 1$) we may write

\[
P(\theta_j | \psi_1) = P_0(\theta_j | \psi_1)P(H_0 | \psi_1) + P_1(\theta_j | \psi_1)P(H_1 | \psi_1)
\]

in other words a choice between $H_0$ and $H_1$ is not really necessary in order to make inferences about $\theta_j$, $j = 2, 3, 4$.

Reanalyzing the data without a deterministic trend in the model, i.e., rewriting (4.1) as

\[
Y_j = \theta_0 + \theta_2 x_{j,1} + \theta_3 x_{j,1} + \theta_1
\]

we find for $H_0$, that the marginal posterior distribution of $\theta_0$, Figure 4.4a, has shifted dramatically towards larger values (around 1), whereas $P(\theta_1 | \psi_0)$ of model $H_1$ has hardly changed at all, Figure 4.4b.

Looking at the density $P(\theta_0 | \psi_1)$ at $\theta_0 = 1$, we see that if continuity were maintained then this point would have a density of about 6.9, but using (4.32) we find
\[ p(\theta_0 \mid y) = 6.9 \times 10^{-1} \left( \frac{17895}{17179} \right)^{\frac{55-3-1}{2}} = 4.0 \]  

(4.72)

Hence the inducement to differ has increased by the elimination of the trend from the model, but the increase is not as pronounced as it would have appeared, if \( p(\theta_0 \mid y) \) had been interpreted as going continuously through \( \theta_0^* = 1 \).

Applying the rule (4.66) we also find, that upon elimination of \( \theta_4 \), the model structure \( H_1 \) gains support vis-à-vis \( H_0 \). Specifically

\[
\frac{P(H_0 \mid y)}{P(H_1 \mid y)} = \left( \frac{SS(\hat{\theta}_0^*, \theta_0^*)}{SS(\hat{\theta}_1^*, \theta_1^*)} \right)^{\frac{55-3-1}{2}} = \left( \frac{16911}{17379} \right)^{\frac{51}{2}} = 2.00
\]

or

\[
\begin{align*}
P(H_0 \mid y) &= .67 \\
P(H_1 \mid y) &= .33
\end{align*}
\]

(4.73)

(4.74)

For illustration Figures 4.6a, b and c show the joint posterior distribution of \( \{\theta_j, \theta_0^*\} \) \( j = 1, 2, 3 \) in relation to model \( H_0 \). As before these contour plots demonstrate the dependence of \( \theta_j \) on \( \theta_0^* \). Integrating the joint distributions over \( \theta_0^* \) yields the marginal posteriors \( p_0(\theta_j \mid y) \) \( j = 1, 2, 3 \) drawn in Figures 4.5a, b and c. These figures also show the posterior distributions conditional on \( \theta_0^* = 0 \) and \( \theta_0^* = \theta_0^* \), as well as the marginal and conditional distributions of \( \theta_j \), \( j = 1, 2, 3 \) relating to model \( H_1 \). It is noted, that whatever disagreement existed between \( p_0(\theta_j \mid y) \) vs. \( p_1(\theta_j \mid y) \) \( j = 1, 2, 3 \) has now disappeared.

The marginal posterior distributions of \( \theta_2 \) and \( \theta_3 \) concur with the conclusion drawn by B&W, that "there is no real evidence of any
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relation between the output on the one hand and the two lagged input on the other. The tail area for \( p(\theta_1^2) \) to the right of \( \theta_1^2 = 0 \) is about 20%, and the tail area to the left of \( \theta_1^2 = 0 \) is about 4%, which is not particularly striking in light of the fact, that the proposed variables and lags were the results of a large scale selection effort.

4.5 Conclusion.

In the analysis of sequential data, it is necessary to allow for the possibility of serial correlation. For example in economic and business data, where observations have to be taken in time order auto-correlation of the errors will ordinarily be expected.

Generally an assumption of a first order autoregressive (AR-1) noise process with parameter \( \phi \) (\( \phi < 1 \) < 1) will be much closer to reality than an assumption of white noise. Analyzing in the Bayesian framework a particular data set (the CGS data) on the basis of a linear model with AR-1 noise (along the lines developed in Chapter 2), it was made very clear how very misleading inferences may be reached about the regression parameters \( \theta_j \), \( j = 1, 2, \ldots, p \), if serial correlation is ignored (i.e. \( \phi = 0 \)). Specifically it was seen, by looking at the joint posterior distributions of \( (\theta_j, \phi) \) that the conditional distribution of \( \theta_j \) changes not only in spread, but also in location as the conditional value for \( \phi \) moves along its axis.

Realizing that dependence can create problems, one way in which data analysts traditionally have tried to get around this complication, is by differencing and then assuming, that the first differences have white noise errors, i.e. that the errors in the original observations follow a random walk.

Of course the AR-1 process includes a random walk as a special case, namely for \( \phi = 1 \). To assess the plausibility of that particular choice for \( \phi \) the marginal posterior distribution of \( \phi \), \( p(\phi|y) \), should be looked at. However the density at \( \phi = 1 \) must be determined separately since the model mean vanishes when \( \phi = 1 \), creating a singularity point. It was argued that \( p(\phi|y) \) does not in general go continuously through \( \phi = 1 \), and it was specifically proposed how to find the posterior density in that point.

The question of differencing was also approached from the point of view of seeing whether the evidence in the data supports spending one degree of freedom on differencing rather than on a fixed mean. In this treatment the ratio of the posterior probabilities for two reasonable alternative one parameter noise models was derived. One model assumes a fixed mean for an AR-1 noise, the other implies that the differenced series has AR-1 noise. In situations of doubt about which model should be the preferred one, marginal inference about the common linear parameters in the two models is actually still possible in the Bayesian framework without having to make a choice.

It would seem, that giving the data an opportunity to speak out in this quantitative way on whether a differencing is justified, would extend the appropriateness of a linear model analysis allowing for serial correlation to cover an even wider variety of real data sets.
Appendix. Other applications

In the analysis of the spirits data in Section 3.5.3 of Chapter 3 it might be wondered whether or not these data should be differenced, since the marginal posterior distribution of the autoregressive parameter \( \phi \), labeled \( p_n(\phi|y) \) in Figure 3.6b, is located near \( \phi = 1 \). The density \( \lim_{\phi \to 1} p_n(\phi|y) \) is 8.92. Using (4.32) we find that the adjusted density at \( \phi = 1 \) is

\[
p(\phi=1|y) = 8.92 \; e^{1/2} \left( \frac{0.03298}{0.03029} \right)^2 = 7.4 .
\]

(4A.1)

This much lower density discourages differencing.

If the spirits data are analyzed according to model \( H_1 \), then the residual sum of squares is \( SS_1 = 0.03294 \), so that using (4.66) we find

\[
\frac{p(\hat{\phi}|y)}{p(\phi=1|y)} = \left( \frac{0.03292}{0.03294} \right)^2 = 26 .
\]

(4A.2)

which also testifies strongly against differencing.

An interesting application of the continuity adjustment derived in Section 4.2 presents itself in connection with the "artificial data" analyzed in Section 2.6.1 of Chapter 2. Figure 2.5b shows the marginal posterior distribution \( p_n(\phi|y) \); however since \( \phi = 0.5 \) is a singularity point, the density at that point must be found separately, namely from

\[
p(\phi=0.5|y) = \lim_{\phi \to 0.5} p(\phi|y) e^{1/2} \left( \frac{SS(\hat{\phi}=1 \text{ or } \phi)}{SS(\hat{\phi}=0.5 \text{ or } \phi)} \right)^{1/2} .
\]

(4A.3)

For this example it is found that

\[
p_n(\phi = 0.5|y) = 1.06 \; e^{1/2} \;
\]

so that the point \( \phi = 0.5 \), which is the true value for \( \phi \), actually has the highest posterior density of any point.
CHAPTER 5

Summary

The analysis of linear models with independent, homoscedastic, normal noise (white noise) occupies a prominent position in statistics, and is used extensively as a tool in applied work in fields like business, economics and sociology as well as in the natural sciences and engineering. However when data have been collected sequentially in time or space the assumption of independence will ordinarily be unrealistic. If the assumptions are relaxed by introducing a single parameter to allow for serial correlation, then many real life data sets with autocorrelated errors may be approximately modelled.

Assuming that the observations (original or transformed) can adequately be represented by a linear model (with parameters $\hat{\theta}$) whose noise term follows a first order autoregressive scheme (with parameter $\phi$), it was shown in Chapter 2 how in the Bayesian framework inferences can be drawn about $\hat{\theta}$ and $\phi$ jointly, conditionally and marginally. Two AR-1 structures were considered; one (employing an additional starting parameter) covers explosive as well as stationary cases, the other assumes stationarity and reversibility. Approximately noninformative prior distributions for the parameters complementing the likelihood functions are suggested, in particular it is argued, that prior independ-ence between $\hat{\theta}$ and $\phi$ is not an appropriate assumption. In situations where the noise is clearly stationary, the inference about $\phi$ and in turn about $\hat{\theta}$ appears very little affected by which of the two AR-1 schemes is employed. Using the more flexible not necessarily stationary model is generally recommended, although special care must be exercised in applying the locally approximately noninformative prior for $\phi$.

As far as $\theta$ is concerned, it seems to make little difference in the analysis of real data however, if instead a convenient uniform prior for $\theta$ is adopted. The integration over $\theta$ leading to the marginal posterior distribution of $\hat{\theta}$, must be carried out numerically, but excellent approximations may be obtained from a weighted sum of, say, five $t$-dist-
butions.

Recognizing that the assumption of independence can be a crucial one, it has become a widespread practice in regression work, when observations are made in time order, to test for serial correlation using the well known Durbin Watson statistic. This test corresponds to determining whether a certain estimate, $\hat{\theta}$ of $\theta$, is significantly different from zero. Using a likelihood or Bayesian approach it is seen in Chap-
ter 3 how better estimates for $\hat{\theta}$ are obtained, and how approximate confidence or HPD intervals for $\hat{\theta}$ are constructed. These approaches suggest testing procedures for the general hypothesis $\theta = \theta^{0}$; and in particular for $\theta^{0} = 0$ the alternatives may be viewed as competitors to the DW-test. It is demonstrated by simulation, that unless the linear model lacks a mean, the DW-test is comparable in power to the suggested alternatives. It is argued however, that it is really beside the point to test a null hypothesis of independ-ence in such situations where serial correlation is to be expected. It was illustrated, that proceeding in the fashion implied by the DW testing approach carries a penalty, as namely the further analysis concerning $\hat{\theta}$ may give very misleading results both if inferences about $\hat{\theta}$ are made conditionally on $\theta = 0$ (when that hypothesis is "accepted") or if they are drawn conditionally on $\theta = \hat{\theta}$ (if $\theta = 0$ is "rejected").
The Bayesian analysis of the regression model with AR-1 noise solves these problems. As far as $\beta$ is concerned, it is proposed that the full Bayesian analysis may be approximated by a conditional analysis using the maximum likelihood estimate $\hat{\beta}$ of $\beta$. ($\hat{\beta}$ is found by estimating $\theta$ and $\beta$ simultaneously by least squares.) The resulting conditional inference is paralleled from a sampling theory point of view when inferences about $\beta$ are drawn as if $\beta = \hat{\beta}$.

The difficulties referred to above arise because of dependence of $\beta$ and $\beta$. The nature of this dependence is further clarified in Chapter 4, where for a particular example the joint posterior distributions of $(\theta_j, \beta)$ $j = 1, 2, ..., p$ were considered. These plots demonstrate that the posterior distribution of $\theta_j$ conditional on $\beta = \hat{\beta}$ not only changes in spread as $\hat{\beta}$ moves along the $\beta$-axis, but also shifts location. One way in which data analysts traditionally have tried to get around the problems of serial correlation is by differencing and then assuming that the first differences have white noise errors, i.e. that the errors in the original observations follow a random walk. This is equivalent to assuming that $\beta = 1$ in the AR-1 noise model, and the plausibility of that particular value for $\beta$ may be assessed by studying the marginal posterior distribution of $\beta$. For models involving a mean this parameter vanishes for $\beta = 1$ creating a singularity point; and it is proposed how the density may be determined in such (distinct) points. The question of differencing was also approached in Chapter 4 from the point of view of determining whether the evidence in the data favors expending one degree of freedom on differencing or on a fixed mean. Specifically a quantitative rule was derived which expresses (in terms of relative posterior model probabilities) the evidence for and against differencing prior to an analysis of the data along the lines of Chapter 2.
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Abstract (continued)

$\delta$ and $\phi$ jointly, conditionally and marginally. Two AR-1 schemes are con-
sidered, one covering explosive as well as stationary situations, the other
assumes stationarity and reversibility a priori. The important task of choosing
an appropriate joint prior distribution for the parameters is given special atten-
tion.

Recognizing that the assumption of independence can be a crucial one, it
has become a widespread practice in much regression work, where observations are
made in time order, to test for serial correlation using the well known Durbin-
Watson test. This test corresponds to determining whether a certain estimate $\delta$
of $\delta$ is significantly different from zero. It is shown in Chapter 3 that only
in relation to a model lacking a mean do suggested alternative testing procedures
show decisively greater empirical power than the DW-test. However it is argued
that tests of a null hypothesis of independence should really not be carried out
when serial correlation is to be expected. It is demonstrated that inferences
about $\delta$ may be quite misleading if made conditionally on $\phi = 0$ (when that
hypothesis is "accepted") or conditionally on $\phi$ (when it is "rejected"). The
Bayesian analysis does not suffer from these handicaps. The Bayesian inference
about $\delta$ may be approximated by a conditional inference using the maximum likel-
hood estimate $\hat{\delta}$ of $\delta$ ($\hat{\delta}$ is found by estimating $\phi$ and $\delta$ simultaneously
by least squares), and this conditional analysis is paralleled in sampling theory
framework when inferences about $\hat{\delta}$ are drawn as if $\phi = \hat{\delta}$.

One way in which data analysts traditionally have tried to get around the
problem of dependence, is by differencing and then assuming that the errors of
the differences are independent. This is equivalent to assuming that $\phi = 1$ in
the AR-1 noise model, and the plausibility of this particular value for $\phi$ may
be assessed by studying the marginal posterior distribution of $\phi$. For models
involving a mean this parameter vanishes for $\phi = 1$. This creates a singularity
and it is shown in Chapter 4, how the density may be found at such (distinct)
points. It is also developed in the Bayesian framework, how the appropriateness
of differencing may be expressed as posterior model probabilities for two alter-
native noise models, one assuming the original observations to have AR-1 noise,
the other that the differences have AR-1 noise.
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