MRC Technical Summary Report # 1832

ANALYSIS OF EVOLUTIONARY ERROR IN
FINITE ELEMENT AND OTHER METHODS

M. J. P. Cullen and K. W. Morton

Mathematics Research Center
University of Wisconsin—Madison
610 Walnut Street
Madison, Wisconsin 53706

February 1978

(Received September 2, 1977)

Approved for public release
Distribution unlimited

Sponsored by
U.S. Army Research Office
P. O. Box 12211
Research Triangle Park
North Carolina 27709

Meteorological Office
Bracknell
England

University of Reading
Department of Mathematics
England
ANALYSIS OF EVOLUTIONARY ERROR IN FINITE ELEMENT AND OTHER METHODS

M. J. P. Cullen and K. W. Morton

Technical Summary Report #1832
February 1978

ABSTRACT

Restriction and prolongation operators are used to provide a unified framework for the discussion of errors in approximating evolutionary equations. A generalized truncation error enables the spline-Galerkin method to be studied in detail and the accuracy of various treatments of non-linear terms (such as the advection operator $v \cdot \nabla v$) compared: it is shown how a multi-stage Galerkin process can give errors which are $O(h^{2i})$ for splines of order $i$ and quite general differential operators. A Petrov-Galerkin method is derived for $\partial_t = a \partial_x u$ which is accurate and stable.
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SIGNIFICANCE AND EXPANATION

Most problems in continuum mechanics (fluid flow, combustion, elasticity) involve partial differential equations that can be solved only numerically by computer. Originally most numerical methods for this class of problem used finite differences, which involve direct replacement of derivatives by difference formulae. In the last ten or fifteen years, finite element methods have become increasingly popular. These involve starting from an assumed functional form for the unknowns (e.g. piecewise polynomial), then determining parameters in the functional representation via satisfying the partial differential equation in some approximate sense.

As finite element methods become increasingly used for non-steady problems, it becomes important that their performance can be compared in detail with that of the longer established finite difference methods. This paper sets up a framework in which this can be done. Analysis of the spline-Galerkin methods is carried out and highly accurate schemes put forward for the advection operator $\mathbf{v} \cdot \nabla \mathbf{v}$, which occurs in the equations for practical problems in which motion of fluid and material particles are involved.

The responsibility for the wording and views expressed in this descriptive summary lies with MRC, and not with the authors of this report.
1. INTRODUCTION

Any step-by-step procedure for approximating an initial-value problem \( u_t = Lu \) or \( u_{tt} = Lu \) consists of three stages: discretisation of the initial data; updating the discrete approximant to match the evolution of the true solution; and interpretation of the final result. In this paper, we present a general framework for describing and analysing such procedures based on the restriction and prolongation operators introduced by Aubin [1] for studying elliptic problems and used by Noble [20] and others for Fredholm integral equations. The first stage of a procedure naturally entails the use of a restriction operator \( r_h \), the second an evolution operator \( E_h \) and the last a prolongation \( p_h \). Our objective is a practical one: to provide a framework within which in particular finite element, finite difference and spectral methods can be compared in detail and the development of hybrid methods encouraged. Detailed comparisons mainly refer to the advection operator \( \mathbf{v} \cdot \nabla \mathbf{v} \).

Following Swartz and Wendroff [28], Douglas and Dupont [8] and Dupont [10], the standard error analysis of Galerkin methods when \( Lu \) is linear, elliptic and negative definite introduces an elliptic projection of the solution \( P_u \) and estimates the rate of evolution of the difference \( P_u - U \), where \( U \) is the Galerkin approximation. Much of the theory for elliptic problems can then be invoked to show that this "evolutionary error" has the optimal rate of convergence \( O(h^k) \) in the \( L^2 \) norm, where \( h \) is a space discretisation parameter and the approximation space or trial space has order of accuracy \( h^k \). The analysis is based on energy estimates and is particularly appropriate when \( L \) is self-adjoint. For then the Ritz projection \( P_u \) is in a definite sense the best approximation to \( u \) and gives a firm basis of comparison for \( U \). But the approach can also be used for more general elliptic operators (see Douglas, Dupont and Wheeler [9]) and for some non-linear problems (see, for instance, Wheeler [34] and Dendy [7]).
However, as the departure from self-adjointness is increased, $P_u$ becomes a less and less good approximation to $u$ or, if a weighted projection is used, the penalty is paid in an extra growth term for $P_u - u$. Coercivity of $L$ is enough to obtain optimal order of accuracy but the constants may be large. Indeed, at the extreme of first order hyperbolic equations even this may be lost, as was shown by the example of Dupont [11] even though Dendy [6] demonstrated how this could be recovered. Nevertheless, the general approach is still valid in all cases: $U$ should be compared with a projection of $u$ into the approximation space and much information is lost if it is compared directly with $u$. In integrating over any reasonable length of time, the evolutionary error is dominant and the most useful schemes will often exhibit phenomena of superconvergence which can best be studied through such comparisons. Unfortunately the standard analysis precludes this by the presence of a term $P_2 u - 2 U$. We present an alternative analysis which places more emphasis on the discrete procedure: it is quite general both as regard to type of procedure and the projection used in the comparison and, by means of a generalised truncation error, allows superconvergence of the evolutionary error to be easily studied.

A particularly interesting case of superconvergence was exhibited by Thomée [32] and Thomée and Wendroff [33]. They showed that linear elements used with a Galerkin procedure on first order linear hyperbolic equations could be interpreted as giving a finite difference scheme with $O(h^4)$ accuracy, and more generally splines of order $u$ gave an accuracy of $O(h^{2u})$. We shall show that this is true under any projection and that with orthogonal projection in $L^2$ the superconvergence continues to hold with non-linear terms like $v \times u$. This viewpoint draws attention to the possibility of evaluating such a product in a number of different ways—pointwise multiplication, simple Galerkin and two-stage Galerkin—which have very different error characteristics. In numerical experiments on the shallow water equations, Cullen [3,4] found that the non-conservative two-stage Galerkin process gave very much better results than the single stage process: the analysis indicates why this is so. Similarly, higher order differential operators led to a loss of accuracy in Thomée’s analysis—for instance, only $O(h^2)$ for the heat equation and linear elements: we shall show that a multistage process can retain the full $O(h^{2u})$ accuracy for any order, at the cost of a less compact scheme.
The plan of the rest of the paper is as follows. In section 2, restriction and prolongation operators are introduced and the unified framework for analysing evolutionary error is developed. This is illustrated in section 3 on a simple finite element problem and applied in section 4 to the semi-discrete spline Galerkin method. In both sections Fourier analysis is the main tool for estimating the errors. Section 5 places finite difference methods in the same framework, drawing attention to the optimal recovery problem arising at the final prolongation. A Petrov-Galerkin method for \( u_t = a u_x \) is proposed in section 6 which is motivated by reference to characteristics, shown to be stable by an energy analysis and its accuracy determined by Fourier analysis. Finally, in section 7, the results as they pertain to the advection operator are drawn together, the importance of the restriction operator in damping short-wave length modes emphasised and the accuracy of an irregular mesh considered.
2. **UNIFIED ANALYSIS OF EVOLUTIONARY ERROR**

We consider pure initial-value problems in the form

\[ \frac{\partial u}{\partial t} - Lu = f \text{ on } [0,T] \times \mathbb{R}^d \]

\[ u(0,x) = u^0(x) \quad , \]

where \( u \) is vector-valued (and may be complex in Fourier analysis) and \( L \) is a differential operator in \( \mathbb{R}^d \), which may be non-linear but has real coefficients and, like \( f \), does not depend explicitly on \( t \). It is most convenient to work in a separable Hilbert space \( V \) with norm \( \| \cdot \| \) and inner product \( \langle \cdot , \cdot \rangle \) and denote by \( u(t) \) the mapping \( u : [0,T] \to V \).

We assume that \( L \) generates a strong evolution operator \( E(\tau) : V \to V \), \( \tau \geq 0 \), so that we may write

\[ u(t+\tau) = E(\tau)u(t) \quad , \quad \tau \geq 0 \quad . \]  

(See, e.g., Kato [16] for conditions under which this may be established and Tartar [30] for a brief introduction.)

Following Aubin [1], we associate the triplet \((V_h, p_h, r_h)\) with any procedure for approximating members of the solution space \( V \) on a discrete mesh in \( \mathbb{R}^d \) which is characterized by a parameter \( h > 0 \). The discrete space \( V_h \), with norm \( \| \cdot \|_h \), consists of elements \( u_h \) which are finite dimensional vectors of parameters defining an approximation to \( u \); the restriction operator \( r_h : V \to V_h \) is a continuous mapping identifying this relationship; and the prolongation operator \( p_h \) is an isomorphism from \( V_h \) to a closed subspace \( S_h \) of \( V \), called the approximation space. In a typical situation, \( S_h \) might consist of continuous piecewise linear functions over a triangulation of \( \mathbb{R}^2 \), \( u_h \) the set of nodal values at the vertices, \( r_h u \) those values obtained from a least squares fit to \( u \) and \( p_h r_h u \) the resultant linear approximation. For a given prolongation \( p_h \), we can define the optimal restriction (in \( V_h \)), denoted by \( \tilde{r}_h \), such that

\[ \| u - p_h \tilde{r}_h u \| = \inf_{v_h \in V_h} \| u - p_h v_h \| \quad , \quad \forall u \in V \quad . \]  

(See, e.g., Kato [16] for conditions under which this may be established and Tartar [30] for a brief introduction.)

Following Aubin [1], we associate the triplet \((V_h, p_h, r_h)\) with any procedure for approximating members of the solution space \( V \) on a discrete mesh in \( \mathbb{R}^d \) which is characterized by a parameter \( h > 0 \). The discrete space \( V_h \), with norm \( \| \cdot \|_h \), consists of elements \( u_h \) which are finite dimensional vectors of parameters defining an approximation to \( u \); the restriction operator \( r_h : V \to V_h \) is a continuous mapping identifying this relationship; and the prolongation operator \( p_h \) is an isomorphism from \( V_h \) to a closed subspace \( S_h \) of \( V \), called the approximation space. In a typical situation, \( S_h \) might consist of continuous piecewise linear functions over a triangulation of \( \mathbb{R}^2 \), \( u_h \) the set of nodal values at the vertices, \( r_h u \) those values obtained from a least squares fit to \( u \) and \( p_h r_h u \) the resultant linear approximation. For a given prolongation \( p_h \), we can define the optimal restriction (in \( V_h \)), denoted by \( \tilde{r}_h \), such that

\[ \| u - p_h \tilde{r}_h u \| = \inf_{v_h \in V_h} \| u - p_h v_h \| \quad , \quad \forall u \in V \quad . \]  

(See, e.g., Kato [16] for conditions under which this may be established and Tartar [30] for a brief introduction.)
It follows that

\[ \tilde{r}_h p_h = I_h, \quad \|p_h \tilde{r}_h\| = 1, \quad (2.4) \]

where \( I_h \) is the identity in \( V_h \). In fact we shall always ensure that \( r_h p_h = I_h \), so that \( p_h r_h \) is a projection, and \( p_h \tilde{r}_h \) is the orthogonal projector: also the usual discrete norm is given by \( \|u\|_h = \|p_h u_h\| \), and we shall always assume that \( \|r_h\|_h \) is uniformly bounded as \( h \to 0 \). Similarly for a given \( r_h \), \( \tilde{p}_h \) is called an optimal prolongation if

\[ r_h \tilde{p}_h = I_h, \quad \|\tilde{p}_h v_h\| = \inf_{v \in V} \|v\|, \quad \forall v_h \in V_h. \quad (2.5) \]

Part of the convenience of working in a Hilbert space is that a unique \( \tilde{p}_h \) exists for each \( r_h \) and satisfies a dual property

\[ \|k - \tilde{p}_h r_h u\| = \inf_{v \in V_h} \|u - \tilde{p}_h v_h\|, \quad \forall u \in V. \quad (2.6) \]

A semi-discrete approximation to (2.1) consists of a one parameter family \( u_h(t), \) that is a mapping \( u_h : [0,T] \to V_h, \) satisfying a system of ordinary differential equations

\[ \dot{u}_h + L_h u_h = f_h, \quad t \in [0,T], \quad (2.7) \]

where \( L_h : V_h \to V_h \) in some sense approximates \( L \) and \( f_h \) approximates \( f \). We shall normally assume that \( u_h(0) = r_h u_h^0 \).

We shall consider only those fully-discrete approximations which are defined on time-levels \( 0 = t_0 < t_1 < \ldots < t_n < \ldots < t_N = T \) and shall denote by a superscript \( n \) both the value of \( u(t) \) at \( t_n \) and its approximation \( u_h^n \), satisfying a one-step procedure

\[ u_h^{n+1} = F_h (n) u_h^n. \quad (2.8) \]

Here \( F_h(n) : V_h \to V_h \) approximates the evolution operator \( \mathcal{E}(t_{n+1} - t_n) \) and again we shall normally take \( u_h^0 = r_h u_h^0 \). Multi-step schemes may be included in the formulation as follows: multiple sets of parameters, which may be identifiable with intermediate time levels, are included in the specification of \( V_h \); prolongations \( p_h \) can still refer to a single main
time-level but the definitions of restrictions $r_h$ must be extended to families
$(u(t), 0 \leq t \leq T)$ and the optimality definitions in (2.3) and (2.6) referred to $u(t) \in V$
for each $t$.

(a) **Evolutionary error in the semi-discrete case**

We suppose $p_h$ and $r_h$ to be time-independent. How they are chosen will depend on
the discrete method and the analysis: a Galerkin method usually implies a prolongation and
a difference method may imply a restriction; in either, a prolongation is implied if $p_h u_h$
is compared to $u$, and a restriction if $u_h$ compared to $r_u$. For simplicity of notation,
we shall often denote $p_h u_h(t)$ by $U(t)$, and the parameters in $u_h(t)$ by $U_p(t)$. Then
the projection $p_h r_h$ enables us to split the error as

$$u - U = (I - p_h r_h)u + p_h (r_h u - u_h) \quad (2.9)$$

The first term on the right is purely an approximation error in the space $S_h$ and can be
estimated from approximation theory. The second term, called the **evolutionary error**, is
of greatest interest: we shall use the notation

$$e_h = r_h u - u_h, \quad \bar{e} = p_h e_h \quad (2.10)$$

We consider first the usual estimation procedure when $u_h$ is generated by a Galerkin
process and $L$ is linear and coercive. Then, interpreting such expressions as $L p_h u_h$ in
a distributional sense, we decompose the difference between (2.1) and the prolongation of
(2.7) as

$$\begin{align*}
\tilde{e} &= (p_h r_h - I) \tilde{e} + L (u - p_h u_h) + (L p_h - p_h L) u_h + (f - p_h f) \\
\bar{e} &= p_h \tilde{e} \quad (2.11)
\end{align*}$$

The first and last terms on the right are again approximation errors and the decomposition
is aimed at isolating the middle terms. For a Galerkin process, $p_h \tilde{e}$ is defined with
$L_h = r_h L, f = r_h f$ so that, for real $u$, $f$ and $L$, we have

$$((p_h L_h u + p_h f) - (L p_h u + f), e) = 0 \quad (2.12)$$

*If, in addition, the restriction is to be defined such that $p_h r_h$ is the elliptic pro-
\text{jection derived from $L$}, we make the further splitting*
\[ L(u - p_h u_h) = L(u - p_h r_h u) + L e \]  
\[ (L(u - p_h r_h u), e) = 0 \]  

Hence from (2.11) we obtain the energy estimate
\[ \frac{d}{dt} \frac{1}{2} \| e \|^2 = (\partial_t e, e) = (Le, e) + ((p_h r_h - I) \partial_t u, e) \]  

giving
\[ \frac{d}{dt} \| e \| + \alpha \| e \| \leq \| (p_h r_h - I) \partial_t u \| \]  

if \((Le, e) \leq -\alpha \| e \|^2\).

This decomposition is heavily oriented towards the Galerkin process and elliptic projection and the second term in (2.11) will often be difficult to estimate. It also has the disadvantage that the first term is present throughout and precludes the immediate study of superconvergence phenomena. We adopt instead a decomposition which places more emphasis on the discrete operator \( L_h \). Thus we obtain from (2.7) and the restriction of (2.1)
\[ \partial_t e_h - (L_h u_h - L u_h) = (r_h L_h r_h u_h + (r_h f_r f_h) \]  
reducing, when \( L \) and \( L_h \) are linear, to
\[ \partial_t e_h - L e_h = (r_h L_h r_h u_h + (r_h f_r f_h) \]  

The terms on the right in (2.17) and (2.18) we call the truncation error (T.E.). It is the key term in our analysis and may be estimated in a variety of ways. In particular, in the case treated above we have from the Galerkin process
\[ (p_h L u_h, e) = 0, (p_h f_r f_h, e) = 0 \]  
which gives the intermediate result
\[ (p_h \partial_t e_h, e) = ((p_h L r_h r_h u + (p_h r_h - I) f_r) \]  

Then, of course, when we introduce \( r_h \) so that \( p_h r_h \) is the elliptic projector, we recover (2.15). But in general we shall prefer to retain (2.18) and concentrate attention on the
difference of operators \( r_n L - L r_n \); it is more general and more precise and can give pointwise bounds.

(b) Evolutionary error in the discrete case

For notational simplicity we consider the case where \( t_{n+1} - t_n = \Delta t \), a constant, and denote by \( E_h^s \) the iterated operator \( E_h \) over \( s \) time steps. Then with the usual regrouping of terms we obtain from (2.2) and (2.8)

\[
\begin{align*}
\Delta^n_h &= r_h (E(\Delta t))^n u_0 - E_h^n r_h u_0 + (E_h^n r_h u_0 - E_h^n u_0) \\
&= [r_h (E(\Delta t)) u_0 - E_h^n r_h u_0] + \ldots \\
\ldots + [E_h^n r_h (E(\Delta t)) u_0 - E_h^n (E(\Delta t)) u_0] + (E^n_h r_h u_0 - E^n_h u_0) \\
&= [r_h E(\Delta t) u_0 - E_h^n r_h u_0] + \ldots \\
\ldots + [E_h^n r_h E(\Delta t) u_0 - E_h^n (E(\Delta t)) u_0] + (E^n_h r_h u_0 - E^n_h u_0) \\
&= (2.21)
\end{align*}
\]

We assume that the approximate procedure is stable: that is, that there exist constants \( \gamma_0 \) and \( K \) such that

\[
\| E_h^n v_h - E_h^m w_h \|_h < K e^{\gamma_0 \Delta t} \| v_h - w_h \|_h, \quad \forall v_h, w_h \in V_h. \tag{2.22}
\]

Then we have

\[
\| \Delta^n_h \|_h \leq \sum_{s=0}^{n-1} \gamma_0^{s \Delta t} \| r_h E(\Delta t) - E_h^n r_h u_0 \|_h + K e^{\gamma_0 \Delta t} \| r_h u_0 - u_h \|_h
\]

\[
\leq K e^{\gamma_0 \Delta t} \left( \| u_0 - u_h \|_h + \sup_{0 < t < t_n} \| (\Delta t)^{-1}(r_h E(\Delta t) - E_h^n r_h u(t)) \|_h \right), \tag{2.23}
\]

in a form similar to that in standard finite difference analysis (see Richtmyer and Morton [23]).

In most practical problems in several space dimensions, the error in the time discretisation is of much less concern than that in the spatial variables. It is then appropriate to estimate errors from (2.18) rather than from (2.23), which is also simpler. Note that if the time discretisation is unimportant and Euler's method is assumed, then

\( E_h u_n = u_n + \Delta t [L_h u_n + f_n] \); formally too, \( E(\Delta t) u = u + \Delta t [Lu + f] \) which then relates (2.23) to
(2.18). For conditions under which this second limit is valid the reader should consult the references on evolutionary equations already cited. Note, too, that the stability condition on the discrete scheme is replaced by the presence of the term \(-L_h e_h\) on the left of (2.18).

**Use of Fourier analysis**

Fourier analysis gives the most precise insight into the local behavior of approximations and is therefore generally used in comparative assessment of methods on simple model problems - see, e.g., Swartz and Wendroff [29]. It has long been the most important tool in the study of the stability of difference schemes and, although subsequently rejected by Strang and Fix [27] in their analysis of the finite element method, their Fourier analysis of the method on a uniform mesh, given in an abbreviated form by Strang [26], is very illuminating and forms the basis of the analysis in section 4. The difficulties arise when one wishes to be both precise and rigorous outside the simple case of linear, constant coefficient problems on a uniform mesh. However, both in differential equation theory and the stability theory of difference schemes, many of the results from Fourier analysis have been transferred to more general situations and much can be done here too.

In the simple case, and assuming too that the restriction operator is the same for all components of \(u\), the transform of \(r_h\) is a scalar multiplier and emerges from the homogeneous error term in (2.18) as a factor. Thus let \(k\) denote the \(d\)-component transform variable and \(k \cdot x\) its inner product with the space variable \(x\); then with \(\hat{u}, \hat{L},\) etc. denoting transforms, we need to compute \(\epsilon(kh)\), where

\[
\hat{L}_h / \hat{L} = 1 - \epsilon(kh).
\]  

Equation (2.18), with \(f_h\) taken as \(r_h f\), transforms to

\[
3 \hat{\delta}_h - \hat{L}_h \delta_h = \hat{L}_h [\epsilon(kh) \hat{L}(k) \hat{u}(k)],
\]  

and the possibility of superconvergence depends on \(\epsilon(kh)\). We use the term superconvergence as in Dupont [12] to refer to any property of \(u\) that is matched by the approximant to
higher order than that characterising $S_h$. For evolutionary error it means the matching of $r_h u$ by $u_h$ and will therefore normally depend on the choice of $r_h$; but in this simple case it does not.

As pointed out by Kreiss and Oliger [17], any discrete procedure needs at least two grid points per wavelength to give minimal accuracy and in practice $\epsilon(kh)$ will only be reasonably small for $|k| < \pi/2h$. It is therefore useful to split the truncation error by looking for bounds of the form $|\epsilon(kh)| \leq C_1 |kh|^\nu$ for $|kh| \leq \pi/2$, $|\epsilon(kh)| \leq C_2$ for all $kh$, so as to obtain for $u = \left(2\pi\right)^{-d} e^{ik \cdot x} u(k)\,dk$

$$ (2\pi)^d |T.E.| \leq C_1^{\nu} \int_{|k| \leq \pi/2h} |\hat{r}_h(k)| . |k^{\nu}\hat{u}(k)| \,dk + C_2 \int_{|k| \geq \pi/2h} |\hat{r}_h(k)L(k)\hat{u}(k)| \,dk; \quad (2.26) $$

$\epsilon(kh)$ is responsible for keeping the first term small and the second will depend on the spectrum $\hat{u}(k)$ of $u$ and possible damping of inaccurate modes by $\hat{r}_h(k)$. Then an error bound for $\|e_h\|_h$ is obtained immediately from (2.18) and (2.26) with an assumption such as the semi-boundedness of $L_h$:

$$ \Re(e_h L e_h) \geq -\alpha \|e_h\|^2_h. $$

If now $L$ is linear but the coefficients variable or the mesh non-uniform, $u$ can still be resolved into its Fourier components but $r_h$ cannot be taken through $L_h$ and $\hat{r}(kh)$ will depend strongly on its choice, now being defined for each node by

$$ \left(L_h r_h e^{ik \cdot x} \right)_j / \left(r_h L_h e^{ik \cdot x} \right)_j = 1 - c_j(kh). \quad (2.27) $$

Error estimates can still be based on the equation

$$ (\hat{e}_h - L_h e_h)_j = (2\pi)^{-d} \int \left(\hat{r}_h L_h e^{ik \cdot x} \right)_j \,dk. \quad (2.28) $$

We shall see in an example in section 7 how $L_h$ and $r_h$ may still be defined so as to retain superconvergence properties present in the uniform mesh case.

When $L$ and $L_h$ are non-linear, however, interaction between modes must be calculated and each case will have to be treated individually. Such studies have been carried out for various difference methods by a number of authors - see, e.g., Grammelvedt [14]. We shall consider in sections 3 and 4, and again in section 7, the typical case when $L(u,v)$ is a product $uv$ as in the advection operator $v \cdot u$. 
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3. APPLICATION TO A SIMPLE FINITE ELEMENT PROBLEM

We take the space \( \mathcal{V} \) to be \( L^2(0,\infty) \) and consider the linear spline Galerkin method on a uniform mesh applied to \( u_0 = Lu \). An element of \( \mathcal{V}_h \) consists of a set of nodal values \( \{U_j\} \) at knots \( x = jh \) and its prolongation \( p^1 \) is

\[
U = \sum_{j} U_j \phi_j(x),
\]

(3.1)

where summation is over \( j \in \mathbb{Z}, \phi_j(x) = \phi(x/j) \) and \( \phi(s) \) is the piecewise linear shape function with \( \phi(0) = 1 \) and \( \phi(\ell) = 0 \) for non-zero \( \ell \in \mathbb{Z} \). We will use the optimal restriction operator \( r^1 \), which makes \( p^1 r^1 \) the orthogonal projector into the space spanned by \( \{\phi_j\} \); that is, if \( M \) is the mass matrix defined by \( M_{m\ell} = (\phi_m, \phi_\ell) \) and \( u^\phi \) the vector defined by \( u^\phi_m = (\phi_m, u) \), then

\[
r^1 u = M^{-1} u^\phi.
\]

(3.2)

In this case, \( M \) has components \( 2h/3 \) for \( m = j \), \( h/6 \) for \( |m-j| = 1 \) and zero otherwise.

We will denote by \( \{Q_j\} \) the nodal values of \( r^1 u \).

Now taking the mode \( u = \hat{u}(k) e^{ikx} \), we have

\[
(\hat{\phi}_m, u) = \hat{u}(k) \int_{-\infty}^{\infty} e^{ikx} \frac{\phi(x/m)}{h} dx = h \hat{u}(k) e^{im\xi} \hat{\phi}(-\xi)
\]

(3.3)

where \( \xi = kh \) and \( \hat{\phi} \) is the Fourier transform of \( \phi \). Hence the Fourier transform of the projection equations is obtained as

\[
\frac{1}{6} \left(Q_{m-1} + 4 Q_m + Q_{m+1}\right) = \hat{u} \hat{\phi} \hat{\phi}(-\xi)
\]

i.e., \( Q_m \equiv M^{-1} u^\phi \equiv \hat{u} \hat{\phi} \hat{\phi}(-\xi)/(2 + \cos \xi) \equiv \hat{u} \hat{\phi} \hat{\phi}(-\xi), \) say

(3.4)

A simple computation shows that \( \hat{\phi}(\xi) = (\xi/2)^2 \sin^2 \frac{1}{2} \xi \) and hence

\[
a(\xi) = \frac{6(1 - \cos \xi)}{\xi^2 (2 + \cos \xi)} \approx 1 + \frac{\xi^2}{12} \text{ as } \xi \to 0.
\]

(3.5)

*We will distinguish particular prolongations by superscripts (thus \( p^1 \) for linear splines) and always denote the corresponding optimal restriction with the same superscript.
This confirms the second order approximation error of the linear elements for a fixed $k$, as $\alpha(\xi)$ is the ratio of the nodal values of $\frac{1}{2}ru$ to those of $u$.

Next let us consider the evolutionary error when $L = \frac{3}{x}$. We have for the nodal values when $u = u e^{ikx}$,

$$(r^1 L u)_j = ik(r^1 u)_j = ik u e^{i j a(\xi)}. \quad (3.6)$$

The discrete Galerkin operator $L_h$ equals $r^1 L p^1$, or $M^{-1} K$ in terms of the stiffness matrix $K_{ij} = (\beta, L \beta_j)$; under Fourier transformation it becomes $M^{-1} K$ where $\hat{K} = i \sin \xi$, so we have

$$(L_h r^1 u)_j = (r^1 L p^1 r^1 u)_j = M^{-1} K(r^1 u)_j = \frac{3}{h(2 + \cos \xi)} \frac{i \sin \xi}{1 - \frac{4}{180}} r^1 e^{i j a(\xi)}. \quad (3.7)$$

The ratio of the nodal values (3.6) and (3.7) gives then

$$\frac{(L_h r^1 u)_j}{(r^1 L u)_j} = \frac{3}{h(2 + \cos \xi)} \frac{i \sin \xi}{1 - \frac{4}{180}} \text{ as } \xi \to 0, \quad (3.8)$$

so defining $c(kh)$ in (2.24). Whatever discrete norm $\| \cdot \|_h$ is chosen, this shows that the evolutionary error is $O(h^4)$ for a given $k$ mode. Moreover, any restriction operator could have been used in the error definition $r_h u - u_h$; $\alpha(\xi)$ in (3.4) is just the Fourier transform $r^1$ of $r^1$ and would be changed to $r^1_h$, but the same factor would appear in (3.6) and (3.7) and cancel in (3.8).

To obtain precise error bounds for a general $u$ will however depend on the choice of $r_h$. For $r^1$, the $\xi^{-2}$ in $\alpha(\xi)$ provides some damping for the higher modes. Putting this with (3.8), which is quite accurate up to $\xi = \pi/2$, we can show for this case ($L = \frac{3}{x}$ and $r_h = r^1$)

$$2\pi |T.E.| < C_1 h^4 \int k^5 |\hat{u}(k)| dk + C_2 \sum_{n=1}^{\infty} \int k^2 |k^n \hat{u}(k)| dk, \quad (3.9)$$

where $I_n = \{k | n \leq 2 | k | n < (n+1)\pi\}$ and $C_1 \approx 0.0090$, $C_2 \approx 4.9$. 
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The choice \( r^1 \) is even more important for a non-linear operator, so let us now consider \( L(u,v) = -u_\cdot \nabla v \), with \( L_h \) again the Galerkin operator. The discrete equations

\[
W = L_h(U,W) = M^{-1}K(U,V)
\]

become

\[
h(W_{j-1} + 4W_j + W_{j+1}) + (2U_{j-1} + U_j - U_{j+1})(V_j - V_{j-1}) + (2U_{j+1} + U_j)(V_{j+1} - V_j) = 0 .
\]

(3.10)

The interaction of Fourier modes is exhibited by putting \( v = e^{ik'x} \) to give

\[
[L_h(r^1 u, r^1 v)]_j = -i\sin \xi' + 4 \sin \frac{1}{2} \xi' \cos \frac{1}{2} \xi \cos \frac{1}{2} (\xi + \xi') \frac{\cos (\xi + \xi')}{h[2 + \cos (\xi + \xi')]} \cdot \text{ue}^{i\xi j(\xi + \xi')} a(\xi \xi') .
\]

(3.11)

On the other hand

\[
[L_h(r^1 u, r^1 v)]_j = -i k' \text{ue}^{-i\xi j(\xi + \xi')} a(\xi + \xi')
\]

(3.12)

and denoting the ratio (3.11) to (3.12) by \( \gamma_G(\xi, \xi') \) we have

\[
\gamma_G(\xi, \xi') \sim 1 - (2\xi^3 \xi' - 7\xi^2 \xi' - 8\xi \xi'^3 - 4\xi^4) / 720 \text{ as } \xi, \xi' \to 0
\]

\[
= 1 - \frac{17\xi^4}{720} , \text{ when } \xi = \xi' .
\]

(3.13)

Thus the fourth order accuracy is retained through the non-linear interaction under the optimal projection.

Clearly \( \gamma_G \) contains a factor \( a(\xi) a(\xi') / a(\xi + \xi') \) which will differ for different choices of \( r_h \) in the definition of evolutionary error. In the present case, this factor behaves like \( 1 - \frac{1}{6} \xi \xi' \) and cancels a similar factor in (3.11) to fourth order. If, however, the restriction operator \( r^C \) corresponding to point collocation were used, \( a(\xi) = 1 \) so that no cancellation occurs, \( \gamma_G \sim 1 + \frac{1}{6} \xi \xi' \) and for this definition the Galerkin procedure for the product is only second order accurate. This is the interpretation used by Swartz and Wendroff [29], who therefore advocate simple multiplication of grid-point values for evaluating a product: under \( r^C \) that operation is then exact of course. We shall return to this point again in section 7.
4. EVOLUTIONARY ERROR IN THE SPLINE-GALERKIN METHOD

In [32] and [33] Thomée and Wendroff analysed the precise behaviour of the semi-discrete Galerkin method based on B-splines of order \( \mu \), when applied to linear differential operators on the real line. In [33] they showed that, for the periodic problem \( \partial_t u = Lu \) on \([0,1]\), an accuracy of \( O(h^\nu) \) was obtained at equally-spaced mesh points when \( L \) was of order \( m \) with \( C^\infty \) coefficients and initial data, where \( \nu = 2\mu - m \) for \( m \) even and \( \nu = 2\mu - m + 1 \) for \( m \) odd and \( \mu > (m+2)/2 \). Their analysis uses a quasi-interpolant so that effectively they take the restriction to be collocation at the mesh points while prolongation produces an expansion using these coefficients and basis functions which are linear combinations of shifted B-splines.

Working in \( L^2 \), we shall use here the optimal restriction operator and show that the product operation then has accuracy \( O(h^{2\mu}) \). Since it is clear from the above that \( \partial_x \) is approximated to this accuracy for any restriction, we shall then be able to show that quite general non-linear differential equations can be approximated to \( O(h^{2\mu}) \) by using a succession of spline-Galerkin projections. The analysis closely follows [32] with only minor changes in notation.

Let \( \chi \) be the characteristic function of the interval \([-\frac{1}{2}, \frac{1}{2}]\). Then the B-splines of order \( \mu \) on a uniform mesh with spacing \( h \) can be defined as \( \phi^\mu_j(x) = \phi(x/jh) \), where \( \phi = \chi \ast \cdots \ast \chi \) \( (\mu \text{ factors}) \) and \( \ast \) represents convolution. The Fourier transform of \( \phi \) is

\[
\hat{\phi}(\xi) = \left[ \hat{\chi}(\xi) \right]^\mu = \left[ \left( \frac{1}{2} \frac{\xi}{\pi} \right) \frac{\sin}{\sin} \frac{1}{2} \xi \right]^\mu, \tag{4.1}
\]

and Thomée [32] introduces the trigonometric polynomials

\[
g_{\mu,\sigma}(\xi) = (-1)^{\sigma-2\nu} h^{\sigma-1} \sum_{\ell=0}^{\sigma-\nu-1} e^{-im\xi} \sum_{m=0}^{\sigma-\nu-1} \phi_0(\xi) \phi_\sigma(x) \phi_{m} \phi(\xi) d\xi, \tag{4.2}
\]

where \( \nu = [\frac{1}{2} \sigma] \) and \([\frac{1}{2} (\sigma+1)] \leq \nu \), and summation is over \( m \in \mathbb{Z} \): he proves that

\[
g_{\mu,\sigma}(\xi) = \sum_{\ell=0}^{\sigma-2\nu} \sigma \left( \ell+2\pi \ell \right)^2 \tag{4.3}
\]

In particular, note that \( g_{\mu,0}(\xi) \) is the Fourier transform \( \hat{M} \) of the mass matrix formed from the \( \phi_j \). It is also easily seen that there is a constant \( K_1 \) such that
From these definitions, the nodal parameters $Q_j$, obtained from projecting a Fourier component $\tilde{u}e^{ikx}$ with $\xi = kh$ are given by

$$
\int_{-\pi}^{\pi} Q_j \phi_{j-m}(x) - \tilde{u}e^{-im\xi} e^{ikx} \phi_0(x) dx, \quad \forall m \in \mathbb{Z}, \tag{4.5}
$$

from which we see that

$$
Q_j = \tilde{u}e^{-im\xi}a(\xi), \quad \text{where} \quad a(\xi) = \hat{\phi}(\xi)/\hat{\phi}_0(\xi). \tag{4.6}
$$

Hence

$$
[1 + \zeta_1^2(\ell/\eta)^{2\mu}]^{-1} \leq [\hat{\chi}(\xi)] \leq [1 + \zeta_1^2(\ell/\eta)^{2\mu}]^{-1}, \quad \text{for} \quad |\xi| \leq \pi. \tag{4.7}
$$

Also, if $L \equiv \partial_x$, then writing simply $p$ for the prolongation in this space and $\tilde{r}$ for the optimal restriction, $L_h = \tilde{r}Lp$ with Fourier transform $\tilde{K}/M$, so that

$$
(L_h \tilde{ru})_j = (\tilde{K}/M)(\tilde{ru})_j = \tilde{M}^{-1}(\tilde{ru})_j e^{-im\xi} \int_{\mathbb{R}} \hat{\phi}_m(x) \phi_0(x) e^{iq\xi} dx
$$

$$
= ih^{-1}[q_{\mu,1}(\xi)/\mu_0(\xi)](\tilde{ru})_j. \tag{4.8}
$$

It is easily deduced from (4.3) that $g_{\mu,1}/g_{\mu,0} = \{1 + O(\ell^{2\mu})\}$ as $\xi \to 0$ so that we have $O(h^{2\mu})$ accuracy for the Galerkin approximation to $\partial_x$.

Now let us consider the product operation.

**Lemma 4.1.** If $L(u,v) = uv$ and $(L_h\tilde{r})(u,v)$ is defined as $\tilde{r}[(pru)(prv)]$, then for $u, v \in H_{2\mu}^2$

$$
rL(u,v) - (L_h\tilde{r})(u,v) = 0(h^{2\mu}), \quad \text{as} \quad h \to 0. \tag{4.9}
$$

**Proof**

Taking first single components $\tilde{u}e^{ikx}, \tilde{v}e^{ik'x}$ with $\xi = kh, \eta = k'h$, the nodal parameters $Q_j$ for $L_h\tilde{r}$ are given by

$$
1 \leq [\hat{\chi}(\xi)]^{-2\mu}q_{\mu,0}(\xi) \leq 1 + \zeta_1(\ell/\eta)^{2\mu} \quad \text{for} \quad |\xi| \leq \pi. \tag{4.4}
$$
\[
\int \sum_{(j)} R_j \phi_j(x) \phi_q(x) dx = \sum_{(m)} u e^{im\alpha(\xi)} \sum_{(n)} v e^{in\alpha(\eta)} \phi_m(x) \phi_n(x) dx .
\] (4.10)

If we introduce the factor \( \gamma(\xi, \eta) \) by putting
\[
R_j = u e^{i j(\xi+\eta)} \phi_m(\xi) \phi_n(\eta) \gamma(\xi, \eta) ,
\] (4.11)
we obtain
\[
\int \gamma(\xi+\eta) \gamma(\xi, \eta) = \sum_{(m)} e^{im\phi_m(\xi)} \sum_{(n)} e^{in\phi_n(\eta)} \phi_0(x) dx .
\] (4.12)

The triple product can be evaluated by Poisson's summation formula
\[
\sum_{(m)} e^{im\phi_m(\xi)} = \sum_{(j)} \phi(\theta + 2\pi j) e^{i(\theta + 2\pi j) x/h},
\] (4.13)
to give
\[
\gamma_{\mu,0}(\xi+\eta) \gamma(\xi, \eta) = \sum_{(m)} \sum_{(n)} \phi(\xi + 2\pi m) \phi(\eta + 2\pi n) e^{i(\xi + \eta + 2\pi (m+n))} \phi_0(\xi + 2\pi (m+n)).
\] (4.14)

Clearly \( \gamma \) like \( \gamma_{\mu,0} \) is \( 2\pi \)-periodic in its arguments and from (4.1) we see that
\[
1 \leq \left[ \hat{\chi}(\xi) \hat{\chi}(\eta) \right] \gamma_{\mu,0}(\xi+\eta) \leq 1 + K_2 \left( (\xi/h)^2 + (\eta/h)^2 \right)^2
\] (4.15)
for \( |\xi|, |\eta| \leq \pi \) and some constant \( K_2 \). Now \( (\tilde{\tau})_j \) contains the factor \( \alpha(\xi+\eta) \), so if we denote by \( 1 - \epsilon(\xi, \eta) \) the ratio \( (\tilde{\tau})_j / (\tau_0)_j \) we have from (4.6), (4.11) and (4.14)
\[
\epsilon(\xi, \eta) = 1 - \alpha(\xi) \alpha(\eta) \left( \hat{\chi}(\xi+\eta) \right)^{-1} \gamma_{\mu,0}(\xi+\eta) \gamma(\xi, \eta).
\] (4.16)

From the bounds (4.7) and (4.15) it follows that
\[
|\epsilon(\xi, \eta)| \leq K_2 \left( (\xi/h)^2 + (\eta/h)^2 \right)^2, \text{ for } |\xi|, |\eta| \leq \pi.
\] (4.17)

Integrating now over all components of \( u \) and \( \nu \), and noting that both \( ||L(u, \nu)|| \) and \( ||L(p \nu, p \nu)|| \) are bounded by \( ||u|| ||\nu|| \), we have
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\[ \mathbf{rL(u,v)} - L_h \mathbf{r(u,v)} = \mathbf{r}[uv - (pru)(prv)] \]
\[ = \int dk'' \int \hat{u}(k)e^{i\mathbf{kx'}v(k''-k)e^{i\mathbf{kx''}}}e^{i(\mathbf{k''-k})\varepsilon(\mathbf{k},\mathbf{k''},h-kh)}dk'' \]  

(4.18)

The integral over \(|k| > \pi/h, |k''-k| > \pi/h\) converges to zero as \(h \to 0\) and inside this range, (4.17) gives the required result with the constant including a factor \(\|u\|_H^2 \|v\|_H^2\).

From this bound and the similar one for the operation of differentiation one can state the following

**Theorem 4.1.** Suppose \(\mathbf{Lu}\) has the form \(L^qL^{-1}...L^1u\), where each \(L^i\) consists either of differentiation \(\partial_x\) or multiplication by \(u\) or a \(C^\infty\) function of \(x\). Let
\[ L_h = \int \! \! \! \int L^q_h L^{-r}L^1_h \text{, where each } L^i_h = \mathbf{rL}^{i}p; \text{ that is, if } L^i_h \equiv \partial_x \text{ then } L^i_h \equiv \mathbf{rL}^{i}x \text{ and if } L^i_h \equiv uv \text{ or } f(x)v \text{ then } L^i_h \equiv \mathbf{rL}^{i}uv \text{ or } \mathbf{rL}^{i}(f(x)v); p \text{ and } \mathbf{r} \text{ are prolongations and restrictions for splines of order } \mu > 2. \] Then
\[ \mathbf{rL}_h - L_h \mathbf{r}_h = O(h^\mu) \text{ as } h \to 0. \]  

(4.19)

The proof follows immediately from the lemma and the earlier bound for differentiation after the decomposition
\[ \mathbf{rL} - L_h \mathbf{r}_h = (\mathbf{rL}^q-L^q_h)\mathbf{L}^{q-1}..._h + \cdots \]
\[ \cdots + \mathbf{L}^{q-1}_h \mathbf{L}^1_h \mathbf{L}^{q-r}_h \mathbf{L}^{q-1}_h \mathbf{L}^{r-1}_h \mathbf{L}^1_h + \cdots \]
\[ \cdots + \mathbf{L}^{q-1}_h \mathbf{L}^2_h \mathbf{L}^1_h \mathbf{L}^{q-2}_h + \cdots \]  

(4.20)

Thus the full order of accuracy is preserved no matter how many derivatives and products are taken. In particular, for the linear splines \(\mu = 2\), the usual loss of two orders of accuracy as one goes from \(\partial_x \) to \(\partial_x^2\) is avoided by carrying out a projection between the two derivatives: the resulting scheme is, of course, much less compact than the standard scheme and the fourth order accuracy in this case will normally be better preserved by 'half-lumping' the mass matrix. In section 7, however, we show how the intermediate projection is valuable in the advection operation \(u \partial_x u\).
One final remark on these methods - the $L^2$ norm clearly plays an important part in the thinking and $J_\ell U$ is constructed as a best approximation in that norm. However, when the final set of nodal parameters $u^n_h$ is obtained, an optimal prolongation could be sought with respect to another space. For example, suppose that with linear splines a $u^n_h$ was obtained very close to $r^1 u^n$. Then the best estimate of any functional of $u^n$ from this data would depend on the smoothness assumed in $u^n$. For instance, nodal values might well be smoothed out: this would be consistent with the observation from (3.5) that $|(r^1 u)_j | > 1$ for all Fourier modes with $0 < k h < \tau$. (Compare the viewpoint in the field of optimal recovery - see Golumb and Weinberger [13], Meinguet [18], Micchelli and Rivlin [19], and references therein.)
5. INTERPRETATION OF STANDARD DIFFERENCE METHODS

In a sense a finite difference scheme is not concerned with prolongation operators and remains entirely in the discrete space. However, the standard stability theory always supposes some embedding of the approximants into the solution space of the differential problem and Raviart [22] does this in a manner which is directly antecedent to Aubin's analysis. Moreover, the choice of the initial data implies the use of a restriction operator and the interpretation of the final results implies that of a prolongation operator.

The simplest and most convenient operators from a theoretical viewpoint are those used by Raviart: the spatial region is sub-divided into rectangular cells $C_j$ and $r^0_u$ is defined as the vector $Q = \{Q_j\}$ obtained from averaging $u$ over each cell; the corresponding prolongation $p^0_Q = \sum_j Q_j \theta_j(x)$, where $\theta_j$ is the characteristic function of the cell $C_j$. Then $p^0$ and $r^0$ are mutually optimal in $L^2$: see Temam [31] for developments in other spaces. This viewpoint is often used in a loose way in direct modelling of conservation laws, especially in fluid dynamics. However, in constructing such difference schemes these cell averages have to be inter-related or related to values at intermediate points and it is then that inconsistencies in the approach are often revealed, as compared with Temam's rigorous development.

It is much commoner in practice to regard the numbers in a difference calculation as representing grid-point values of the unknowns - and this is usually how the initial values are chosen: that is, the restriction $r^0$ is a collocation. It is interesting then to consider what the optimal prolongation $p^c$ should be to recover maximum information at each time step. From (2.5) $p^c$ must be interpolatory. Also, Aubin's results do not apply in $L^2$ because $r^c$ is not defined as a continuous operator there: we need to work in an underlying Sobolev space $H^p$ where, by Sobolev's lemma, $p > d/2$. Because $p^c$ has to interpolate, the norm in (2.5) under which the infimum is taken could in fact be just the $L^2$ norm of the $p^{th}$ derivatives. The solution to this problem is then well-known in the case of a finite interval of the real line to be given by natural spline interpolation (see de Boor [5], Schoenberg [24]) and more generally will involve generalised splines (see, e.g. Schultz and Varga [25]).
It is not being suggested here that such procedures should be used in practice but that these relationships should be borne in mind when, for instance, designing contour-plotting packages: when processing the output of finite difference procedures one would expect them to be interpolatory; but, as noted above, when processing that from finite element schemes we could expect some smoothing of nodal values.

Let us consider now very briefly how three of the most important classes of difference scheme fit into the present framework. The Crank-Nicolson, or more generally the $\theta$-method, applied to $\frac{\partial u}{\partial t} = Lu$ leads to an evolution operator

$$u_{h}^{n+1} = E_{h} \cdot u_{h}^{n} = [I_{h} - \Delta t \theta L_{h}]^{-1} [I_{h} + \Delta t (1-\theta) L_{h}] u_{h}^{n}$$

(5.1)

where $L_{h}$ is a central difference approximation to $L$ and some mild restriction on $\Delta t$ may be needed to solve for $u_{h}^{n+1}$ when $L_{h}$ is non-linear.

Then

$$[I_{h} - \Delta t \theta L_{h}] (\Delta t) [r^{C} E(\Delta t) - E_{h}^{C}] u_{h}^{n}$$

$$= (\Delta t)^{-1} [(I_{h} - \Delta t \theta L_{h}) r^{C} u_{h}^{n+1} - (I_{h} + \Delta t (1-\theta) L_{h}) r^{C} u_{h}^{n}]$$

(5.2)

is the usual expression for the truncation error in a finite difference analysis. Similarly a Lax-Wendroff scheme may use two difference approximations $L_{h}^{(1)}, L_{h}^{(2)}$ together with an averaging operator $A$ to give

$$E_{h} = I + \Delta t L_{h}^{(2)} [A + \frac{1}{2} \Delta t L_{h}^{(1)}]$$

(5.3)

and more general Runge-Kutta schemes may be expressed in the same way, all giving a definition of truncation error identical with the usual one.

Multi-level schemes, like the leap-frog, require a little more care. We define $V_{h}$ to represent discrete approximations at two time levels $\frac{1}{2} \Delta t$ apart, with $r_{h}$ defined by the procedure used to obtain approximations at $t=0$, $t=\frac{1}{2} \Delta t$ from the initial data. The two meshes may or may not be staggered and we may cover the generalised case in which the two time levels are updated differently by using two difference operators $L_{h}^{(1)}, L_{h}^{(2)}$.

Denoting by $u_{h}^{(1)}, u_{h}^{(2)}$ the components of $u_{h}$ at the two levels, we have
If \( L \) is linear and \( -\mu^2 \) is an eigenvalue of \( L_h^{(1)} L_h^{(2)} \), then the eigenvalues of \( E_h \) are
\[
\text{eig. } E_h = 1 + i\mu\Delta t \left( 1 - \frac{1}{2} \mu^2 \Delta t^2 \right) - \frac{1}{2} \mu^2 (\Delta t)^2 ,
\]
the upper sign giving the approximating modes and the lower the familiar spurious modes, when all variables are held at each level. The error \( (\Delta t)^{-1} [r_h^{N+1} - r_h^{N}] \) is then best studied by resolving \( r_h \) into the two sets of modes: for example, when \( u \) is scalar and \( L_h^{(1)} = L_h^{(2)} \), one gets
\[
u_h^{(2)} : u_h^{(1)} = \pm \left[ 1 - \left( \frac{1}{2} \mu^2 \Delta t^2 \right) \right]^{1/2} + \frac{1}{2} i\mu \Delta t ;
\]
that is, the true mode represents \( u_h^{(2)} \) half a time-step ahead of \( u_h^{(1)} \) and the spurious mode having \( u_h^{(1)} \) and \( u_h^{(2)} \) almost equal and opposite in sign. As is well known, such a linearised analysis carried out for \( Lu = -u_{xx}u \) shows the spurious mode to be not only travelling in the wrong direction but to be amplified when the true mode is damped and thus capable of generating a non-linear instability.

Each of these schemes may be "hybridised" by using, for instance, Galerkin methods to generate \( L_h \). The wave equation, treated as a system by leap-frog, is a useful example. Unstaggered linear elements under the Galerkin procedure give, of course, the asymptotic error \((1/180)\xi^4\) of (3.8): if the two meshes are staggered this is reduced by a factor \(-13/32\) but at a cost of reduced stability.
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6. A PETROV-GALERKIN METHOD FOR $\frac{\partial}{\partial t}u = a\frac{\partial}{\partial x}u$

If $u$ is given, the Galerkin approximation to $Lu$ is optimal in the $L^2$ sense so that, in a semi-discrete method or an explicit difference method in time as $\Delta t \to 0$, the Galerkin equations give an optimal approximation to the time derivative or difference of $u$. But for an implicit difference method one has to approximate the solution to equations like $u^{n+1} - \delta \Delta t Lu^{n+1} = q^n$. If $L$ is not self-adjoint it is likely that the Galerkin equations will give a poor approximation to $u^{n+1}$. Thus experiments for similar equilibrium problems are being conducted to find appropriate test functions for a Petrov-Galerkin approach - see [2] and [15] and references therein.

Suppose test functions $\chi_i$ are used to give an approximation to $\frac{\partial}{\partial t}u = Lu$ by

$$(U_{n+1} - \delta \Delta t L U^n)\chi_j = 0 \quad (6.1)$$

Then the operator $(I - \delta \Delta t L)$ in the inner product defines a new restriction operator $s_h$ for obtaining $(U_{n+1}^h)$. The evolution operator in (2.8) is given by

$$E_h = s_h [I + (1-\delta)\Delta t L] p_h \quad (6.2)$$

while the $r_h$ occurring in the truncation error of (2.23) will normally be different. Even for the explicit case $\theta = 0$, it may be useful to use the Petrov-Galerkin method.

We consider here the case when Euler's method is to be used on $u_t = a\delta_x u$ with linear elements on a uniform mesh and $p^1, r^1$ defined as in section 3. Now it is well-known that Galerkin's method gives a scheme which is unstable unless $\Delta t = o(\Delta x)^2$. On the other hand, when $a$ is constant the characteristics can be followed exactly and there need be no evolutionary error. So we consider whether there is a choice of $\chi_i$ which will achieve this result.

Lemma 6.1. Suppose the basis functions $\phi_j$ are such that we can set

$$\phi_j(x) = \pi_{j-1}(x) - \pi_j(x), \quad \phi_i(x) = \phi_j(x) - \pi_i(x) \quad (6.3)$$

and $\pi_j(x) = \pi(x/h-j)$ for some $\pi(x)$. Then the Euler-Petrov-Galerkin method will follow the characteristics of $\frac{\partial}{\partial t}u = a\frac{\partial}{\partial x}u$ for $a\Delta t = h$ iff.

$$(\chi_i, \phi_j) = 0 \quad \forall i, j \quad (6.4)$$
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Then if $u^n = \sum_{j} \phi_j(x)$, we need $u^{n+1} = \sum_{j} \phi_{j+1}(x)$ for $\Delta t = h$. Thus the following should be an identity in $Q_j$ or, equivalently, in $Q_{j+1} - Q_j$

$$(\sum_{j} (q_{j+1} - q_j) \phi_j - h \sum_{j} \phi_j \phi_j(x), x_j) = 0, \forall i.$$  

The coefficient of $(Q_{j+1} - Q_j)$ is just $\psi_j(x)$ from (6.3) so the result follows immediately.

For linear basic functions $\phi_j^1$, $x_j^1 = (\phi_j^0 - \phi_j^1)/h$, where $\phi_j^0$ is the characteristic function of the interval $[jh, (j+1)h]$, so that $\psi_j^1 = \phi_j^1 - \phi_j^0$. Moreover, $\psi_j^0$ is itself the difference of two triangular-shaped functions, $\psi_j = s_{j+1} - s_j$ where $s_j(x) = x/j$ in $[jh, (j+1)h]$ and $s_j(x) = 0$ otherwise. Thus we need $\langle x_j^1, s_j \rangle$ to be constant, independent of $j$. Clearly if $X$ is to be of the form $X_m(x) = X(x-m)$ with $X$ of compact support, we need

$$m+1 \int_m^{m+1} x(t) dt = 0, \forall m.$$  

(6.5)

We choose

$$X(t) = 4-6t, \text{ for } t \in [0,1]; X(t) = 0, \text{ otherwise}. \tag{6.6}$$

Then $\int x dt = 1$ and for constant $a > 0$ we take test functions which are a linear combination of $\chi_j$ and $\phi_j^1$. We must first establish stability.

Theorem 6.1. The Petrov-Galerkin scheme given by

$$(u^{n+1} - (u^n + a \Delta t^2 X^n), (1-\nu)\phi_j^1 + \nu x_j^1) = 0, \forall i,$$  

(6.7)

is stable for constant $a > 0$ on a uniform mesh if

$$0 \leq a \Delta t/h < \nu \leq 1.$$  

(6.8)

Proof

We shall need the following results which can be easily computed.

Lemma 6.2. For the basic functions $\phi_j^0, \phi_j^1$ and $\chi_j$ we have:

$$(\chi_j, \phi_j^0) = (\chi_j, \phi_j^1) = (\phi_j^1, \phi_j^1) = h \delta_{j,j} = \frac{1}{4} (\chi_j, \chi_j).$$  

(6.9)

Denote by $\phi_j^1$ the test functions in (6.7), defining a restriction operator $\phi_h$. Then we form first $V = p_h(a \Delta t X^n)$, multiply equation (6.7) by the coefficient $(u^{n+1}_i + u^n_i + a \Delta t V_i)$ and sum over $i$ to get
Let us denote by $\mathbf{u}$ the vector of nodal values $(U_i)$ and by $p_0^\mathbf{u}, p_1^\mathbf{u}, p_0^\mathbf{U}$ its pro-
logations using basis functions $\\{\phi_j^{0}\}, \\{\phi_j\}, \\{x_j\}$ respectively; we also retain the notation $\mathbf{U}$ for $p_1^\mathbf{U}$, Then (6.10) can be written as

$$(\mathbf{u}^{n+1}- (\mathbf{u}^n + \Delta t \mathbf{x}^n), \Sigma_{(i)} (\mathbf{u}^{n+1}_i + \mathbf{x}^{n+1}_i \phi_i^x) = 0 \quad \text{(6.10)}$$

and, from the lemma, the cross products between $\mathbf{u}^n$ and $\mathbf{u}^{n+1}$ are symmetric and therefore cancel to give a difference of squares. Furthermore, from the construction of $\mathbf{V}$ it follows that for any vector $\mathbf{w}$,

$$\langle \mathbf{V} - a_\mathbf{x}^n \mathbf{u}^n, p_0^\mathbf{w} \rangle = 0 \quad \text{(6.12)}$$

So (6.11) reduces to

$$[(1-\nu) \mathbf{u}^{n+1} ||^2 + \nu \|p_0^\mathbf{u}^{n+1}||^2] - [(1-\nu) \mathbf{u}^n ||^2 + \nu \|p_0^\mathbf{u}^n||^2]$$

$$= \Delta t (a_\mathbf{x}^n \mathbf{u}^n, [(1-\nu)p_1^\mathbf{u}^n + \mathbf{p}^\mathbf{V}]) \quad \text{(6.13)}$$

To simplify the right-hand side, note that $\langle a_\mathbf{x}^n \mathbf{u}^n, p_1^\mathbf{u}^n \rangle = 0$ and that

$$\|h_\mathbf{x}^n \mathbf{u}^n + p_1^\mathbf{u}^n ||^2 = \| \sum_j \phi_j^0 (\phi_j^0 - \phi_j^1 + x_j) ||^2 = \|p_1^\mathbf{u}^n ||^2$$

expanding the sum gives therefore

$$2 \langle a_\mathbf{x}^n \mathbf{u}^n, p_1^\mathbf{u}^n \rangle = -h \|a_\mathbf{x}^n \mathbf{u}^n ||^2 \quad \text{(6.14)}$$

For the final term, we have from (6.12)

$$\langle a_\mathbf{x}^n \mathbf{u}^n, \phi_\mathbf{V} \rangle = \langle p_1^\mathbf{u}^n, \phi_\mathbf{V} \rangle = (1-\nu) \|p_1^\mathbf{V} ||^2 + \nu \|p_0^\mathbf{V}||^2 \quad \text{(6.15)}$$

while from the Cauchy-Schwarz inequality

$$2 \langle a_\mathbf{x}^n \mathbf{u}^n, \phi_\mathbf{V} \rangle \leq (1-\nu) \|p_1^\mathbf{V} ||^2 + \nu \|p_0^\mathbf{V}||^2 + \|a_\mathbf{x}^n \mathbf{u}^n ||^2$$

so that together we have

$$\langle a_\mathbf{x}^n \mathbf{u}^n, \phi_\mathbf{V} \rangle \leq \|a_\mathbf{x}^n \mathbf{u}^n ||^2 \quad \text{(6.15)}$$

Putting (6.14) with (6.15) gives for the right-hand side of (6.13),

$$-24$$
so that stability follows for $\nu h > a\Delta t$.

Next, we can consider accuracy and have the following:

**Theorem 6.2.** The Petrov-Galerkin scheme given by (6.7) is second order accurate if

$$\nu = a\Delta t/h = \text{constant} < 1.$$  

**Proof**

We can use Fourier analysis, putting $u = u e^{-ikx}$. Then writing $\mu = a\Delta t/h$ and with $\alpha(\zeta)$ given by (3.5),

$$\left(\frac{1}{e^{i\overline{\zeta}}(\Delta t)u} \right)_j = \hat{u}(\zeta) e^{i\overline{\zeta}(j+1)}.$$  

(6.16)

The mass matrix for (6.7) has transform $M = h\left[1 - (1-\nu)(2+\cos \zeta) + \nu \right]$, and we have

$$(\Delta t) \left[ e^{i\overline{\zeta}}\mu \beta(\overline{\zeta}) - (\Delta t) \left[ 1 + \left( \frac{1}{2} \mu(\nu-\mu)\zeta^2 + \frac{1}{6} i\mu(\nu-\mu)^2 \right) \right] \right].$$  

(6.18)

where $\beta(\overline{\zeta}) = 1 + a\Delta t^{-1}[1 - (1-\nu)i \sin \zeta + \nu e^{i\overline{\zeta}} - 1]$.  

(6.17)

The essential factor in the truncation error is therefore given by

$$\left(\frac{1}{e^{i\overline{\zeta}}(\Delta t)u} \right)_j = \hat{u}(\zeta) e^{i\overline{\zeta}(j+1)}.$$  

(6.16)

The scheme is thus first order for $\nu > \mu$, second order for $\mu = \nu < 1$ and exact for $\mu = \nu = 1$.

It may be noted that this scheme with $\nu = \mu$ closely resembles the Lax-Wendroff method for this equation (or any other $S^* \beta$ method). In fact, the terms in $U^\beta$ in (6.7) are exactly the same and it is only the presence of the mass matrix which distinguish the schemes: it has the effect of marginally improving the accuracy, for the coefficient of $i\zeta^3$ in (6.18) is $\nu^2(1-\mu)/6$, while for Lax-Wendroff it is $\nu(1-\mu)^2/3$.
7. APPROXIMATION OF THE ADVECTION OPERATOR

In the foregoing sections, we have identified three easily implemented approximations to \( u_\alpha^x u \), all based on the Galerkin method with linear elements but distinguished by the way in which the product is formed. The definition of the methods is contained in the expression for the truncation errors, in a semi-discrete process and with restriction \( r_h \), as follows: the single-stage Galerkin method (SSG) gives

\[
    r_h(u_\alpha^x u) = r_1 \{(p^1 r_h u) (p^1 r_h u) \}
\]

the double-stage Galerkin method (DSG) gives

\[
    r_h(u_\alpha^x u) = r_1 \{(p^1 r_h u) (p^1 r_h u) \}
\]

and point multiplication Galerkin (PMG) gives

\[
    r_h(u_\alpha^x u) = (r_h u)(r_h u)(r_h u) .
\]

The natural choice for \( r_h \) in the first two cases is \( r_1 \), while \( r_0 \) is probably most natural for the third. For the purpose of comparison then, we tabulate for each case under both choices the leading term in \( c(\xi, \xi) \) for a single mode as introduced for (4.16). The entry for PMG under \( r_0 \) follows immediately

<table>
<thead>
<tr>
<th>Restriction</th>
<th>( r_1 )</th>
<th>( r_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSG</td>
<td>( \frac{17}{720} \xi^4 )</td>
<td>( -\frac{1}{6} \xi^2 )</td>
</tr>
<tr>
<td>DSG</td>
<td>( -\frac{1}{240} \xi^4 )</td>
<td>( -\frac{1}{6} \xi^2 )</td>
</tr>
<tr>
<td>PMG</td>
<td>( \frac{1}{6} \xi^2 )</td>
<td>( \frac{1}{180} \xi^4 )</td>
</tr>
</tbody>
</table>

Table: Leading terms in \( c(\xi, \xi) \) for the three methods SSG, DSG, PMG under the restrictions \( r_1 \) and \( r_0 \).

from (3.8) because point multiplication is exact under \( r_0 \) and there is no interference between the processes because \( r_0(u^x u) = (r_0 u)(r_0 u) \). The DSG entry under \( r_1 \) is new
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and is also the smallest: comparing with (3.13), it results from a $\gamma(\xi, \xi')$ which behaves like $1 = (2\xi_3^3 + 3\xi_2^2 + 2\xi_1^3 - 4\xi_4^4)/720$.

For smooth functions and under the restriction $r$, we would expect therefore that DSG would be up to nearly six times better than SSG. This will depend on the spread of modes in $u$ since the total truncation error at node $i$ is of the form

$$T.E. = \int dk e^{ikx} a(kh) \int d\xi \frac{1}{2}(k-\xi) \hat{u}\left(\frac{1}{2}k + \frac{1}{2}\xi\right) \hat{u}\left(\frac{1}{2}k - \frac{1}{2}\xi\right) \epsilon(\theta+\delta, \theta-\delta) \epsilon(\epsilon', \epsilon'),$$  \hspace{1cm} (7.4)

where we have put $\xi+\xi' = 2\theta = kh$ and $\xi-\xi' = 2\epsilon = kh$. Thus we compare

$$\epsilon_{SGG}(\theta+\delta, \theta-\delta) \sim (176^4 + 36\theta^4 + 108^2 + 408^3 + 56^4)/720$$  \hspace{1cm} (7.5)

and

$$\epsilon_{DSG}(\theta+\delta, \theta-\delta) \sim - (36^4 + 168^3 + 306^2 + 168^3 + 56^4)/720,$$  \hspace{1cm} (7.6)

for a normally distributed spectrum, $\hat{u}(k) \propto e^{-\gamma k^2}$, these expressions would be multiplied by $e^{-\gamma(k^2+k')^2/2}$ before being integrated over $k$ (or $\delta$), so that the leading terms in (7.5) and (7.6) would be dominant.

By contrast, under these conditions PMG would be quite uncompetitive. On the other hand, considering the error $x^u - u_h$ under the restriction $r_c$ in this case, we need to compare (7.5) and (7.6) with

$$\epsilon_{PMG}(\theta+\delta, \theta-\delta) \sim 4(6^4 + 68^3 + 6^2 - 408^2 + 6^4)/720,$$  \hspace{1cm} (7.7)

which shows it to be quite comparable to DSG. The choice between these methods must therefore come down to a choice of restriction. With $r_c$, the factor $a(kh)$ in (7.4) is missing and this becomes significant when contributions from $kh+2n\pi$ for all $n$ are combined in the coefficient to $e^{ikx}$. Thus suppose we write in each case

$$E(k) = \max|\xi| \cdot \int d\xi \frac{1}{2}(k-\xi) \hat{u}\left(\frac{1}{2}k + \frac{1}{2}\xi\right) \hat{u}\left(\frac{1}{2}k - \frac{1}{2}\xi\right) \epsilon(\epsilon', \epsilon'),$$  \hspace{1cm} (7.8)

Then the coefficient of $e^{ikx}$ in the truncation error is bounded by

$$E_{(n)}(k) \propto (kh+2n\pi)E(k+2n\pi/h).$$  \hspace{1cm} (7.9)
for PMG under $r^c$ this is an undamped sum over the $E$ values; but for DSG (or SSG) under $r^1$, $\alpha(\xi)$ is rapidly damped for $|\xi| > \pi$, being reduced by a factor nine by $\xi = 3\pi/2$ and behaving asymptotically like $\xi^{-2}$. Such modes beyond the resolution of the grid are continuously created by the product operation and result in the phenomenon of aliasing: a sharply damped $\alpha$ is essential for their suppression. For the spline-Galerkin methods of section 4, $\alpha(\xi) \sim \xi^{-\mu}$ and for spectral methods (Orszag [21]) $\alpha(\xi) = 1$ for $|\xi| \leq \pi$ and $\alpha(\xi) = 0$ for $|\xi| > \pi$.

One further factor, besides the behaviour of errors for small $\xi$ and the suppression of aliased modes for large $\xi$, needs to be considered in comparing methods. That is the growth rate of errors as expressed by the second term on the left of (2.17) or the stability bound in (2.22). For SSG one will have the same energy conservation properties as for the differential problem and the error growth can also be analysed in a similar way; for example, in the model problem $\frac{3}{c} u + u^3 u = 0$, one has for two semi-discrete approximations $U$ and $V$ on the whole real line
\[
\frac{d}{dt} \left\| U - V \right\|^2 = \left( \frac{3}{c} u_x^2 - \frac{3}{c} v_x^2, u - v \right) = \left( u^2 - v^2, \frac{3}{c} (U - V) \right) = \frac{1}{2} \left( U + V, \frac{3}{c} (U - V) \right) - \frac{1}{2} \left( \frac{3}{c} (U + V), (U - V)^2 \right).
\]

Thus the deviation grows only when the mean solution is "compressive". On the other hand, in obtaining the greater accuracy with DSG one has sacrificed energy conservation and this result on error growth. For energy conservation one has now, where $\Delta_x, \delta$ are the forward and central difference operators,
\[
\left( \frac{3}{c} u + u(\frac{1}{1-x}) \frac{3}{c} u, u \right) = 0,
\]
i.e.,
\[
\frac{d}{dt} \frac{1}{2} \left\| u \right\|^2 = \left( \frac{1}{1-x} \frac{3}{c} u, u^2 \right),
\]
\[
\sim (1/72) \sum \left( \Delta_{x}, \delta \right) \left( \Delta_{x}, \delta \right) \left( \delta_{x}^2, \delta \right).
\]

Thus energy grows in a typical compressive wave-front at a rate which is $O(h^4)$. Similarly instead of (7.10) one has
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\[
\frac{d}{dt} \| U-V \|^2 + \frac{1}{2} (\delta^2 \langle U|V\rangle)_{x\cdot x} = 2 \langle (U(1-p^1_r^1)\delta_x V(1-p^1_r^1)\delta_x V, U-V) \rangle,
\]
which is much less useful. However, in numerical comparisons with the shallow water equations on a two dimensional triangular grid, Cullen [3,4] has found DSG to be significantly more accurate than SSG and both much better than PMG; he also noted that the two simpler Galerkin processes in DSG could be implemented more efficiently than the one process in SSG.

Finally, let us briefly consider the effect of an irregular mesh. With linear elements, the Galerkin method gives for \( V = r^1_p^1 u \) the equations
\[
(\frac{1}{6} V_j - \frac{1}{3} V_j^1) h_j^- + (\frac{1}{6} V_j + \frac{1}{3} V_j^1) h_j^+ = \frac{1}{2} (U_j^- - U_j^-),
\]
where \( h_j^- \) and \( h_j^+ \) are the intervals to the left and right of the \( j \)th node. Now suppose that a co-ordinate transformation were made so as to give a regular mesh in a new co-ordinate \( Y \) and denote \( dx/dY \) by \( g(Y) \). Then if \( g(Y) \) is piecewise constant, \( p^1 \)
denotes the same prolongation in both \( x \)- and \( Y \)-space and the same vector \( V \) is generated from
\[
(\xi^1_y, p^1_y V) = \left( \xi^1_y, p^1_y u \right).
\]
That is, if we define \( r_y \) to be the restriction carried out in \( Y \)-space with the weight function \( g(Y) \) in a least squares procedure, \( V = r_y (g^{-1} p^1_y u) \). Now we can carry out a Fourier analysis in \( Y \)-space and with \( u = \tilde{w} \exp{iY} \), consider the truncation error
\[
r_h (g^{-1}(Y) \xi^1_y u - (r_y g^{-1}(Y) \xi^1_y p^1_y) r_h u.
\]
This is probably simplest when \( r_h \) is chosen to be \( r_y \); then the ratio of the nodal values is \( \xi^{-1} \sin(\xi^{-1} \tilde{F}_j) \), where \( \xi = kh \) and \( h \) is the \( Y \)-mesh interval; the tridiagonal matrix \( \tilde{N} \) and vector \( \tilde{a} \) are given by
\[
\tilde{N} = \left( \begin{array}{ccc}
\frac{1}{6} g_j \xi^{-1} \xi^{-1} & \frac{1}{3} g_j \xi^{-1} \xi^{-1} & \frac{1}{6} g_j \xi^{-1} \xi^{-1} & \cdots \\
\end{array} \right),
\]
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\[
a_j = \frac{[2 - (g_{j+} e^{i\xi} + g_{j-} e^{-i\xi}) + i\xi(g_{j+} - g_{j-})]}{2(1 - \cos \xi)}, \tag{7.18}
\]

where \(g_{j-}, g_{j+}\) are the values of \(g\) to the left and right of the \(j^{th}\) node. This is a direct generalisation of the regular mesh case and shows more readily how the order of accuracy is lost than an analysis on the \(x\)-mesh. As Thomée and Wendroff [33] suggest, one can of course recover the full fourth order accuracy by choosing a smooth transformation \(g(y)\) and replacing both \(r_y\) and \(r_h\) by \(r^2\) in \(y\)-space: the method is now changed from (7.14) and the evolutionary error is defined by a projection in \(y\)-space, i.e. one has actually changed co-ordinate systems and no longer has an irregular grid.
REFERENCES


Analysis of Evolutionary Error in Finite Element and Other Methods

M. J. P. Cullen & K. W. Morton

Mathematics Research Center, University of Wisconsin
610 Walnut Street
Madison, Wisconsin 53706

June 1978

Report Number: TSR #1832

PERIOD COVERED: Summary Report

PERFORMING ORGANIZATION NAME AND ADDRESS:
Mathematics Research Center, University of Wisconsin
610 Walnut Street
Madison, Wisconsin 53706

CONTROLLING OFFICE NAME AND ADDRESS:
See Item 18.

PERFORMING ORGANIZATION REPORT NUMBER:
Work Unit Number 7 - Numerical Analysis

DISTRIBUTION STATEMENT (of this report):
Approved for public release; distribution unlimited.

DISTRIBUTION STATEMENT (of the abstract entered in Block 20, if different from Report):

SUPPLEMENTARY NOTES:
U.S. Army Research Office
P. O. Box 12211
Research Triangle Park, North Carolina 27709

Meteorological Office
Bracknell, England

University of Reading
Dept. of Mathematics
England

KEY WORDS:
Error analysis, Finite difference methods, Finite element methods, Spline-Galerkin, Petrov-Galerkin, Prolongation and restriction operators, Super-convergence, Advection equation.

ABSTRACT:
Restriction and prolongation operators are used to provide a unified framework for the discussion of errors in approximating evolutionary equations. A generalized truncation error enables the spline-Galerkin method to be studied in detail and the accuracy of various treatments of non-linear terms (such as the advection operator) compared. It is shown how a multi-stage Galerkin process can give errors which are $O(h^3)$ for splines of order $m$ and quite general differential operators. A Petrov-Galerkin method is derived for $a(x) = a(x)$ which is accurate and stable.

SECURITY CLASSIFICATION OF THIS PAGE (When Data Entered): UNCLASSIFIED

DECLASSIFICATION/DOWNGRADING SCHEDULE: UNCLASSIFIED