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**Abstract:**

The coherent combination of several, single mode lasers can produce a field similar to that of a mode-locked laser but with more flexibility. The field for a quasi-monochromatic wave is considered a complex, coherence separable random process. The ensemble mean and covariance are determined for the case of a temporally stabilized amplitude and a temporal phase that with the appropriate assumptions is a stationary, gaussian random process. Mean fields are used (continued on reverse)
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throughout as the signals of interest. The Huygens-Fresnel principle is used to investigate the field properties in the Fraunhofer region for two cases. The first case is for N beams superimposed with optical axes coincident. With appropriate assumptions, the performance of such a system is determined from the ambiguity function. Range measurement precision is found to be proportional to \(1/\sqrt{N \Delta f}\) where \(\Delta f\) is the frequency difference between adjacent lasers. Velocity measurement precision is found to be proportional to \(1/(N \Delta f)^{1/2}\). The second case is for N beams in a linear array. The far field result is a scanning beam that in certain cases can be steered. Aperiodic arrays are considered in an effort to reduce grating lobes. An array of about 1000 lasers is needed for reasonably low side lobes.

Some generalized results are presented for the effects of misalignment of the lasers. In addition, the effects of the random phases of the lasers are considered, and the time-space dual nature of the results is discussed.
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Definition of Symbols

A  Field amplitude, sometimes indexed, always deterministic
a, b Real and imaginary parts of \( q \)
B  Power ratio of threshold level to theoretical average side lobe level
D, d Element spacings in an array, sometimes indexed, may be deterministic or random
E  Energy of signal \( s(t) \)
\( F_{xy}( ) \) Two dimensional Fourier transform on the variables \( x, y \)
\( f_i \) Frequency offset of \( i \)th laser
\( \Delta f \) Constant frequency offset
\( f_0 \) Optical frequency
\( f_s \) Scan frequency (rate)
g Scale factor for linear frequency modulation
h Peak spatial side lobe level with respect to the main beam
k Propagation constant, \( \frac{2\pi}{\lambda} \) (\( k \) is sometimes used as an index)
L Length of laser array
m Number of pulses
n Array parameter
N Number of lasers
\( N_0 \) Twice the height of the power spectral density of white noise
\( \phi_i \) Misalignment angle of optic axis for the \( i \)th laser
\( P(x_1,y_1) \) Phase factor from the Huygens-Fresnel principle
q Logarithm (base 10) of \( L \) in wavelengths
\( \tilde{q} \) Complex radius of curvature of gaussian spherical wave
\[ r \] Scale factor that determines the size of the scan sector

\[ R \] Radius of curvature of the phase front of a gaussian spherical wave

\[ R(t) \] Correlation of a random process, may be subscripted to indicate the particular process

\[ s(t) \] Signal of interest

\[ S(f) \] Fourier transform of \( s(t) \)

\[ t_p \] Temporal null-to-null pulse width

\[ T_p \] Temporal pulse recurrence interval

\[ T_c \] Coherence time of \( \phi(t) \)

\[ U_0 \] Field at output of laser

\[ U_{0s} \] Spatial part of \( U_0 \)

\[ U_1 \] Field at \( z_1 \)

\[ U_{1s} \] Spatial part of \( U_1 \)

\[ w \] Spot size of gaussian spherical wave

\[ w_1 \] Spot size at \( z_1 \)

\[ x_p \] Spatial null-to-null pulse width

\[ x_p \] Spatial period

\[ z \] Argument for \( z \) transforms

\[ z_1 \] Distance beam propagates in \( z \) direction (no relation to \( z \) transforms)

\[ \alpha_x, \alpha_y \] Phase angles

\[ \beta \] Confidence level of \( B \)

\[ \gamma \] RMS bandwidth of \( s(t) \)

\[ \delta \] RMS duration of \( s(t) \) (no relation to the Dirac delta function)

\[ \varepsilon \] Difference between random variable and its mean

\[ \zeta \] Beam angle in plane of array

\[ \eta \] Attenuation due to \( \sigma \)
\begin{tabular}{ll}
\(\theta\) & Phase angle, sometimes indexed, always deterministic \\
\(\lambda\) & Wavelength \\
\(\nu\) & Doppler shift (frequency) \\
\(\sigma^2\) & Variance of a random quantity which is determined by a subscript, may be indexed \\
\(\tau\) & Time difference, \(t - t'\) \\
\(\phi(t)\) & Phase angle, always a random process, sometimes indexed \\
\(\phi\) & Characteristic function, sometimes subscripted \\
\(\chi\) & Ambiguity function (a two dimensional correlation) \\
\(\psi\) & Angle off of array normal \\
\(\omega\) & Angular frequency \\
\end{tabular}
Abstract

The coherent combination of several, single mode lasers can produce a field similar to that of a mode-locked laser but with more flexibility. The field for a quasi-monochromatic wave is considered a complex, coherence separable random process. The ensemble mean and covariance are determined for the case of a temporally stabilized amplitude and a temporal phase that with the appropriate assumptions is a stationary, gaussian random process. Mean fields are used throughout as the "signals" of interest. The Huygens-Fresnel principle is used to investigate the field properties in the Fraunhofer region for two cases. The first case is for \( N \) beams superimposed with optical axes coincident. With appropriate assumptions, the performance of such a system is determined from the ambiguity function. Range measurement precision is found to be proportional to \( \frac{1}{\sqrt{N^2 \Delta f}} \) where \( \Delta f \) is the frequency difference between adjacent lasers. Velocity measurement precision is found to be proportional to \( \sqrt{N \Delta f^3} \). The second case is for \( N \) beams in a linear array. The far field result is a scanning beam that in certain cases can be steered. Aperiodic arrays are considered in an effort to reduce grating lobes. An array of about 1000 lasers is needed for reasonably low side lobes.

Some generalized results are presented for the effects of misalignment of the lasers. In addition, the effects of the random phases of the lasers are considered, and the time-space dual nature of the results is discussed.
FIELD PROPERTIES OF MULTIPLE, 
COHERENTLY COMBINED LASERS

I. Introduction

The uses of laser systems in industry, medicine, the scientific community, and the military have been growing steadily in the past few years. Many applications have utilized lasers that are scanned or pointed, have high peak powers, and are modulated. The military, for example, is developing lasers for possible use in ranging systems, target designators, terrain mapping systems, and fire control systems. One of the types of laser used belongs to the general class of mode-locked lasers.

Background

Mode-locking of an inhomogeneously broadened laser is often done in applications that require very short pulses and high peak powers. An inhomogeneously broadened laser typically oscillates at several longitudinal modes. The modes are at frequencies that are separated by an amount that is inversely proportional to the length of the cavity (Ref 33:348-352, 365). Generally, these modes have random phases with respect to each other (relative phases) and the resultant total laser output power is proportional to the number of modes. If, however, the individual modes maintain a constant relative phase, the laser output power is
periodic with a period proportional to the cavity length, and
the output peak power is now proportional to the square of
the number of modes (Ref 39:256-262).

Unfortunately, since the pulse properties of the mode-
locked laser are determined essentially by the cavity length,
variations in pulse format are not easily accomplished. To
obtain more flexibility, it seems reasonable to consider
combining the outputs of several, single mode lasers. In
this case, the phase, frequency, and amplitude of each laser
can be chosen to synthesize desirable combined beam prop-
erties. If the frequency difference between any two lasers is
an integer multiple of a constant frequency offset and if
the fields are combined coherently, the result duplicates the
output of a mode-locked laser. Now, however, the frequency
offset can be varied over a much larger range than possible
with a mode-locked laser so that the pulse properties of the
combined beam can be chosen to meet more diverse require-
ments. The number of beams that are combined can also be
varied to change the output pulse width and amplitude. In
addition, the lasers could be separated in space, i.e. placed
in an array of some sort, so that spatial pulse properties
exist analogous to the temporal properties of the mode-
locked laser.

Analysis of the coherent combination problem has been
largely experimental and based only on deterministic models
of the individual laser outputs (Ref 1, 16, 17, 41). There
has also been some speculation on the applicability of a
"phased array" of lasers (Ref 7). Although these are necessary first steps, a more complete analytical approach which considers the instabilities of the various lasers and examines the resulting electromagnetic field distribution in the far field is needed.

Problem

This study will focus on two of the many aspects of this problem. First, the laser outputs will be modeled as stochastic processes, and the space-time electric field distribution of the far field will be determined. Second, performance criteria for potential applications will be determined and related not only to the characteristics of the lasers (such as frequency, phase, and spatial location), but also to the total number of lasers. The purpose of the study is to examine the effects of practical quantities such as coherence time, phase instabilities, number of lasers, and position inaccuracies on the far field beam pattern and to determine from a systems standpoint what types of signals can then be synthesized.

Scope and Assumptions

Although most of the calculations (except for specific numerical examples) will be generally applicable to any single mode laser, the underlying application will be for carbon dioxide (CO₂) lasers. In particular, the waveguide CO₂ laser possesses certain desirable characteristics (Ref 9): it is homogeneously broadened and therefore oscillates
at one frequency; it is tuneable over a large frequency bandwidth; as a CO₂ laser, it has a relatively long wavelength; and there is a convenient atmospheric "window" at the CO₂ wavelength of 10.6 microns. For simplicity, scalar fields will be used instead of vector fields, and the field descriptions will be classical (such as the treatments found in Ref 12:37-50; 14:11-26; and 4:10-36). Furthermore, the Huygens-Fresnel principle will be used to determine the far field patterns (Ref 4:370-375; 12:33-70), and a perfect channel (i.e. free space) will be assumed for propagation.

No attempt will be made to consider the problems of actually combining, phase locking, or controlling the phases of the individual beams as these topics are addressed in a related study.

The desired result is a first and second moment description of the field as a random process. The ensemble mean and covariance of the field will be considered as functions of time and space. The mean of the field will be used as the "signal" of interest for determining performance criteria and other results. The covariance will be a measure of how closely the actual results will approach the mean results and is similar to the mutual coherence functions described by other authors (Ref 4:499-518; 3:765; 21:235-242; 27:359-399; 29:784-789).

Signal detection and estimation will not be addressed in detail; desirable signal formats will be those which produce workable patterns within the constraints of the
stochastic far field model. One measure of performance will be the ambiguity function (Ref 6:59-105; 31:70-75) from which the Cramer-Rao lower bounds on a given signal's measurement precision of range and velocity can be determined. Another performance measure will be the beam quality as a function of laser position and phase variations. In addition, the far field beam pattern itself as a function of various time and space conditions will be an indication of the desirability of those conditions for certain applications.

**Approach**

The study is divided into three sections. The first section presents a statistical model of the individual laser modes. They are considered to be complex, coherence separable processes whose real and imaginary parts are identically distributed. For practical cases, the mode amplitudes are considered deterministic, and the randomness (laser instabilities) appears in the phase of each beam. The duality of time and space variations is shown as a general case when several beams are combined. Far field results are determined and the effects of physical limitations are studied. Finally, two general classes of combined beams are considered: the coaxial case, and the side-by-side array case. The means and covariances are determined for both cases, and some characteristics of the means are examined.

The second section considers the coaxial case in more detail. Coherent detection and a matched filter receiver are assumed, and the ambiguity function of the combined
field mean is determined. This shows explicitly the dependence of the measurement precision of the signal as a function of the number of lasers, the frequency differences between lasers, and the relative phases of the lasers. Potential applications for ranging, velocity measurement, and both are considered in light of the performance criteria.

The third section presents analytical results for various linear arrays. The scanning characteristics of the combined beam in the far field are studied. Pattern synthesis and other beam properties are related to the number of lasers and their position. In addition, aperiodic arrays and the statistics of random arrays are included in an attempt to reduce high side lobes.
II. Field Models

The optical fields used here will be described classically. Most generally, the field for a monochromatic linearly polarized wave may be written as

\[ u(x,y,z,t) = A(x,y,z,t)\cos(2\pi f_0 t - \phi(x,y,z,t)) \]

where \( u(x,y,z,t) \) is a scalar function representing either an electric or a magnetic field at position \( x, y, \) and \( z, \) and time \( t; A \) is the amplitude of the wave; \( \phi \) is the phase; and \( f_0 \) is the optical frequency. Typically, \( u \) is written

\[ u(x,y,z,t) = \text{Re}(U(x,y,z,t)\exp(-j2\pi f_0 t)) \]

where \( \text{Re} \) means "the real part of" and \( U(x,y,z,t) \) is a complex function called the complex envelope of \( u(x,y,z,t), \) where

\[ U(x,y,z,t) = A(x,y,z,t)\exp(j\phi(x,y,z,t)) \]

It is assumed that \( U \) is a complex random process whose real and imaginary parts are identically distributed and that \( z \) is the direction of propagation. The field, then, at any \( z \) is a function of \( x, y, \) and \( t \) and is designated by a numerical subscript on \( U, \) for example

\[ U(x, y, z_t, t) = U_0(x,y,t) \]

Output Field Model

\( U \) can now be written

\[ U(x,y,t) = A(x,y,t)\exp(j\phi(x,y,t)) \]
where the amplitude and phase are slowly varying random functions of time and space. For a single mode laser, the amplitude is usually considered spatially coherent for a given \( z \) and separable (Ref 3:768,770) so that

\[
A(x,y,t) = A_s(x,y)A(t)
\]

where \( A_s \) is the spatial dependence of the field amplitude and is generally considered to be known. (The last section will deal with results for \( x \) and \( y \) unknown.) \( A(t) \) is the randomness of the amplitude due mostly to spontaneous emission (Ref 3:765; 21:236). If the laser output is considered to be amplitude stabilized (Ref 2:32; 18:378; 28:2399; 29:784; and 33:63), then \( A(t) \) becomes a simple, non-random constant, \( A \), and the fluctuations of the laser light are primarily in phase (the effect of a random \( A_s(x,y) \) will be considered later). In addition, \( \phi(x,y,t) \) is also considered separable so that

\[
\phi(x,y,t) = \phi_s(x,y) + \phi(t)
\]

where \( \phi_s \) is the non-random spatial dependence of the phase of the field (the random case is treated later) and \( \phi(t) \) is the randomness of the phase that accounts for the line broadening of the laser. Therefore,

\[
U(x,y,t) = A\{A_s(x,y)\exp(j\phi_s(x,y))\}\exp(j\phi(t))
\]

\[
= A\ U_s(x,y) \exp(j\phi(t))
\]

(1)
It is assumed that the single mode lasers discussed here operate in the $\text{TEM}_{\infty}^0$ mode so that the spatial part of the field, $U_s(x,y)$, has the form of a gaussian spherical wave,

$$U_s(x,y) = \sqrt{\frac{2}{\pi}} \frac{1}{W} \exp \left[-j \frac{\pi}{\lambda} \frac{x^2 + y^2}{R} \right] \exp \left[-\frac{x^2 + y^2}{w^2} \right]$$ (2)

where $\sqrt{\frac{2}{\pi}} \frac{1}{W}$ is a normalizing factor for unit power flow (i.e. $\int \int |U_s|^2 \, dx\,dy = 1$), $R$ is the radius of the spherical wave phase front, and $w$ is the "spot size" of the gaussian amplitude distribution (equivalent to the $e^{-1}$ point or $\sqrt{2}$ times the standard deviation of a gaussian curve) (Ref. 33:307).

**Single Beam.** From Eqs (1) and (2) for the output of a single laser at some initial plane in front of the laser output mirror,

$$U_0(x,y,t) = \sqrt{\frac{2}{\pi}} \frac{1}{W} \exp \left[-j \frac{\pi}{\lambda q} (x^2 + y^2) \right] A \exp \left[ j (\theta + \phi(t)) \right]$$ (3)

where $q$ is the complex radius of curvature defined by

$$\frac{1}{q} = \frac{1}{R} - j \frac{\lambda}{\pi w^2}$$ (4)

and $\phi$ has been added as an arbitrary phase angle. This phase angle is considered a controllable parameter (it could be a function of time) which will prove useful later on. $A$ is also assumed to be a controllable quantity.

The random phase of a free-running laser is ultimately
a result of spontaneous emission and quantum noise. These noise sources cause the phase to be a stochastic process known as a random walk (Ref 18:370-371; 34:181). It is well known that such a process can be described as a Wiener-Lévy process (sometimes called Brownian motion) that is zero mean, gaussian, and non-stationary. Therefore, using known results for the characteristic function of a gaussian random variable (Ref 26:254,474-510),

\[ E[U_0(x,y,t)] = \text{AU}_0(x,y)E\left[\exp\{j(\theta+\phi(t))\}\right] \]

\[ = \text{AU}_0(x,y)e^{j\theta - \frac{\sigma^2(t)}{2}} \]  \hspace{1cm} (5)

where \( E(\cdot) \) means to compute the ensemble mean or expected value of the quantity in brackets, and \( \sigma^2(t) \) is the variance of the random process \( \phi(t) \). If \( n(t) \) is a white noise process that is zero mean, gaussian, and stationary then the Weiner process, \( \phi(t) \) can be written (Ref 26:502),

\[ \phi(t) = \int_{0}^{t} n(u)du \]

If \( \alpha \) is the height of the power spectral density of \( n(t) \), then the variance of \( \phi(t) \) is,

\[ \sigma^2(t) = \alpha t \]  \hspace{1cm} (5a)

Therefore, the mean of \( U_0 \) in Eq (5) goes to zero as \( t \) increases.
The correlation of $U_0$ now becomes

$$E(U_0(x,y,t)U_0^*(x',y',t'))$$

$$= E\left[ A U_{0S}(x,y) \exp\{j(\phi(t))\} A U_{0S}^*(x',y') \exp\{-j(\phi(t))\} \right]$$

$$= A^2 U_{0S}(x,y) U_{0S}^*(x',y') \left[ \exp\{j(\phi(t)-\phi(t'))\} \right]$$

$$= A^2 U_{0S}(x,y) U_{0S}^*(x',y') \left[ - \frac{\sigma^2_{\Delta}(t,t')}{2} \right]$$

$$= A^2 U_{0S}(x,y) U_{0S}^*(x',y') \left[ - \frac{\alpha}{2} |t-t'| \right] \quad (6)$$

where $\sigma^2_{\Delta}$ is the variance of the gaussian random process

$$\Delta \phi(t,t') = \phi(t) - \phi(t') \quad (7)$$

and $- \frac{\sigma^2_{\Delta}}{2} = - \frac{\alpha}{2} |t-t'|$ (Ref 8:139, 26:476, 502). Now the correlation of $U_0$ in Eq (6) is stationary even though the phase $\phi(t)$ itself is not.

**Multi-Beam (Coaxial).** Figure 1 (on the next page) shows the case where $N$ beams are combined coaxially. No consideration is given here to how the beams are combined. Since this investigation was motivated by a mode-locked laser, each mode can be modeled by a single mode laser with a frequency offset, so that a frequency term is added to the time dependent part of Eq (3),

$$U_0(x,y,t) = U_{0S}(x,y) \sum_{i=0}^{N-1} A_i \exp\{j(2\pi f_i t + \theta_i + \phi_i(t))\} \quad (8)$$
where $f_i$ is the (controllable) frequency spacing between adjacent spectral components of $U_0$. The number of lasers, $N$, that are used is only limited by the total bandwidth, $\sum_{i=0}^{N-1} f_i$, since the total bandwidth must be less than or equal to the gain line width of the lasers being used. In general, $f_i$ could have an additive random component, but this will be ignored here for simplicity. It is also assumed that the $\phi_i(t)$ are statistically independent. Therefore, as with Eqs (3) and (5),

$$E(U_0(x,y,t)) = U_{0s}(x,y) \sum_i A_i \exp\left[j(2\pi f_i t + \theta_i) - \frac{\sigma_i^2(t)}{2}\right]$$  (9)
where \( \sigma_i^2(t) = \alpha_i t \) is the variance of the phase of the \( i \)th beam. This might be called an "open loop" expression (similar to Eq (5)) in that \( A_i \), \( f_i \), and \( \theta_i \) are deterministic and unrelated to \( \phi_i(t) \), i.e. there is no attempt to use measurement dependent feedback to compensate for \( \phi_i(t) \). The covariance of \( U_0 \) is

\[
\text{Cov}(U_0, U_0^\ast) = E(U_0(x,y,t)U_0^\ast(x',y',t')) - E(U_0(x,y,t))E(U_0^\ast(x',y',t'))
\]

\[
= U_0(x,y)U_0^\ast(x',y') \sum_i A_i^2 \exp(j2\pi f_i(t-t'))
\]

\[
\{ \exp\left[\frac{-\alpha_i}{2}|t-t'|\right] - \exp\left[\frac{-\alpha_i}{2}(t+t')\right] \}
\]

(10)

Although the covariance is non-stationary (since the mean of \( \phi(t) \) is non-stationary), the last term in Eq (10) goes to zero quickly with \( t \) and \( t' \) and the covariance is quasi-stationary. The mean of the field in Eq (9) behaves as in Eq (5), and the covariance of \( U_0 \) in Eq (10) varies with the statistics of \( \phi_i(t) \) similar to Eq (6).

It is possible to continue using the non-stationary statistics of the free-running phase \( \phi_i(t) \) as is done in Eqs (9) and (10). However, this will render the results unusable for certain applications (notably the ambiguity function in the next section). In addition, there is presently no known way to measure such field quantities directly. Therefore, the following assumptions will be made: First, the mean of the field (as opposed to the field intensity)
will be considered the signal of interest. Second, it will be required that for the field of any laser to be observed at any point in space or time, it must be coherently detected. This necessitates a receiver structure as shown in Fig. 2.

In general, with no control, the phase of the detected signal would be proportional to \( \phi_i(t) - \phi_0(t) \). Since both are independent Wiener processes, their difference is also a Wiener process. However, if the control is used, then the local oscillator phase \( \phi_0(t) \) becomes a function of a measurement made by the closed loop receiver. This measurement is, in turn, a function of the phase difference \( \phi_i(t) - \phi_0(t) \). Therefore, \( \phi_0(t) \) is no longer independent of \( \phi_i(t) \). If the

Fig. 2. Coherent (Heterodyne) Detection of a Field
control apparatus is properly designed, the phase difference \( \phi_i(t) - \phi_0(t) \) will be a stationary process since the control mechanism is tracking the temporal variations of the differential phases, i.e. \( \phi_0(t) \) is nearly locked to \( \phi_i(t) \). (This assumption is often made implicitly; see, for example, Ref 21: 237; 24:78,85.) In an absolute sense the two phases are still proceeding in a random walk manner, however, the receiver is only observing the difference between the two phases, and this difference can be controlled arbitrarily well in theory. It is not generally possible to make \( \phi_0(t) \) precisely equal to \( \phi_i(t) \) thereby making the observed signal totally non-random. Thus, the receiver of Fig. 2 usually produces non-exact or noisy phase control, wherein some, but not all, of the received field's instabilities are compensated.

For the multi-beam case in Eq (8), when the field is to be observed, a receiver such as the one illustrated by Fig. 2 must be used to coherently detect the signal. To simplify matters Eq (8) can be rewritten in terms of measurable field quantities as

\[
U_0(x,y,t) = U_{\delta S} (x,y) \sum_{i=0}^{N-1} A_i \exp\{j(2\pi f_i t + \theta_i + \phi_i(t) - \phi_0(t))\}
\]

\[
= U_{\delta S} (x,y) \sum_{i=0}^{N-1} A_i \exp\{j(2\pi f_i t + \theta_i + \phi_i'(t))\} \quad (11)
\]
where $\phi_i(t)$ is defined to be the difference between the phase of the reference laser, $\phi_0(t)$, and the phase of the $i$th laser. If the phase of each laser is locked to the reference (similar to Fig. 2) then each of the $\phi_i(t)$ in Eq (11) can be considered stationary. The use of a phase locked loop as a control mechanism will invariably change the gaussian random process $\phi_i(t)$ into a non-gaussian process $\phi_i^*(t)$ such that $E(\exp\{j\phi_i^*(t)\})$ is not necessarily $\exp\left(-\frac{\sigma_i^2}{2}\right)$ and the $\phi_i^*(t)$ are not necessarily independent. Nevertheless, for the case of a strong signal, i.e. for a phase locked loop with a high signal-to-noise ratio, the $\phi_i^*(t)$ may be modeled as independent gaussian random processes (Ref 38:86-92).

Since all of the lasers are now locked temporally to the phase of the local oscillator, the phase of the signal of interest becomes the controlled phase differences between the individual lasers and the local oscillator, and it is stationary. Hence the random walk nature of the phase of a free-running laser (or lasers) will always be transparent as far as any results derived from Eqs (8) or (11) are concerned. By definition, then, Eq (8) will be understood to have $\phi_i(t) (=\phi_i^*(t))$ that are zero mean, stationary, independent, gaussian random processes when observed in the required manner (Fig.2). The mean of the field now becomes

$$E(U_0(x,y,t)) = U_0 s(x,y) \sum_i A_i \exp\left[j\{2\pi f_i t + \theta_i\} - \frac{\sigma_i^2}{2}\right]$$  (12)
where the variance, $\sigma^2_i$, is a constant, and the covariance of $U_0$ becomes

$$\text{Cov}(U_0, U_0') = U_{0S}(x,y)U_{0S}^*(x',y') \sum_{i} A_i^2 \exp[j2\pi f_i(t-t')] \left\{ \exp(-\sigma^2_i) \left( \exp(R\phi_i(\tau))-1 \right) \right\}$$

(13)

where $R\phi_i(\tau)$ is the correlation function of $\phi_i(t)$ and depends only on $\tau = t-t'$. Now, $\sigma^2_i$ is a measure of how well the $i$th laser's phase is controlled. The degree of control necessary can be calculated based on system requirements (this will be done later). It should be noted that although Eqs (12) and (13) are apparently statistics of the field of interest, they are technically the statistics of the product of the field of interest and the field of the local oscillator in the required receiver. Since this assumption is always made, however, explicit use of the local oscillator field will not be used.

**Multi-Beam (Array).** It may not be possible or desirable for physical or economic reasons to combine the individual laser beams coaxially. In this case the lasers may be aligned side-by-side in a one or two dimensional array similar to the antennas in a phased array radar (Ref 7:1103).

Figure 3 (on the next page) illustrates a rectangular array where $D_{ik}$ is the (center-to-center) spacing in the $x$ direction, $d_{ik}$ is the spacing in the $y$ direction, and $D_{ik}$ and $d_{ik}$ are larger than the spot size, $w$, for all $i$ and $k$. Now, as shown in Eq (14) on the next page, the field becomes
Fig. 3. Front View of Laser Array

\[
U_0(x, y, t) = \sum_{i=0}^{n-1} \sum_{k=0}^{m-1} U_0(x + D_{ik}, y + d_{ik}) A_{ik} \exp\{j(2\pi f_{ik} t + \theta_{ik} + \phi_{ik}(t))\} \tag{14}
\]

where \(mn = N\). The lasers could be arranged in a circle, spiral, or any other geometrical shape, but for simplicity the array is considered rectangular unless otherwise noted. Essentially Eq (14) is the same as Eq (8) except that the spatial term is included within the summation. Similarly, the mean of the field is,
\[ E(U_0(x,y,t)) = \sum \sum U_{0s}(x+D_{ik}, y+d_{ik}) A_{ik} \]
\[ \exp\left[j(2\pi f_{ik} t + \theta_{ik}) - \frac{\sigma_{ik}^2}{2}\right] \]  \hfill (15)

and the covariance of \( U_0 \) is

\[ \text{Cov}(U_0, U_0) = \sum \sum U_{0s}(x+D_{ik}, y+d_{ik}) U_{0s}^*(x'+D_{ik}, y'+d_{ik}) A_{ik}^2 \]
\[ \{\exp[j2\pi f_{ik}(t-t')]\} \{\exp[-\sigma_{ik}^2(\exp(R_{\phi_{ik}^2}(\tau)) - 1)\} \]  \hfill (16)

Since the spatial and temporal parts of the field have been assumed to be separate, the mean and covariance of the field in Eqs (15) and (16) behave the same with respect to \( \phi_{ik}(t) \) as Eqs (12) and (13), i.e. only the spatial part of the field has been changed.

**Far Field Model**

The fields given in Eqs (3), (8), and (14) are now propagated through space by means of the well-known Huygens-Fresnel principle (Ref 4:370-375; 12:40-46). Interactions of the field with the atmosphere are not considered. In addition, the Fraunhofer condition (Ref 4:382-386; 12:61) is imposed since consideration is given here only for the far field. (Since the space and time parts of the fields are separate and the Huygens-Fresnel principle affects only the spatial function, the temporal results that will be determined, including the effects of the random process \( \phi_{i}(t) \), are unchanged by propagation through space. If desired, the
fields could be determined in the near field using the Fresnel condition as in Ref 4:382-383. However, with little loss of generality, the Fraunhofer condition is used here for simplicity.) A sufficient condition for the Fraunhofer case requires that

\[ z_1 \gg \frac{\pi(x^2+y^2)}{\lambda} \max \]  

(17)

This may be a rather stringent condition, for example, in the multi-beam array case where \((x+D_{ik})\max\) and \((y+d_{ik})\max\) may be on the order of 10 cm. Then if \(\lambda = 10.6\mu\), \(z_1\) must be about 600 m to be an order of magnitude larger than \(\frac{\pi(x^2+y^2)}{\lambda}\max\).

After propagating a distance \(z_1\) down the optical axis, the field becomes

\[ U_1(x_1,y_1,t) = \frac{1}{j\lambda z_1} \exp\left(jkz_1\right) \exp\left[j\frac{k}{2z_1}(x_1^2+y_1^2)\right] \int_{-\infty}^{\infty} U_0(x,y,t) \exp\left[-j\frac{2\pi}{\lambda z_1}(xx_1+yy_1)\right]dx dy \]

\[ = P(x_1,y_1) \mathcal{F}_{xy}(U_0(x,y,t)) \]  

(18)

where \(P(x_1,y_1)\) is just the phase factor-in front of the integral and \(\mathcal{F}_{xy}\) is the two dimensional (spatial) Fourier transform of \(U_0(x,y,t)\) on \(x\) and \(y\) (Ref 12:61). Although \(U_1\) is considered a function of the rectangular coordinates
x_1 and y_1, it is also a function of the spatial frequencies $f_x$ and $f_y$ where $f_x = (x_1)/(\lambda z_1)$ and $f_y = (y_1)/(\lambda z_1)$ in keeping with the nature of the Fourier transform. In the following discussions, $U_0(x,y,t)$ is not considered to have an explicit aperture function limiting its spatial extent at the laser output. As noted in Ref 33:312-313, a conservative aperture design for maximum power transmission makes the aperture size about 3w (where w is the spot size of the beam). The diffraction effects of this aperture on the beam profile are completely negligible, hence there is no explicit dependence of $U_1$ on the aperture. Any other desired aperture function may be used and $U_1$ would become simply (though perhaps tediously) the spatial convolution of the Fourier transforms of $U_0^s(x,y)$ and the desired aperture.

**Single Beam.** If the field of Eq (3) is used in Eq (18), the resulting far field for a single beam is

$$U_1(x_1,y_1,t) = P(x_1,y_1) \mathcal{F}_{xy}(U_0(x,y))A \exp\{j[\theta + \phi(t)]\}$$  \hspace{1cm} (19)

The mean of the far field becomes

$$E(U_1(x_1,y_1,t)) = P(x_1,y_1) \mathcal{F}_{xy}(U_0(x,y))A \exp\left[j\theta - \frac{\sigma^2}{2}\right]$$ \hspace{1cm} (20)

and the correlation becomes

$$E(U_1(x_1,y_1,t)U_1^*(x_1',y_1',t')) = P(x_1,y_1)P^*(x_1',y_1')U_0(x_1,y_1)$$

$$U_0^s(x_1',y_1')A^2 \exp\{-\sigma^2 + R\phi(\tau)\}$$ \hspace{1cm} (21)
where $U_{1s}(x_1,y_1) = F_{xy}(U_{0s}(x,y))$. For completeness

$$F_{xy}(U_{0s}(x,y)) = F_x(U_{0s}(x)) F_y(U_{0s}(y)) \tag{20}$$

$$= \frac{\sqrt{2}}{\pi} \frac{1}{w} F_x\left[\exp\left(-j \frac{\pi}{\lambda \tilde{q}} x^2\right) \right] F_y\left[\exp\left(-j \frac{\pi}{\lambda \tilde{q}} y^2\right) \right]$$

$$= \frac{\sqrt{2}}{\pi} \frac{-j \lambda \tilde{q}}{w} \exp\left[j \frac{\pi \tilde{q}}{\lambda z_1^2} (x_1^2+y_1^2)\right] \tag{22}$$

From Eq (20),

$$P(x_1,y_1) F_{xy}(U_{0s}(x,y))$$

$$= -\frac{\sqrt{2}}{\pi} \frac{\tilde{q}}{w z_1} \exp\left(j \frac{\pi}{\lambda z_1^2} (\tilde{q}+z_1)(x_1^2+y_1^2)\right) \tag{23}$$

and from Eq (21),

$$P(x_1,y_1) P^*(x_1',y_1') U_{1s}(x_1,y_1) U^*_1(x_1',y_1')$$

$$= \frac{2 \tilde{q} \tilde{q}^*}{\pi w^2 z_1^2} \exp\left\{j \frac{\pi}{\lambda z_1^2} ((\tilde{q}+z_1)(x_1^2+y_1^2)-(\tilde{q}^*+z_1)(x_1'^2+y_1'^2))\right\} \tag{24}$$

The intensity of this single beam in the far field is

$$I_1 = U_1(x_1,y_1,t) U^*_1(x_1,y_1,t)$$

$$= \frac{2(a^2+b^2)}{\pi w^2 z_1^2} A^2 \exp\left[-\frac{2\pi b^2}{\lambda z_1^2} (x_1^2+y_1^2)\right] \tag{25}$$

where from Eq (4) $\tilde{q}$ has the form $a + jb$ where
and in the far field case $R = z_i$. In Eq (25) the far field intensity of the single beam is completely deterministic since so far the randomness has been assumed to be only in phase.

**Multi-Beam (Coaxial).** Again, the extension can be made to sum $N$ beams and the far field now shows some interesting properties. $U_1(x_1, y_1, t)$ in this case can be determined either by adding $N$ versions of Eq (19) with the appropriate addition of a frequency offset, $f_1$, or by applying the Huygens-Fresnel principle to Eq (8). The same result is obtained in either case,

$$U_1(x_1, y_1, t) = P(x_1, y_1) U_{1s}(x_1, y_1) \prod_{i} A_i \exp\{j[2\pi f_1 t + \phi_i(t)]\} \tag{26}$$

The mean of this far field is

$$E(U_1(x_1, y_1, t)) = P(x_1, y_1) U_{1s}(x_1, y_1) \prod_{i} A_i \exp\left\{j(2\pi f_1 t + \theta_i) - \frac{\alpha_i^2}{2}\right\} \tag{27}$$

The covariance is

$$\text{Cov}(U_1, U_i) = P(x_1, y_1) P^*(x_i^*, y_i^*) U_{1s}(x_1, y_1) U_{i\text{s}}^*(x_i^*, y_i^*) \prod_{i} A_i^2 \exp\{j2\pi f_1 (t-t^*)\} \{\exp(-\alpha_i^2) (\exp(\text{R}_{f_i}(\tau)) - 1)\} \tag{28}$$
The intensity of this far field is not deterministic as it was for a single beam in Eq (25) because of the cross terms between beams. The mean of the intensity is

\[
E(I_1) = \frac{2(a^2+b^2)}{\pi w^2 z_1} \exp \left( - \frac{2\pi b}{\lambda z_1} (x_1^2+y_1^2) \right) \left[ \sum_{i=0}^{N_1-1} A_i^2 + \sum_{k=0}^{N_2-1} A_k^2 \right] \exp \left( j \left( 2\pi (f_i - f_k) t + (\theta_i - \theta_k) \right) - \frac{\sigma_i^2 + \sigma_k^2}{2} \right)
\] (29)

This is a somewhat formidable expression, but some minor simplifying assumptions later will make it more useful.

Examination of the mean in Eq (27) yields some interesting results. It is reasonable to assume that although the \( \phi_i(t) \) are independent, the \( \sigma_i^2 \) are certainly similar if not identical. This is because of the nature of the noise sources producing the random phase fluctuations, because of the similarity of the phase locked loops, and because all of the lasers are assumed to be of the same type and construction. Also, since the \( A_i \) are controllable, they are assumed to be the same for convenience. Therefore, Eq (27) becomes

\[
E(U_1(x_1,y_1,t)) = P(x_1,y_1) U_{1s}(x_1,y_1) A \exp \left( - \frac{\sigma_i^2}{2} \right) \sum \exp \left( j \left( 2\pi f_i t + \theta_i \right) \right)
\] (30)

At this point some assumptions must be made for \( f_i \) and \( \theta_i \) so that a closed form solution can be obtained. If the frequencies between the lasers are all the same (as in a
mode-locked laser) then \( f_i = i \Delta f \) where \( \Delta f \) is the constant frequency spacing. A similar assumption can be made for \( \theta_i \), but the results will not be affected in any significant or useful manner, so \( \theta_i \) is considered zero. Now, Eq (30) becomes

\[
\mathbb{E}(U_1(x_1,y_1,t)) = P(x_1,y_1) U_1 g(x_1,y_1) \exp \left[ -\frac{\sigma^2}{2} + j \frac{(N-1)}{2} 2\pi \Delta ft \right] \frac{\sin N \pi \Delta ft}{\sin \pi \Delta ft} \tag{31}
\]

The \((\sin Nx)/(\sin x)\) term in Eq (31) (the typical result of a mode-locked laser as in Ref 39:131) is a pulse train in time as shown in Fig. 4. The pulses have a null-to-null pulse width of

\[
t_p = \frac{2}{N \Delta f} \tag{32}
\]

and a pulse recurrence interval (pulse rate) of

\[
T_p = \frac{1}{\Delta f} \tag{33}
\]
For the waveguide CO₂ laser (whose gain line width is about 700 MHz), NΔf must be less than or equal to 700 MHz. Therefore the minimum achievable pulse width, tᵣ, is about 3 nsec. Tᵣ depends on Δf which is limited by the total number of lasers used. The peak amplitude of the (sin Nx)/(sin x) function at each Tᵣ is just N as expected for coherent superposition of N sources. The pulse width and pulse rate both depend on N and Δf which are assumed to be under the operator's control. Eq (31) also shows that the apparent frequency of the field is changed to the optical frequency f₀ minus (N⁻¹/₂)Δf. Ref 41 reports experimental results of Eq (31).

If the assumptions for Eq (31) are applied to the intensity then the series terms in Eq (29) become

\[ \sum A_i^2 = A^2 N \]

and

\[ \sum \sum A_i A_k \exp\{j[2\pi (f_i-f_k) t + (\theta_i - \theta_k)] - \frac{\sigma_i^2 + \sigma_k^2}{2}\} \]
\[ = A^2 \exp(-\sigma^2) \sum \sum \exp[j(i-k)2\pi\Delta ft] \]
\[ = A^2 \exp(-\sigma^2) \sum (N-i) (\exp[j2\pi\Delta ft] + \exp[-j2\pi\Delta ft]) \]
\[ = A^2 \exp(-\sigma^2) \{2(N-i) \cos(i(2\pi\Delta ft)) \}
\[ = A^2 \exp(-\sigma^2) \left\{ \frac{1 - \cos N2\pi\Delta ft}{2 \sin^2 \pi\Delta ft} - N \right\} \]
\[ = A^2 \exp(-\sigma^2) \left\{ \left( \frac{\sin N\pi\Delta ft}{\sin \pi\Delta ft} \right)^2 - N \right\} \]

26
(See Ref 22:104-105 for series sums.) Therefore,

\[
E(I_1) = \frac{2(a^2+b^2)}{\pi w^2 z_1^2} \exp \left( \frac{2\pi b}{\lambda z_1^2} (x_1^2+y_1^2) \right) A^2 \\
\left( (1-\exp(-\sigma^2))N+ \exp(-\sigma^2) \left( \frac{\sin N\pi \Delta t}{\sin \pi \Delta t} \right)^2 \right) 
\]

(34)

If \( \sigma^2 \rightarrow \infty \), \( \exp(-\sigma^2) \rightarrow 0 \) and \( E(I_1) \) becomes a constant with respect to time. This is equivalent to the result of a multi-mode laser with no mode-locking. If \( \sigma^2 \rightarrow 0 \), \( \exp(-\sigma^2) \rightarrow 1 \) and \( E(I_1) \) is a pulse train, i.e. \( E(I_1)+|E(U_1(x_1,y_1,t))|^2 \) for \( \sigma^2 \rightarrow 0 \). This is equivalent to a mode-locked laser output.

The random phase fluctuations \( \phi_i(t) \) simply cause the amplitude of the mean of the field in Eq (31) to be reduced by \( \exp(-\frac{\sigma^2}{2}) \). As the variations in \( \phi_i(t) \) become larger, the amplitude of the pulses in the far field becomes smaller.

From this relation, the degree of control of the phases of the lasers can be calculated. If the desired maximum attenuation is \( \eta \), then

\[
\sigma = \sqrt{-2 \ln \eta} 
\]

(35)

For example, if \( \eta \) is desired to be no larger than 1 db (about 0.80) then \( \sigma \) must be about 0.67 rad. Similarly, for phase control on the order of 1 rad, \( \eta \) is about 50%. The effect of \( \phi_i(t) \) becomes even clearer upon examination of the total power flow through the \( z = z_1 \) plane. The mean power flow is

\[
E(\text{Power}) = \mathbb{E} \left[ \iint |U_1(x_1,y_1,t)|^2 \, dx_1 \, dy_1 \right] 
\]
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\[ E(\text{Power}) = \iint E(I_1) \, dx_1 \, dy_1 \]

Since \( U_\omega (x, y) \) is already normalized for unit power flow (Eq (2)) and the Huygens-Fresnel principle merely changes the distribution of the power, not the amount, the mean power is

\[ E(\text{Power}) = A^2 \left( (1 - \exp(-\sigma^2))N + \exp(-\sigma^2) \frac{\sin N\pi Aft}{\sin \pi Aft} \right)^2 \]

Therefore, at \( t = 0 \) (pulse peak) and for \( A = 1 \),

\[ E(\text{Power}) = (1 - \exp(-\sigma^2))N + \exp(-\sigma^2)N^2 \quad (36) \]

As \( \sigma^2 \to \infty \), \( E(\text{Power}) \) approaches \( N \) (incoherent superposition) and as \( \sigma^2 \to 0 \), \( E(\text{Power}) \) approaches \( N^2 \) (coherent superposition).

It is also instructive to examine the behavior of the covariance of \( U_1 \) in Eq (28). For \( \sigma_1 = \sigma \),

\[ \text{Cov}(U_1, U_1) \propto \exp(-\sigma^2)(\exp(R\phi(\tau)) - 1) \quad (37) \]

The general characteristics of \( R\phi(\tau) \) are that \( R\phi(0) = \sigma^2 \) and that \( R\phi(\tau) = R\phi(-\tau), R\phi(0) \geq |R\phi(\tau)| \), and generally \( R\phi(\tau) \to 0 \) as \( \tau \to \infty \) (since \( \phi_i(\tau) \) are zero mean processes) (Ref 23:126; 26:336-338). At \( \tau = 0 \), the covariance of \( U_1 \) becomes the variance, \( \sigma^2_{U_1} \), of \( U_1 \) and

\[ \sigma^2_{U_1} \propto 1 - \exp(-\sigma^2) \quad (38) \]

By the Chebyshev inequality (Ref 26:150) the probability that a random variable differs from its mean by more than an amount \( \varepsilon \) is less than or equal to its variance divided by \( \varepsilon^2 \).
Therefore,
\[
\text{Pr}(\mid U_1-E(U_1)\mid > \epsilon) \leq \frac{\sigma^2}{\epsilon^2} \leq \frac{1-\exp\left(-\sigma^2/\epsilon^2\right)}{\epsilon^2}
\]

Now as \( \sigma^2 \to 0 \), \( \text{Pr}(\mid U_1-E(U_1)\mid > \epsilon) \) approaches zero, and \( U_1 \) is equal to its mean with probability one, i.e. the smaller the variance of \( \phi(t) \), the more closely the field approaches its mean in Eq (27).

As \( \tau \to \infty \), the two sample functions \( \phi(t) \) and \( \phi(t') \) become more and more uncorrelated. Typically, \( R_{\phi}(\tau) = 0 \) for all \( \tau > T_C \) where \( T_C \) is called the coherence time of the process \( \phi(t) \). For time differences \( \tau \) larger than the coherence time, the phases at the two times are uncorrelated. From Eq (37), \( \tau > T_C \) implies that

\[
\text{Cov}(U_1, U_1') = 0
\]

i.e. the coherence time of the phase \( \phi(t) \) is the coherence time of the field \( U_1 \). In general, \( \text{Cov}(U_1, U_1') \) will decrease faster with \( \tau \) than will \( R_{\phi}(\tau) \) so that the effective coherence time of \( U_1 \) may be less than that for \( \phi(t) \), however, this is less true as \( \sigma^2 \to 0 \) (Ref 13:66). The coherence length of the field is related to the coherence time by the speed of light. (A longer coherence time implies a greater coherence distance.) Therefore, field points separated by times (distances) greater than the coherence time (distance) are uncorrelated.

One further comment on Eq (27) concerns the beam waist. Since the individual beams are added coaxially, the waist of
the total beam propagates as the waist of any single beam. Therefore, the waist \( w_1 \) at a distance \( z_1 \) is

\[
w_1 = \frac{\lambda z_1}{\pi w}
\]

(39)

where \( w \) is the waist at \( z = z_0 \) (Eq (2)), and the far field here implies \( z_1 \gg \frac{\pi w^2}{\lambda} \) (Ref 33:308). For example, if \( w = 1 \) mm and \( \lambda = 10.6 \) \( \mu \)m, then \( z \gg 0.3 \) m which is a much less stringent condition than the Fraunhofer condition of Eq (17). Therefore, Eq (39) is essentially an equality when the Fraunhofer condition is met.

**Multi-Beam (Array).** For this case, Eq (26) becomes

\[
U_1(x_1,y_1,t) = \sum_i \sum_k P(x_1,y_1) \mathcal{F}_{xy}(U_0 s(x+D_{ik},y+d_{ik})) A_{ik} \exp\{j(2\pi f_{ik} t + \theta_{ik} + \phi_{ik}(t))\}
\]

(40)

where as in Eq (14), \( mn = N \). As in Eq (22),

\[
\mathcal{F}_{xy}(U_0 s(x+D_{ik},y+d_{ik}))
\]

\[
= \mathcal{F}_x(U_0 s(x+D_{ik})) \mathcal{F}_y(U_0 s(y+d_{ik}))
\]

\[
= \exp\left[j\left(\frac{2\pi}{\lambda z_1} x_1 D_{ik}\right)\right] \mathcal{F}_x(U_0 s(x)) \exp\left[j\left(\frac{2\pi}{\lambda z_1} y_1 d_{ik}\right)\right] \mathcal{F}_y(U_0 s(y))
\]

\[
= \sqrt{\frac{2}{\pi}} \frac{-i\lambda q}{w} \exp\left[j\left(\frac{\pi q}{\lambda z_1} (x_1^2 + y_1^2) + \frac{2\pi}{\lambda z_1} (D_{ik} x_1 + d_{ik} y_1)\right)\right]
\]

(41)

where the shifting theorem of Fourier transforms has been used (Ref 12:9; 27:65). Now Eq (40) can be written
\[ U_1(x_1,y_1,t) = P(x_1,y_1)U_{1s}(x_1,y_1) \sum_{\mathbf{i}k} A_{\mathbf{ik}} \]
\[ \exp\{j[2\pi f_{\mathbf{ik}}t_s + \theta_{\mathbf{ik}} + \phi_{\mathbf{ik}}(t)]\} \]  

This is identical to Eq (26), the field for the multi-beam coaxial case, except for \( t_s \) where \( t_s \) is dependent on time and space,

\[ t_s = t + \frac{D_{\mathbf{ik}}x_1}{f_{\mathbf{ik}}\lambda z_1} + \frac{d_{\mathbf{ik}}y_1}{f_{\mathbf{ik}}\lambda z_1} \]  

(43)

The mean of this field is similar to Eq (27)

\[ E(U_1(x_1,y_1,t)) = P(x_1,y_1)U_{1s}(x_1,y_1) \sum_{\mathbf{i}k} A_{\mathbf{ik}} \]
\[ \exp\left\{j\left(2\pi f_{\mathbf{ik}}t_s + \theta_{\mathbf{ik}} - \frac{\sigma_{\mathbf{ik}}^2}{2}\right)\right\} \]  

(44)

and the covariance is similar to Eq (28)

\[ \text{Cov}(U_1,U'_1) = P(x_1,y_1)P^*(x'_1,y'_1)U_{1s}(x_1,y_1)U^*_{1s}(x'_1,y'_1) \sum_{\mathbf{i}k} A_{\mathbf{ik}}^2 \]
\[ \exp\{j2\pi f_{\mathbf{ik}}(t_s-t'_s)\}\exp\{-\sigma_{\mathbf{ik}}^2\}\exp\{R_{\mathbf{ik}}(\tau)\} \]  

(45)

where \( t'_s \) is a function of \( t' \), \( x'_1 \), and \( y'_1 \). The mean of this field's intensity is

\[ E(I_1) = \frac{2(a^2+b^2)}{\pi w_1^2 z_1^2} \exp\left[\frac{-2\pi b}{\lambda z_1^2}(x_1^2+y_1^2)\right] \]
\[ E\left[|\sum_{\mathbf{i}k} A_{\mathbf{ik}} \exp\{j[2\pi f_{\mathbf{ik}}t_s + \theta_{\mathbf{ik}} + \phi_{\mathbf{ik}}(t)]\}|^2\right] \]  

(46)
For the general two dimensional array this expression and Eq (44) cannot be evaluated analytically without numerous assumptions. Eqs (44) and (45) are similar to Eqs (27) and (28) respectively with $t$ replaced by $t_s$. Qualitatively, the two dimensional array produces a pulse train in the far field (there are still $N$ different frequencies being added so the results of Eq (31) hold for $x_1 = y_1 = 0$ in Eq (44)). However, there will be some additional spatial modulation because of Eq (43).

**Generalized Results and Duality**

Eq (42) is the key to some very general and interesting results. In this equation, if $f_{ik}$, $D_{ik}$, and $d_{ik}$ are considered independent random variables, then Eq (44) becomes

$$E(U_1(x_1,y_1,t)) = P(x_1,y_1)U_{1s}(x_1,y_1) \sum_{i} \sum_{k} A_{ik} \exp(j\theta_{ik})$$

$$\phi_f(2\pi t)\phi_D(2\pi k_{\lambda z})\phi_d(2\pi k_{\lambda z'})\phi\phi'(1) \quad (47)$$

where the $\phi$'s represent the characteristic functions of the indicated random variables as functions of the indicated arguments (i.e. $\phi_x(a) = E(\exp(jax))$ where $x$ is a random variable) and $\phi'$ is evaluated at 1. Now if $f$, $D$, $d$, and $\phi$ are gaussian (and stationary) with means $f_{ik}$, $D_{ik}$, $d_{ik}$ and $\phi_{ik}$ and variances $\sigma_f^2$, $\sigma_d^2$, $\sigma_D^2$, and $\sigma_{\phi}^2$ respectively, then Eq (47) becomes (see Ref 26:159),
\[ E(U_1) = P \sum_{i,k} \exp \left\{ -\frac{1}{2} \left( (2\pi t)^2 \sigma_f^2 + (2\pi \frac{x_i}{\lambda z_1})^2 \sigma_D^2 + (2\pi \frac{y_i}{\lambda z_1})^2 \sigma_d^2 + \sigma_\phi^2 \right) \right\} \sum_{i,k} A_{ik} \exp \left\{ j(2\pi f_{ik} t + \theta_{ik} + \phi_{ik}) \right\} \] (48)

It is also reasonable that \( \sigma_f = 0 \) (i.e. \( f \) is completely deterministic) and \( \phi_{ik} = 0 \) so that

\[ E(U_1) = P \sum_{i,k} \exp \left\{ -\frac{1}{2} \left( (2\pi \frac{x_i}{\lambda z_1})^2 \sigma_D^2 + (2\pi \frac{y_i}{\lambda z_1})^2 \sigma_d^2 + \sigma_\phi^2 \right) \right\} \sum_{i,k} A_{ik} \exp \left\{ j(2\pi f_{ik} t + \theta_{ik} + \phi_{ik}) \right\} \] (49)

It should be noted that Eq (41) is still valid for \( D \) and \( d \) random variables because the Fourier transform is taken term by term and each \( D_{ik}, d_{ik} \) are just numbers (albeit part of a sample space). In addition, \( D, d, \) and \( \phi(t) \) are considered to have identical variances for each \( i, k \) as was assumed for Eq (30).

Now, Eq (49) is a useful general result. If \( i = k = 0 \) then \( D = d = D_{ik} = d_{ik} = f_{ik} = 0 \) the result is the single beam case represented by Eq (20) with \( A_{00} = A \) and \( \theta_{00} = \theta \). If \( \sigma_D = \sigma_d = D_{ik} = d_{ik} = 0 \) the result is the coaxial case represented by Eq (30) with \( A_{ik} = A, f_{ik} = f_i, \) and \( \theta_{ik} = \theta_i \) (i.e. the double series collapses to a single series). If \( \sigma_D = \sigma_d = 0 \) the result is the general two dimensional array case with \( D_{ik} \) and \( d_{ik} \) deterministic as represented by Eq (44) (with \( \sigma_{ik} = \sigma_\phi \)).
If $k = 0$, the result is the general one dimensional linear array:

$$E(U_1(x_1,y_1,t)) = P(x_1,y_1)U_1(x_1,y_1)\exp\left\{-\frac{1}{2}\left(\frac{2\pi x_1}{\lambda z_1}\right)^2\sigma_D^2 + \phi_1^2\right\}$$

$$\sum_i A_i \exp\left[j(2\pi f_1 t + \frac{2\pi D_i x_1}{\lambda z_1} + \theta_i)\right]$$  \hspace{1cm} (50)

The deterministic version of this field ($\sigma_D = 0$) will be treated in the last section as well as the case for $D$ a random variable.

At this point, three sources of error in the far field that are a result of the physical positioning of the laser elements must be considered. These are errors in the element location in $x$ (for a linear array, $x$ and $y$ for a planar array), errors in the alignment of the individual optical axes with each other, and errors in the element location in $z$. The first problem can be considered in a manner completely analogous to the results for the phase variance discussed in connection with Eqs (34), (35), and (36). For the linear array, each laser may have an error represented by the difference between its actual location and $D_1$. It is reasonable that this error may be distributed in a gaussian manner so that from Eq (50) the variance of that error is $\sigma_D^2$. Now $\sigma_D$ can be determined as a function of $x_1$ and $z_1$ so that the result has a specified effect on $E(U_1)$. For example, if $x_1 = 1$ m, $\lambda = 10.6 \mu$, $z_1 = 1$ km, and $\sigma_D = 1$ mm, then

$$\exp\left[-\frac{1}{2}\left(\frac{2\pi x_1}{\lambda z_1}\right)^2\sigma_D^2\right] = \exp(-0.18) = 0.84.$$ For a specified
amplitude reduction (for example 80% or about 1 db) and a given range \( z_1 \), the accuracy, \( \sigma_D \), with which the laser positions must be made can be found. The result is

\[
\sigma_D = \left( \frac{\lambda}{2\pi x_1} \right) z_1 \sqrt{2 \ln \eta}
\]  

(51)

where \( \eta \) is the specified reduction and \( \sigma_D, z_1, x_1, \) and \( \lambda \) are in meters. As \( z_1 \) increases, the necessary accuracy of the location of the elements decreases. A similar result could be derived for \( \sigma_d \) or a planar array with \( \sigma_D \) and \( \sigma_d \).

As for Eq (37), the covariance of the field varies with element location as

\[
\text{Cov}(U_1, U_1') = \exp \left\{ -\left( \frac{2\pi x_1}{\lambda z_1} \right)^2 \sigma_D^2 \right\} \left( \exp \left\{ -\left( \frac{2\pi x_1}{\lambda z_1} \right)^2 R_D(x-x') \right\} - 1 \right) \]

(52)

(Ref 26:159,476). But \( R_D(x-x') = E[DD'] = E[D]E[D'] = D_1^2 \)

since \( D \) and \( D' \) are independent (i.e. the location of one element in no way influences the location of the next).

Since the element locations are uncorrelated, \( E[DD'] = D_1^2 = \sigma_D^2 \)

and Eq (52) becomes

\[
\text{Cov}(U_1, U_1') = 1 - \exp \left\{ -\left( \frac{2\pi x_1}{\lambda z_1} \right)^2 \sigma_D^2 \right\}
\]

(52a)

as in the temporal case (although Eq (38) is a variance and this is a covariance). Thus the results of Eq (49) indicate the complete time-space duality of this problem. The statistical results are similar for instabilities in time or space.
The second physical positioning problem occurs when the optical axes of the lasers are not parallel. In this case Eq (14) becomes, for a linear array,

$$U_0(x,y,t) = \sum_i U_{0s}(x+D_i,y) A_i \exp\left[j(2\pi f_{i}t+\phi_{i}(t) + \frac{2\pi}{\lambda} x \sin \theta_i)\right]$$

(53)

where $\theta_i$ is the angle of the ith optic axis with respect to the normal to the array. For small angles, $\sin \theta_i = \theta_i$ and the far field becomes

$$U_i(x_1,y_1,t) = U_i(x_1-2\pi z_1 \theta_i,y_1,t)$$

(54)

where the frequency shifting property of Fourier transforms has been used (Ref 27:65). The angle $\theta_i$ now affects two factors: $\exp\left[j \frac{\pi q}{\lambda z_i} (x_1-2\pi z_1 \theta_i)^2\right]$ from Eq (22) and $\exp\left[j \frac{2\pi D_i}{\lambda z_i} (x_1-2\pi z_1 \theta_i)\right]$ from Eq (42). For the coaxial case, the gaussian envelope behaves as in Eq (39), therefore using, for example, the Rayleigh criterion (Ref 15:354,360) the maximum $\theta_i$ should be on the order of $\theta_1$ or about 3 mrad and no larger. Similar results are obtained for $y$ in the two dimensional case.

One final, rather serious, problem in the area of laser position errors must be addressed. Eqs (26) and following were derived on the basis that all $N$ beams that were superimposed propagated a distance $z_1$ into the far field. This
assumes that $z_1$ is measured from precisely the same point in each output beam (for example, the beam waist). If this is not true, i.e. if the waists are not perfectly aligned, then the $z_1$'s are not the same and in fact must be represented as $z_1 + \Delta z_1$ where $\Delta z_1$ is the offset of the $i$th beam. Substituting this new distance into Eq (26) indicates that $\Delta z_1$ makes a negligible contribution everywhere except the $\exp (jk\Delta z_1)$ term in $P(x_1,y_1)$ (see Eq (18)). If $k\Delta z_1$ is folded into the interval $0$ to $2\pi$ and is considered a gaussian random variable independent of $\phi_i(t)$, then $\exp (jk\Delta z_1) = \exp \left(-\frac{\sigma^2_z}{2}\right)$ where $\sigma^2_z$ is the variance of $k\Delta z_1$. Even if the beam waists could be perfectly aligned so that $\Delta z_1$ was zero, vibrations, thermal expansion, and other effects would combine to create a $\Delta z_1$. Presumably this additional phase variation could be combined with $\phi_i(t)$ and compensated appropriately. However, even this requires that the optical path lengths from the point at which the beams are sampled to the detectors that form the first part of the phase locked loop must be equal. The bottom line is that for coherent combination, the relative phase of the lasers must be controlled precisely, and at optical wavelengths that is a very stringent requirement.
III. **Coaxial Case**

The coherent combination of several lasers coaxially, i.e. with the optical axes of the individual lasers coincident, led to a mean far field given by Eq (27). Certain simplifying assumptions produced Eq (31). This field is seen to be a temporal pulse train as an "envelope" on a "carrier" of frequency \( f_0 \left( \frac{N-1}{2} \right) \Delta f \) where \( f_0 \) is the original optical frequency. In addition, the signal has a peak amplitude of \( AN \exp \left( - \frac{Q^2}{2} \right) \) and has a spatial distribution given by Eq (23) which describes a gaussian spherical wave. The temporal pulse train given by \( \frac{\sin \frac{N \pi \Delta f t}{F}}{\sin \frac{\pi \Delta f t}{F}} \) whose characteristics are functions of \( N \) and \( \Delta f \) suggests that the signal could be used for ranging (as in a radar). If so, a measure is needed for the performance of such a system as a function of controllable parameters such as \( N \) and \( \Delta f \).

**Ambiguity Function**

Before any performance criteria can be developed, there must be some assumptions regarding the receiver structure. Since this is not a receiver design study, only general assumptions will be made. (For further detail see Ref 6, 11, 23, 32, 37, and 40.) The first assumption of course is that the receiver employs coherent (heterodyne) detection (Ref 11:173-200). Aside from the requirement discussed in the previous section, this will result in better performance than in the direct detection case since
both amplitude and phase information are preserved. The heterodyne detector, however, is sensitive to spatial alignment, but this is not assumed to be a problem here. The second assumption is that a matched filter processor structure is used. For the case of signals in additive white gaussian noise (this is true in general for heterodyne receivers), the matched filter is the optimum receiver (Ref 6:18-32; 23:335-395; 40:311-317). The matched filter essentially correlates the received signal with a known signal and gives a peak response when the two signals are "matched." This of course requires that the receiver structure change if the signal changes. Fig. 5 is a representative system diagram. The third assumption is that certain physical phenomena that affect the optical signal as it is transmitted and reflected are ignored. These

![System Diagram of Heterodyne Receiver](image)

Fig. 5. System Diagram of Heterodyne Receiver
include such effects as path losses, field of view, losses in the optics, field alignment, aperture size, and others. These are ignored because they affect any signal in the same manner and therefore are unnecessary when comparing the relative performance of various signal structures.

Based on detection theory, the likelihood ratio is a function which, when compared to a threshold, produces an optimum decision of which signal was the "most likely" received. This likelihood function, in the case of a heterodyne receiver (and gaussian noise) with a matched filter processor, turns out to be proportional to

$$\chi(\tau, v) = \int_{-\infty}^{\infty} s(t) s^*(t-\tau) \exp(j2\pi vt) dt$$

(55)

which is just a two dimensional correlation of a signal $s(t)$ (which can be complex) with its time ($\tau$) translated and doppler ($v$) shifted version (Ref 6:59-108; 31:70-75,118-158; 37:275-313). The ambiguity function, $\chi(\tau, v)$, is a function of time delay, $\tau$, that is related to the range of the target and doppler shift, $v$, that is related to the velocity of the target. ($\chi$ is actually "normalized" so that $\chi(0,0)$ corresponds to some known $\tau_0$ and $v_0$.) The signal of interest here is just the mean of the far field in Eq (31). Since the only part of the signal envelope in Eq (31) that
varies with time is \( \frac{\sin N\pi\Delta ft}{\sin \pi\Delta ft} \), and since the detector does the spatial integration of the field, the signal of interest will be considered to be

\[
s(t) = A \exp\left(-\frac{\sigma^2}{2}\right) \frac{\sin N\pi\Delta ft}{\sin \pi\Delta ft} \quad (56)
\]

where \( A \exp\left(-\frac{\sigma^2}{2}\right) \) is retained explicitly as part of the amplitude of \( s(t) \) and \( \exp\left(-\frac{\sigma^2}{2}\right) \) is considered to be the strong signal approximation to the characteristic function of the partially controlled random phase, \( \phi_i(t) \). Unfortunately, substituting Eq (56) into Eq (55) yields a result that is not immediately integrable to obtain \( \chi(\tau, \nu) \).

However, over a single period,

\[
s(t) \approx \exp\left(-\frac{\sigma^2}{2}\right) \frac{\sin N\pi\Delta ft}{\pi \Delta f t} \quad (57)
\]

This approximation gets better as \( N \) gets larger. Therefore,

\[
\chi(\tau, \nu) = \frac{A^2}{\Delta f^2} \int_{-\infty}^{\infty} \frac{\sin N\pi\Delta ft}{\pi t} \frac{\sin N\pi\Delta f(t-\tau)}{\pi(t-\tau)} \exp(j2\pi\nu t) dt
\]

\[
= \frac{A^2}{\Delta f^2} \mathcal{F}_t(s(t) \, s(t-\tau))
\]

\[
= \frac{A^2}{\Delta f^2} \mathcal{F}_t(s(t)) \ast \mathcal{F}_t(s(t-\tau))
\]

\[
= \frac{A^2}{\Delta f^2} \mathcal{F}_t(s(t)) \ast \exp(j2\pi\nu t)\mathcal{F}_t(s(t)) \quad (58)
\]
Now, by the duality property of ambiguity functions
(Ref 37:309-310)

\[ \chi(\tau, \nu) = \chi_1(\nu, -\tau) \]

where \( \chi \) is the ambiguity function of \( s(t) \) whose Fourier
transform is \( S_1(f) \) (whose ambiguity function is \( \chi_1(\tau, \nu) \)).

Now the Fourier transform of \( s(t) \) in Eq (58) is just a
square pulse of height 1 and width \( N\Delta f \) whose ambiguity
function is given by (Ref 37:280)

\[
|\chi_1(\tau, \nu)| = \begin{cases} 
\left\{ \begin{align*}
\frac{\sin N\pi \Delta f \nu \left( 1 - \frac{\left|\tau\right|}{N\Delta f} \right)}{\pi \nu \left( 1 - \frac{\left|\tau\right|}{N\Delta f} \right)}, & |\tau| \leq N\Delta f \\
0, & \text{elsewhere}
\end{align*} \right. 
\end{cases}
\]

(59)

Therefore,

\[
|\chi(\tau, \nu)| = \frac{A^2}{\Delta f^2} |\chi_1(\nu, -\tau)|
\]

\[
= \frac{A^2}{\Delta f^2} \left( 1 - \frac{|\nu|}{N\Delta f} \right) \left| \frac{\sin N\pi \Delta f (-\tau) \left( 1 - \frac{|\nu|}{N\Delta f} \right)}{\pi (-\tau) \left( 1 - \frac{|\nu|}{N\Delta f} \right)} \right| 
\]

\[
= \left\{ \begin{align*}
\frac{A^2}{\Delta f^2} \left( 1 - \frac{|\nu|}{N\Delta f} \right) \left| \frac{\sin N\pi \Delta f \tau \left( 1 - \frac{|\nu|}{N\Delta f} \right)}{\pi \tau \left( 1 - \frac{|\nu|}{N\Delta f} \right)} \right|, & |\nu| \leq N\Delta f \\
0, & \text{elsewhere}
\end{align*} \right. 
\]

(60)
Fig. 6. Ambiguity Function of \( \sin(N\pi\Delta f_t) / \pi \Delta f_t \)

Fig. 7. Ambiguity Function for a) Known Doppler and b) Known Delay
Eq (60) is sketched in Fig. 6 on Page 43. $|\chi(\tau,0)|$ is shown in Fig. 7a, and $|\chi(0,\nu)|$ is shown in Fig. 7b found on Page 43.

It is now possible to obtain Cramer-Rao lower bounds for estimates of $\tau$ and $\nu$ in terms of the signal energy to noise ratio, the bandwidth of the signal, and the duration of the signal. These are estimates of delay time and doppler velocity for a given signal structure that has an ambiguity function $\chi(\tau,\nu)$. The (parameter) estimate of delay is denoted $\hat{\tau}$ and that of doppler is denoted $\hat{\nu}$. The variances (and standard deviations) of these estimates are a measure of the precision of the measurement, i.e. a smaller variance implies a more precise measurement. Following Ref 31:70-74 and 37:294-299 the results are

$$\sigma_\tau = (\mbox{Var}(\hat{\tau}-\tau))^\frac{1}{2} \geq \left( \frac{2E}{\sqrt{N_0}} \gamma \right)^\frac{1}{2}$$

(61)

$$\sigma_\nu = (\mbox{Var}(\hat{\nu}-\nu))^\frac{1}{2} \geq \left( \frac{2E}{\sqrt{N_0}} \delta \right)^\frac{1}{2}$$

(62)

where $\sigma_\tau$ is the standard deviation of the delay estimator $\hat{\tau}$, $\sigma_\nu$ is the standard deviation of the doppler estimator $\hat{\nu}$, the signal energy is assumed to be much larger than the noise, the noise is given by the height, $\frac{N_0}{2}$, of its power spectral density (the noise is assumed to be white and gaussian), and $\gamma$ and $\delta$ are

$$\gamma^2 = 4\pi^2 \int_{-\infty}^{\infty} f^2 |S(f)|^2 df$$

(63)

$$\delta^2 = 4\pi^2 \int_{-\infty}^{\infty} t^2 |s(t)|^2 dt$$

(64)
where \( \gamma \) represents the rms bandwidth of the signal \( s(t) \) and \( \delta \) represents the rms duration of the signal. (Eqs (63) and (64) were derived in Ref 31 and 37 for normalized signals \( s(t) \) and \( S(f) \).) Eqs (61) and (62) also assume that there is no coupling between \( \gamma \) and \( \delta \), i.e. that there is no linear frequency modulation component (Ref 31:74). Now, the range precision and range rate precision respectively are given by (Ref 31:74)

\[
\sigma_R = \frac{c}{2} \sigma_T
\]

(65)

\[
\sigma_{R\dot{r}} = \frac{\lambda}{2} \sigma_V
\]

(66)

The signal energy, \( E \), is found from Eq (56) in series form,

\[
|s(t)| = \exp\left( -\frac{\sigma_0^2}{2} \right) \left| \frac{\sin \frac{N \pi \Delta f t}{\sin \frac{\pi \Delta f t}}}{\frac{\pi \Delta f t}{\pi \Delta f t}} \right|
\]

\[
= \exp\left( -\frac{\sigma_0^2}{2} \right) \sum_{i} \exp(j2\pi ft)^i
\]

Therefore,

\[
E = \int_{T_p} |s(t)|^2 dt
\]

where \( T_p = \frac{1}{\Delta f} \) is a period (Eq (33)) so that
\[
E = \int_{-\frac{1}{2\Delta f}}^{\frac{1}{2\Delta f}} \left[ A \exp \left( -\frac{\sigma^2}{2} \right) \sum_i \exp \left( j2\pi ft \right) \right]^2 dt
\]

\[
= A^2 \exp \left( -\sigma^2 \right) \int_{-\frac{1}{2\Delta f}}^{\frac{1}{2\Delta f}} \left[ N + \sum_{i \neq k} \exp \left( j2\pi (i-k)\Delta ft \right) \right] dt
\]

\[
= A^2 \exp \left( -\sigma^2 \right) \left[ \frac{N}{\Delta f} + \sum_{i \neq k} \sin \frac{\pi(1-k)}{\pi(1-k)\Delta f} \right]
\]

\[
= A^2 \exp \left( -\sigma^2 \right) \frac{N}{\Delta f}
\]

Eq (60) was derived from the approximation in Eq (57). This approximation is good only for a single period of the signal, \( s(t) \) (Eq (56)). However, \( s(t) \) is periodic in \( t \) and can be represented as

\[
s(t) = \sum_{i=0}^{m-1} s_a(t - iT_p)
\]

\[
= \sum_i s_a(t - \frac{i}{\Delta f})
\]

where \( m \) is the number of repetitions of \( s_a(t) \), \( s_a(t) \) is the approximation over a single period \( T_p \), and \( T_p = \frac{1}{\Delta f} \). Now the ambiguity function of \( s(t) \) becomes

\[
\chi(\tau, \nu) = \sum_{p=-\infty}^{-(m-1)} \exp \left[j\pi\nu(m-1+p)\frac{1}{\Delta f}\right] \chi_a \left( \frac{\tau-p}{\Delta f}, \nu \right) \left[ \frac{\sin \pi\nu(m-1)p}{\sin \pi\nu \frac{1}{\Delta f}} \right]
\]

where \( \chi_a(\tau, \nu) \) is given by Eq (60) (Ref 31:185-186). It is
seen that the new ambiguity function is just the sum of the old ambiguity functions shifted on the delay axis by intervals of $\frac{1}{\Delta f}$ and multiplied by a weighting term. The magnitude of the pth term of the ambiguity function is just (Ref 31:187),

$$|\chi(\tau,\nu)|_{\text{at } p} = |\chi_a(\tau - \frac{p}{\Delta f}, \nu)| \left\{ \frac{\sin \pi \nu (m - |p|) \frac{1}{\Delta f}}{\sin \pi \nu \frac{1}{\Delta f}} \right\}$$  \hspace{1cm} (68)

Thus there are delay ambiguities at intervals of $\frac{1}{\Delta f}$ and a fine structure (due to $\frac{\sin \pi \nu (m - |p|) \frac{1}{\Delta f}}{\sin \pi \nu \frac{1}{\Delta f}}$) in doppler with intervals of $\Delta f$. Now some specific applications for a coaxial system whose far field is given by Eq (31) can be considered.

**Range Measurement**

When only range measurements are desired, the doppler is considered to be known, i.e. tracked (or zero for a stationary target). If the doppler is unknown, then it must be considered at the same time $\tau$ is considered i.e. jointly estimated (this is done later in this section), or the ambiguity function must be broad along the $\nu$ axis so that there is little chance of error in estimating $\tau$. Therefore the interest in $\chi(\tau,\nu)$ is just along the $\tau$ axis. Fig. 7a is the $\tau$ axis for a single pulse. Multiple pulses (Eq (68)) would produce a periodic function with amplitude weighting. As long as the round trip time (delay) of a
pulse is less than the pulse rate, there is no ambiguity as to which peak on the $\tau$ axis is involved. The width of the central peak in Fig. 7a is a crude measure of the precision with which the target range can be measured. Basically, this precision is a function of $\frac{1}{N\Delta f}$ so that as the total spectral width of the field is increased the range precision can be made arbitrarily good within the limit that $N\Delta f$ is less than or equal to the gain line width of the lasers. Explicitly, the range precision is found by combining Eqs (61) and (65) to obtain

$$\sigma_R \geq \frac{c}{2\sqrt{\frac{2\pi}{N_0}} \gamma}$$  \hspace{1cm} (69)

Now from Eq (63),

$$\gamma^2 = 4\pi^2 \int_{-\infty}^{\infty} f^2 |S(f)|^2 \, df$$

if $S(f)$ is normalized. If $S(f)$ is not normalized then

$$\gamma^2 = 4\pi^2 \left( \frac{\int_{-\infty}^{\infty} f^2 |S(f)|^2 \, df}{\int_{-\infty}^{\infty} |S(f)|^2 \, df} \right)$$ \hspace{1cm} (70)

Now, from Eq (57)

$$s(t) = A \exp \left( -\frac{\sigma^2}{2} \right) \sin \frac{N\pi \Delta ft}{\pi \Delta ft}$$

Therefore,
$$S(f) = \begin{cases} 
\text{Aexp} \left(-\frac{\sigma^2}{2}\right) \frac{1}{\Delta f}, & |f| \leq \frac{N\Delta f}{2} \\
0, & \text{elsewhere} 
\end{cases}$$

$$\gamma^2 = 4\pi^2 \frac{N\Delta f}{2} \int_0^{\frac{N\Delta f}{2}} \frac{f^2 \left(1 \right)^2}{\left(\frac{f}{\Delta f}\right)} df$$

$$= \frac{\pi^2}{3} N^2 \Delta f^2$$  \hspace{1cm} (71)

So that using Eqs (67) and (71) in (69),

$$\sigma_R \geq \frac{c}{\sqrt{2A^2 \exp\left(-\sigma^2\right)}} \frac{N}{\Delta f} \left(\frac{\pi^2}{3} (N\Delta f)^2\right)$$

$$\geq \frac{c\sqrt{3N_0}}{\sqrt{8\pi^2 A^2 \exp\left(-\sigma^2\right) N^2 \Delta f}}$$  \hspace{1cm} (72)

Eq (72) shows that the range measurement precision is proportional to $\frac{1}{N\sqrt{N\Delta f}}$ which is in line with what was expected. Since $N\Delta f$ is the total bandwidth of the signal without regard to the frequency spacings, the assumption of $f_1 = i\Delta f$ was not really restrictive. Eq (72) then is a rather general result that represents the best possible range measurement precision obtainable by the temporal signal in the mean far field of Eq (27).

**Velocity Measurement**

In the dual case, a similar derivation can be made for doppler (velocity) measurement precision. In this case the
range is presumed known (or the ambiguity function is broad in \( \tau \)), so that the interest in \( \chi(\tau, \nu) \) is only along the \( \nu \) axis. Fig. 7b is the \( \nu \) axis for a single pulse. Multiple pulses introduce a fine structure as given in Eq (68). For a single pulse, the crude doppler measurement precision improves as \( N \Delta f \) gets small. This implies that increasing
\[
N \Delta f = \frac{2}{t_p}
\]
also increases the doppler precision. Basically, this says that the more information that is received (i.e. the longer the pulse), the better the doppler precision can be made. From Eqs (62) and (66)
\[
\sigma_R \geq \frac{\lambda}{2N \sqrt{\int s(t)^2 dt}}
\]
and from Eq (64),
\[
\delta^2 = 4\pi^2 \int \frac{t^2 |s(t)|^2 dt}{\int |s(t)|^2 dt}
\]
so that for the unnormalized \( s(t) \) of Eq (57)
\[
\delta^2 = 4\pi^2 \int \frac{t^2 |s(t)|^2 dt}{\int |s(t)|^2 dt}
\]
Therefore for a single pulse, \( \int |s(t)|^2 dt = A^2 \exp\left( -\sigma^2 \right) \frac{N}{\Delta f} \) as in Eq (67) and
\[
\int t^2 |s(t)|^2 dt = \frac{A^2 \exp\left( -\sigma^2 \right)}{\pi^2 \Delta f^2} \left( \frac{1}{2\Delta f} \right)
\]
where the integral has been taken over a single period of the signal. For m pulses, the signal energy is multiplied by m so that Eq (74) becomes

\[
\delta^2 = 4\pi^2 \frac{A^2 \exp(-\sigma^2)}{\pi^2 \Delta f^2} \left( \frac{m}{2\Delta f} \right) \left( \frac{mA^2 \exp(-\sigma^2) N}{\Delta f} \right)^{-1}
\]

\[
= \frac{2}{N\Delta f^2}
\] (76)

and \( \delta \) is seen to be independent of the number of pulses notwithstanding the fine structure on the doppler axis given in Eq (68). This just indicates that the doppler precision is affected only by the pulse width and not the number of pulses. The fine structure in Eq (68) tends to improve the resolution of targets with similar doppler velocities, but it also increases the number of doppler ambiguities (peaks) (Ref 31:191). Eq (76), however, is concerned only with measurement precision and not resolution, i.e. local accuracy without regard to ambiguity. Now using Eqs (67) and (76) in (73),

\[
\sigma_R \geq \frac{\lambda}{2 \sqrt{2A^2 \exp(-\sigma^2) N Z}} \frac{N_0 \Delta f}{N \Delta f^2}
\]

\[
\geq \frac{\lambda \sqrt{N_0 \Delta f^3}}{\sqrt{16 A^2 \exp(-\sigma^2)}}
\] (77)

and the doppler precision depends only on \( \Delta f \).

This result is slightly different from what was expected from inspection of Eq (60) since N does not appear.
in Eq (77). The reason is found in Eq (75) where the rms signal duration was determined for a period. When this is done for square temporal pulses (as in radar theory), the result is an integral over the pulse width. If this is done here, by analogy, then Eq (76) becomes

\[
\delta^2 = \frac{2}{N^2 A^2} \tag{76a}
\]

so that Eq (77) becomes

\[
\sigma_R > \frac{\lambda \sqrt{N_0 N A^2 f^2}}{\sqrt{16 A^2 \exp(-\sigma^2)}} \tag{77a}
\]

The discrepancy occurs because \( s(t) \) is of infinite duration. This is the dual of the radar problem where the ideal rectangular signals have infinite mean square bandwidth (Ref 31:49-50). In that case the signal is considered band limited and appropriate approximations made. The result is dependent on rms pulse width as it is in Eq (77a) for this case. However, for the lasers, even though the signal is, strictly speaking, time limited (it is at least causal) the infinite result may be more closely approximated here than for the radar case. Thus Eqs (77) and (77a) represent an interesting dichotomy of results that are both reasonable, but both different. These equations represent the best possible precision in doppler measurement (when range is known) that can be obtained from the field of Eq (31).
**Coupled Measurements**

It is often desirable to make measurements of both range and velocity, i.e. the case where both are unknown. Eqs (72) and (77) or (77a) are still valid as long as there is no linear frequency modulation on the signal, i.e. the complex envelope is real (Ref 31:74; 37:299). If this is the case, the range precision can be improved by increasing N or $\Delta f$. However, increasing $\Delta f$ degrades doppler precision relatively rapidly. By increasing N, it is possible to improve range precision while the doppler precision remains the same (Eq (77)) or degrades more slowly (Eq (77a)). Doppler precision can be increased by decreasing $\Delta f$, but to maintain the range precision, N must be increased accordingly. This is a rather nice result although increasing N becomes prohibitively expensive at some point (even for the Federal Government) so there is a limit on the range and doppler precision that can be obtained. In addition, since $N\Delta f$ must be at most equal to the laser gain line width, as N is increased, $\Delta f$ is decreased. This coupling between N and $\Delta f$ further complicates the task of obtaining the best possible simultaneous range and velocity precisions.

It is possible to improve $\sigma_R$ and $\sigma_{\dot{R}}$ simultaneously by increasing the energy to noise ratio, $\frac{E}{N_0}$. If $N_0$ is fixed, this can be accomplished by increasing E. From Eq (67), E can be increased by increasing N or decreasing $\Delta f$ with the same effects on $\sigma_R$ and $\sigma_{\dot{R}}$ noted above. E can also be increased by decreasing the variance of the phase, i.e.
controlling the phase more tightly, or by increasing $A$. Both of these approaches can be taken, but both have limits; for example, $\sigma$ can be made no smaller than zero, and $A$ is limited by the size of the laser gain medium as well as other characteristics of the laser.

The simplest way to increase $E$ without changing $N_o$, $N$, or $\Delta f$ is just to collect more pulses. Eq (67) was developed for the energy of a single period, $T_p = \frac{1}{\Delta f}$. If $m$ pulses are used, the energy in Eq (67) increases linearly with $m$, and $\sigma_R$ and $\sigma_R^*$ from Eqs (72) and (77) are improved accordingly. This approach is only limited by the number of pulses that can be received and by the assumption that the target range and doppler are not changing appreciably during the observation period (Ref 31:70).

One additional case of interest is that of introducing some sort of frequency or phase modulation on the signal $s(t)$. This could be implemented, conceptually at least, by modulating all of the lasers simultaneously and in the same manner. A simple case is that of linear frequency modulation where

$$s_m(t) = s(t)\exp\{j\pi gt^2\} \quad (78)$$

By a property of ambiguity functions (Ref 31:123; 37:290)
\[ x_m(\tau, \nu) = x(\tau, \nu - gt) \]

\[
|x_m(\tau, \nu)| = \begin{cases} 
  A \frac{N}{\Delta f} \left( 1 - \frac{|\nu - gt|}{\Delta f} \right) \sin \frac{N\pi \Delta f \left( 1 - \frac{|\nu - gt|}{\Delta f} \right)}{N\pi \Delta f \left( 1 - \frac{|\nu - gt|}{\Delta f} \right)} , & |\nu - gt| \leq \Delta f \\
  0, & \text{elsewhere} 
\end{cases}
\]  \quad (79)

This transformation, in effect, shears the old \( \nu \) axis to \( \nu = gt \). This will decrease the size of the central peaks on the \( \tau \) and \( \nu \) axes so that if either range or doppler is known, the other may be determined with better precision than before. However, for the coupled case, the Cramer-Rao lower bounds are increased as shown in Ref 31:73-74 and 37:298. Hence a simple linear modulation is not helpful to the coupled measurement case. Much more complex modulations such as pulse coding (Ref 37:314-323) may be more useful, but their implementation for \( N \) lasers would probably be very difficult.
IV. Linear Array

The mean far field for a planar array of lasers was given by Eq (44). This equation cannot be reduced to a convenient closed form for the general case. It can be solved numerically for a given set of $A_{ik}$, $f_{ik}$, $\theta_{ik}$, and $\sigma_{ik}$, but some simplifying assumptions are needed before any further analysis is possible. The first such assumption that will be used throughout this section is that the array will be considered one dimensional, i.e. a linear array. Most of the results can be extended to two or more dimensions if desired, and, in fact, one special case of a planar array will be considered. Nevertheless, the important results can be demonstrated with a linear array. The second assumption used in this section is that the locations of the lasers are precisely known. Therefore, Eq (50) can be rewritten for $\sigma_D = 0$ as,

$$E(I(x_1, y_1, t)) = P(x_1, y_1)U_1s(x_1, y_1)\exp\left[-\frac{\sigma^2}{2}\right]$$

$$A_i\exp\left[j(2\pi f_{i}t + \frac{2\pi D_{i}x_{i}}{\lambda z_{i}} + \theta_{i})\right]$$

Because of the $\frac{2\pi D_{i}x_{i}}{\lambda z_{i}}$ term in the exponent, this mean field has a spatial modulation within the overall gaussian envelope described by $P(x_1, y_1)U_1s(x_1, y_1)$. The performance measures in this section will deal with the characteristics of this spatial modulation in terms of $N$, $f_{i}$, $D_{i}$, and $\theta_{i}$ and, for certain applications, will consider peak-to-side lobe ratios.
Pattern Characteristics

In order to maintain the pulsed nature of the signal used in the coaxial case, the first assumption used here is that $f_\sim = i\delta f$; other cases will be discussed later. In addition, $\theta_\sim$ is a simple phase shift that merely determines an absolute reference for either the time or space coordinates. Hence, with no loss in generality, it can be assumed to be zero. An interesting use for $\theta_\sim$ will be discussed later.

**Scanning.** For uniform aperture excitations ($A_\sim = A$) and considering a uniform array where $D_\sim = iD$, Eq (80) becomes

$$E(U_1(x_1,y_1,t)) = P(x_1,y_1)U_\sim(x_1,y_1)A_{\exp}\left(\frac{-q^2}{2} + j\left(\frac{N-1}{2}\right)\right)$$

$$\left(2\pi\Delta ft + \frac{2\pi Dx_1}{\lambda Z_1}\right)\sin\left(\frac{N\pi\left(\Delta ft + \frac{Dx_1}{\lambda Z_1}\right)}{\sin\left(\frac{\Delta ft + \frac{Dx_1}{\lambda Z_1}}{\pi}\right)}\right) \quad (81)$$

As before, the exponential factor indicates a shift of the optical frequency to $f_0 - \left(\frac{N-1}{2}\right)\Delta f$, but it also indicates that there is now a spatial frequency because of the $\frac{2\pi Dx_1}{\lambda Z_1}$ term. The ratio of sinusoids in Eq (81) can be written as a function of $\frac{N}{2}(k'x_1 + \omega t)$ where $k' = \frac{D}{\lambda Z_1}\left(\frac{2\pi}{\lambda}\right)$ and $\omega = 2\pi\Delta f$. This is the standard form of a classical travelling wave whose profile is given at $t = 0$, temporal period is $\frac{2\pi}{\omega}$, phase velocity is $\frac{\omega}{k'}$, and spatial period is $\frac{2\pi}{k'}$. Therefore,
Temporal period = $T_p = \frac{2\pi}{\omega} = \frac{1}{\Delta f}$ sec (Eq (33))

Temporal pulse width = $t_p = \frac{2}{N\Delta f}$ sec (Eq (32))

Phase velocity = $\frac{\omega}{k} = \frac{\Delta f \lambda z_1}{D}$ m/sec

Spatial period = $X_p = \frac{2\pi}{k} = \frac{\lambda z_1}{D}$ m

Spatial pulse width = $x_p = \frac{2\lambda z_1}{ND}$ m

The spatial beam profile at $t = 0$ is identical (within a scaling constant) to the temporal profile at $x_1 = 0$ as shown in Fig. 4. Therefore, in addition to the temporal pulse train, there is now a spatial pulse train scanning linearly in $x_1$ at a rate of $\frac{1}{T_p} = \Delta f$ Hz. This still occurs beneath the gaussian envelope. From Eq (39), for $\lambda = 10.6 \mu m$, $z_1 = 1$ km, and $w = 1$ mm, the waist at $z_1$ is about $3.5$ m.

The beam width is equivalent to $x_p$ which for an array dimension $ND = 1$ m is about $2$ cm. For $D = 1$ cm (this would be for an array of 100 lasers spaced 1 cm apart), the spatial period is about $1$ m. The result is illustrated in Fig. 8.

The small beams measured by $x_p$ will move right or left (depending on whether $f_i = i\Delta f$ or $(N - i)\Delta f$, i.e. whether the frequency offsets step "up" the array or "down" the array) at a speed of $\frac{\Delta f \lambda z_1}{D}$ m/sec and the pattern will repeat every $\frac{1}{\Delta f}$ sec. Unfortunately, $x_p$ places more stringent restrictions on the misalignment angles of the laser optical
axes as shown by Eq (54). Now the maximum $\alpha_1$ should be on the order of $\frac{x_p}{2}$ or about $10^{-8}$ rad. This is two orders of magnitude more restrictive than the $10^{-3}$ rad for the coaxial case.

This is a useful result for a system that does not require resolution of close targets in azimuth to less than about $w_1$ and does require multiple target returns (for example to reduce glint or other transient phenomena). Unfortunately, it also complicates the ambiguity problem as there is no way to distinguish which beam, $x_p$, is providing the return. Therefore, the resolution capability inherent in the small $x_p$ is being wasted. These side lobes away from the $x_1 = 0$ peak are called "grating lobes."

---

**Fig. 8.** Example of Far Field Mean Beam Pattern for $N=100$, $D=1$ cm, $z_1=1$ km.
in radar theory. It can be shown that these lobes do not exist if \( D < \frac{\lambda}{2} \) (Ref 35:90) which is impossible at optical wavelengths. Eqs (39) and (82) suggest two possible solutions. If the waist, \( w_1 \), could be made sufficiently small \((<\lambda_p)\) then the gaussian envelope could be made to attenuate unwanted lobes. From Eq (39) the only way to do this is to increase \( w \). For significant attenuation of the first side lobes, \( w_1 < \frac{\lambda_p}{2} \), therefore \( w \geq \frac{2D}{\pi} \). This is not desirable since originally the laser aperture radius was chosen to be \( \frac{3\lambda}{2} \) to minimize diffraction effects and maximize power transmission. Hence the aperture radius must be at least on the order of the aperture separation, and the apertures overlap. Eq (82) indicates that \( \lambda_p \) can be increased by decreasing \( D \) and similar results are obtained, i.e. the apertures overlap. Thus for \( D > \frac{\lambda}{2}, \) there is only one other way to eliminate the grating lobes and that is to use an aperiodic array, i.e. \( D \neq \lambda_p \). This case will be discussed at the end of this section.

**Pattern Shape.** So far the amplitudes, \( A_i \), of the lasers have been assumed to be equal and the result has been a \( \frac{\sin Nx}{\sin x} \) pattern in space, Eq (81). It is useful to pursue a slightly different analysis of Eq (80) for two reasons: 1) more flexibility may be obtained if the \( A_i \) are not all the same, and 2) the side lobe structure of Eq (81) may not be desirable. In Eq (81), the first side lobe is the highest. Fig. 9 shows the peak-to-first-side lobe ratio as a function of \( N \). Therefore, even as the number
of lasers increases, after $N \approx 20$ the highest side lobe grows linearly with the peak.

If Eq (80) is rewritten for $f_1 = i\Delta f$, $D_1 = i\Delta D$, and $\theta_1 = i\theta$ the result is

$$E[U_1(x_1, y_1, t)] = P(x_1, y_1)U_1s(x_1, y_1)\exp\left[-\frac{\sigma_z}{2}\right]\sum_{i=1}^{\infty} A_i z_i^i$$ (83)

where

$$z = \exp\left[j(2\pi\Delta ft + \frac{2\pi D_1}{\lambda z_1} + \theta)\right]$$ (84)

and the series in Eq (83) can be written

$$\sum_{i=1}^{\infty} A_i z_i^i = A_{N-1} \prod_{i=1}^{\infty} (z-z_i^i)$$ (85)

which is just a polynomial in $z$ (Ref 35:87). Eq (84) is referred to in antenna theory as a $z$ transform. (For a more general discussion of antenna theory, see, for example, Ref 5; properties of $z$ transforms and their uses may be found in Ref 25:45-77 and 35:87-111.) Now, Eq (84) can be written

Fig. 9. Peak-to-First-Side Lobe Ratio versus $N$ for $\sin(Nx)/\sin(x)$. 

![Graph showing the peak-to-first-side lobe ratio versus N for sin(Nx)/sin(x).]
\[ z = \exp \left\{ j \left[ \frac{2\pi}{\lambda} \right] D \left( \frac{x}{z} + \left( \frac{\lambda \Delta ft}{D} + \frac{\lambda \theta}{2\pi D} \right) \right) \right\} \]

\[ = \exp \left\{ j \left[ \frac{2\pi}{\lambda} \right] D \left( \frac{x}{z} - \sin \theta \right) \right\} \]  \hspace{1cm} (86)

where \( \frac{x}{z} \) in the far field approximation is the angle of observation with respect to the z axis (optical axis) and \( \theta \) represents the angle at which the "main lobe" is pointing (Ref 35:89) as shown in Fig. 10.

Of course, \( |\sin \theta| \) cannot be greater than 1 so that values of \( \left( \frac{\lambda \Delta ft}{D} + \frac{\lambda \theta}{2\pi D} \right) \) that are greater than 1 essentially represent beam angles outside of the "visible" region. In fact, \( \left( \frac{\lambda \Delta ft}{D} + \frac{\lambda \theta}{2\pi D} \right) \) may be considered modulo \( 2\pi \), i.e. \( \left( \frac{\lambda \Delta ft}{D} + \frac{\lambda \theta}{2\pi D} \right) = 2n\pi + \sin \theta \), where \( n = 0, \pm 1, \pm 2, \ldots \) and \( |\sin \theta| \leq 1 \) (Ref 35:89). Therefore, in Eq (86) the main beam location is a function of time as was shown by Eq (82). It is now possible to choose the zeroes and amplitude weightings of the polynomial in Eq (85) to yield desirable beam width or side lobe properties (see, for example, Ref 30, 36, and
Ref 35:95-110). The array can, in fact, be designed so that the side lobes are always below a given design value (which can be made much lower than the results in Fig. 9) for a given main beam width (this is called a Chebyshev array; Ref 35:111-118). Thus, with this approach the side lobes may be better controlled, however, there are still grating lobes because \( D > \frac{\lambda}{2} \).

It is interesting to note that by duality similar results can be obtained for the temporal pulse train represented by Eq (31). In this case, for \( x_1 = 0 \), the zeroes of Eq (85) may be chosen so that the temporal side lobes are controlled in a desired manner. Presumably appropriate \( z_1 \) and \( A_1 \) could be chosen to control the temporal and spatial side lobes simultaneously.

**Monochromatic Beam**

The \( z \) transforms also indicate another interesting possibility. If in Eq (86), \( \Delta f = 0 \), then the beam position is not a function of time; it is only a function of \( \theta \). This represents the case of a continuous wave resultant beam where all \( N \) lasers are oscillating at the same frequency, \( f_\circ \), and are being added coherently with a controllable phase offset, \( \theta_0 \), across the array. This case is very similar to the phased array in antenna theory.

**Beam Steering.** For \( \Delta f = 0 \), Eq (86) becomes

\[
R(z) = \exp \left[ j \left( \frac{2\pi}{\lambda} D \left( \frac{1}{z_1} - \theta_0 \right) \right) \right]
\]

(87)
where \(-\theta_0 = \frac{\lambda \theta}{2\pi D}\) since \(\theta\) is small. For the linear array, then, the main beam may be pointed anywhere within the gaussian envelope by proper choice of \(\theta\). (Of course, because of the grating lobes, one "main beam" is indistinguishable from its neighbor and in fact all of the lobes move simultaneously with \(\theta\). Nevertheless a "main beam" is referred to for convenience.) If desired, the main beam may be made to scan sinusoidally for

\[-\theta_0 = \frac{\lambda \theta}{2\pi D}\]

\[= r \sin 2\pi f_s t\]

\[\theta = \frac{2\pi Dr}{\lambda} \sin 2\pi f_s t\] (88)

where \(r\) is a scale factor that determines the limits of the scan displacement and \(f_s\) is the sinusoidal scan rate. Two such arrays arranged orthogonally would provide two sets of pencil beams that scan orthogonally. Such a system could be used for tracking a target.

**Planar Array.** For the special case of \(f_\parallel = \Delta f = 0\), \(A_{ik} = A\), \(\sigma_{ik} = \sigma\), \(D_{ik} = D\), and \(d_{ik} = d\), Eq (44) may be written as

\[E(U_1(x_1, y_1, t)) = P(x_1, y_1)U_1 s(x_1, y_1)A \exp\left(-\frac{\sigma^2}{2}\right) \Sigma_{ik}\]

\[\exp\left[j\left(\frac{2\pi}{\lambda}\right)\left(D_{1}^{-1}x + d_{1}^{-1}y\right) + j\theta_{ik}\right]\] (89)

Now, if \(\theta_{ik} = i\alpha_x + ka_y\), Eq (89) becomes "separable".
$E(U_1(x_1, y_1, t)) = P(x_1, y_1)U_{1S}(x_1, y_1)A\exp\left[-\frac{\sigma^2}{2}\right]\exp\left[jk(\frac{2\pi}{\lambda})D\left(\frac{x_1}{z_1}+\frac{\lambda}{2\pi D}\right)\right]\exp\left[jk(\frac{2\pi}{\lambda})d\left(\frac{y_1}{z_1}+\frac{\lambda}{2\pi d}\right)\right]$ (90)

In spherical coordinates, $x_i = z_i \sin\psi \cos\zeta$ and $y_i = z_i \sin\psi \sin\zeta$ where $\psi$ is the angle off of the normal to the array and $\zeta$ is the angle in the plane of the array (Fig. 11).

The result is the same as in Ref 10:36 (see also Ref 5:141-142, 172-173). Therefore, for a symmetric distribution of lasers around the center of the array and with a laser at the center of the array (i.e. an odd number of lasers in both rows and columns which would require at
least 9 lasers) the pointing angle of the main beam is at 
\( \psi_0, \zeta_0 \) where (Ref 10:38)

\[
\tan \zeta_0 = \frac{\alpha_y D}{\alpha_x d} \quad (91)
\]

\[
\sin^2 \psi_0 = \frac{1}{2\pi} \left[ \frac{\alpha_x^2}{\lambda D^2} + \frac{\alpha_y^2}{\lambda d^2} \right] \quad (92)
\]

A conical scan is useful for tracking applications. In terms of \( \psi_0, \zeta_0 \), a conical scan would require a constant \( \psi_0 \) and a \( \zeta_0 \) that increases linearly with time. If \( D = d \), then

\[
\alpha_x = r \cos 2\pi f_s t \quad (93)
\]

\[
\alpha_y = r \sin 2\pi f_s t
\]

will produce a conical scan at a rate of \( f_s \). For this case, \( \psi_0 = \sin^{-1} \frac{\lambda r}{2\pi D} \) and \( \zeta_0 = 2\pi f_s t \). Because of the grating lobes, the resulting scan in the \( x_1, y_1 \) plane will look like a series of concentric circles with amplitudes determined by the overall gaussian envelope.

**Aperiodic Arrays**

As noted earlier, the grating lobes may not be objectionable depending on the application. However, they must be removed to obtain the resolution inherent in \( x_p \) and to eliminate ambiguities in target location due to the numerous lobes. The most feasible way to remove them is to use an aperiodic array where \( D_1 \neq D \). The analysis here is similar to radar antenna theory (Ref 5, 30, 35) except that the
wavelengths are much shorter. In general, aperiodic arrays can be designed with the element spacings chosen according to an algorithm or chosen in a completely random manner. The statistics for an ensemble of random array configurations lead to various descriptions of the far field beam pattern. Both types of aperiodic arrays are discussed briefly with general results drawn from antenna theory and applied to the laser case.

Spatial Taper. Unfortunately there is no general theory governing the design of aperiodic arrays. Several techniques are listed in Ref 35:135; the most successful of which is apparently a process called dynamic programming which is a sophisticated trial-and-error procedure. Iterative methods have also been used to synthesize a desired pattern (Ref 36). Ref 20 showed that for a linear array, the lowest side lobe levels were generally from space tapered arrays. Spatial tapering usually results in an array in which the radiating elements are closely spaced near the center of the array and become more spread out near the edge of the array. For example, the element spacings can be made inversely proportional to the aperture excitation (which is considered continuous over the entire array aperture) (Ref 35:126-129). The result is a radiation pattern whose main beam and first couple of side lobes approximate the design goals fairly closely. However, the side lobes tend to get higher for angles further from the main beam (Ref 35:130). Fig. 12 on the next page is a representation of the radiation pattern.
for a typical spatially tapered array. Region I approximates the design goals with low side lobes. Region II is a transition region where the side lobes get higher. Region III has average side lobe levels similar to the results for random arrays. If the pattern in Regions II and III will not be used, then perhaps spatial tapering can eliminate the grating lobe problem. In the case of optical frequencies, this might be true because the overall gaussian envelope severely attenuates the pattern away from the main beam. For example, at a distance of $4w_1$ from $x_1 = 0$, the gaussian profile is about 36 dB down from the peak at $x_1 = 0$. Unfortunately, because of the small wavelength involved, Region III occurs much closer to the main beam than for the radio frequency case. In fact, for most spatial tapers, the design pattern approaches the Region III results by the first side lobe (Ref 35:150). Since the location of the first side lobe is proportional to $\frac{\lambda}{L}$ where $L$ is the overall length of
the array, the gaussian envelope will not be selective
enough in the neighborhood of the main beam to kill off the
high side lobes in Regions II and III.

Random Arrays. Strictly speaking there is no such
thing as a random array since any physical array is
completely deterministic (not including measurement errors).
This seems to imply that to determine anything about the
far field pattern of an infinitely large class of specific
array configurations, one must realize each array and com-
pute its pattern. Fortunately this is not the case. It is
possible to make certain probabilistic statements that are
valid for such a class of arrays whose elements may be
positioned in some random manner. Such statements, though,
are merely existence statements or bounds in that, within
the class of arrays being considered, at least some array
configurations exist whose patterns are described by these
probabilistic statements. This approach is absolutely no
help at all in realizing a specific array with the desired
characteristics. Such a realization must be left to a
computer or a designer's insight. Nevertheless, it is
useful to review the results of random array analysis
(Ref 19, 20, 30, 35).

Eq (50) was the result for the general one dimensional
linear array where \( \phi_i(t) \) and \( D \) were considered gaussian
random variables. When considering the far field pattern,
the time of observation is arbitrary and will be set to
zero as is \( t_1 \). Eq (50) becomes,
\[
E(U_1(x_1, y_1, t)) = P(x_1, y_1)U_1(x_1, y_1)\exp\left[-\frac{1}{2}\left(\sigma_\phi^2 + \left(\frac{x_1}{\lambda z_1}\right)^2 \sigma_D^2\right)\right]_1 \\
A_1\exp\left[\frac{2\pi D_1 x_1}{\lambda z_1}\right]
\]

(94)

where the \(D_1\) are the means of the element locations, and \(\sigma_D^2\) is their variance (since they are considered to have identical variances). If the array is uniform (\(D_1 = iD\)), the series in Eq (94) has the spatial grating lobes shown in Fig. 8. It can be seen immediately that for \(x_1 \neq 0\), \(\sigma_D^2\) can be appropriately chosen to attenuate the grating lobes. In Eq (51), \(\sigma_D\) was chosen small so that the far field pattern was not significantly affected; here, however, \(\left(\frac{2\pi}{\lambda z_1} \sigma_D\right)^2\) must be relatively large to accomplish the desired result. In a manner completely analogous to the temporal results of Eqs (34) and (35), the mean far field intensity is proportional to \(N\) for \(x_1 \neq 0\) since

\[
E(I_1) = \left[1 - \exp\left(\frac{2\pi x_1}{\lambda z_1}^2 \sigma_D^2\right)\right]N + \exp\left(\frac{2\pi x_1}{\lambda z_1}^2 \sigma_D^2\right)\frac{\sin N\pi D_1 x_1}{\sin \frac{\pi D_1 x_1}{\lambda z_1}}
\]

(95)

where \(A_1 = A\) and \(D_1 = iD\) in Eq (94). At \(x_1 = 0\), however, the main beam peak is proportional to \(N^2\). Therefore, the power ratio of the average side lobe level to the main beam peak is \(\frac{N}{N^2} = \frac{1}{N}\), so that the average side lobe level is inversely proportional to the number of lasers in the array (Ref 35:140-142).
There is still, however, a finite probability that some side lobe will be much higher than the average side lobe level of $\frac{1}{N}$. This is true since the far field pattern of any given array is simply one possible sample function of all of those under consideration, and any individual sample function may have very high or very low side lobes. Eq (94) indicates that the mean of $U_1$ can be made to attenuate the grating lobes for $x_1 \neq 0$ as much as desired. The field, however, may deviate from this mean by a considerable amount. To investigate this deviation a new definition is used so that the field under consideration is zero mean and unit variance

$$U_1^*(x_1, y_1, t) = \frac{U_1(x_1, y_1, t) - E[U_1(x_1, y_1, t)]}{\sqrt{\text{Var}(U_1, U_1^*)}}$$

(96)

In general, $U_1^*$ is a complex random process with real and imaginary parts. For a large number of elements, these parts may be considered asymptotically jointly gaussian random processes by the central limit theorem (Ref 19:258; 35:147). With this assumption, the joint probability density of the real and imaginary parts of the field $U_1^*$ is known, and the probability that any side lobe (a given amplitude of the field) will not exceed some specified threshold can be determined. (This is not the same as the assumption that was made earlier that only the statistics of the phase were known and that the amplitude was deterministic. In this case, both the amplitude and phase of
the far field $U_1^\prime$ are considered random for this class of arrays since the elements may have locations determined by some unspecified probability density.) Since $U_1^\prime$ is zero mean, its real and imaginary parts are identically distributed as well as independent. This is because the element locations are considered to have a common underlying probability density, so that the element positions are identically distributed about their means $D_1$. Now $\text{Var}(U_1 U_1^\ast) = N$ from Eq (95) since $E(I_1) = E(U_1 U_1^\ast) = \text{Var}(U_1 U_1^\ast)$ and $\sigma_D^2$ is big enough. Following Ref 19:261 and 35:147-151, the result is as follows:

$$\text{Pr}\left(|U_1^\prime| > \frac{A_0}{\sqrt{N}}\right) = 1 - \text{Pr}\left(|U_1^\prime| < \frac{A_0}{\sqrt{N}}\right)$$

$$= \exp\left(-\frac{A_0^2}{N}\right)$$

$$\text{Pr}\left(|U_1^\prime|^2 > \frac{A_0^2}{N}\right) = \exp\left(-\frac{A_0^2}{N}\right)$$

$$\text{Pr}\left(|U_1^\prime|^2 > B\right) = \exp(-B)$$ (97)

where $B = \frac{A_0^2}{N}$ is the power ratio of the desired threshold to the average side lobe level. The exponential dependence is obtained from the exponential distribution of the amplitude of $|U_1^\prime|$. The probability that the peak side lobe is less than $B$ is just $1 - e^{-B}$. Eq (97), however, is true for only a single sample value of $U_1^\prime$ at some $x_1$. To find the
probability that no side lobe anywhere in the pattern exceeds \( B \), it is necessary to take many spatial samples of \( U'_1 \). The issue now is how many samples should there be and where should they be. The latter problem is reduced by simply choosing the distance between samples to be the same. To make the computations simpler, the number of samples may be constrained by the requirement that the samples be statistically independent. Crudely, then, the number of samples needed to describe the random process is a set of independent random variables. For such a case, the samples are separated by no less than the coherence distance of the pattern and the pattern is considered piecewise constant over a coherence length. The total probability that the set of \( \{ |U'_1(x_i)| \} \) is less than \( B \) is just the product of the probabilities that each individual sample is less than \( B \),

\[
\beta = \Pr(\{ |U'_1(x_i)|^2 < B \})
\]

\[
= \Pr( |U'_1(x_1)|^2 < B \text{ and } |U'_1(x_2)|^2 < B \text{ and } \ldots |U'_1(x_n)|^2 < B )
\]

\[
= (1 - \exp(-B))^n
\]  

(98)

where \( n \) is the number of samples and is called the array parameter. As the coherence distance of the pattern gets small, \( n \) gets large. Eq (98) can be rewritten,

\[
B = - \ln \left( 1 - \beta^n \right)
\]

(98a)

Now if the probability (confidence level) \( \beta \) is chosen and \( n \) is known, then the peak side lobe level (with respect to
the average side lobe level, \( \frac{1}{N} \), \( B \), can be determined. For example, for a 90\% probability that no side lobe exceeds \( B \) and for \( n = 10 \), then \( B = 4.56 \), i.e. with 90\% confidence, the peak side lobe of \( |U_1'|^2 \) is 4.56 times as high as the average side lobe level, \( \frac{1}{N} \). It should be noted, too, that the underlying distribution of the array element locations is not a factor in this analysis; this is one of the reasons why the analysis is general for a large class of array configurations.

The determination of the array parameter, \( n \), can be made in several ways (Ref 35:151-156) and the result can be given by

\[
n = \frac{L}{\lambda}
\]

(99)

where \( L \) is the length of the array. This is intuitively correct since \( \frac{\lambda}{L} \) is roughly the angular lobe width of the pattern, therefore the necessary "sample rate" should be proportional to \( \frac{\lambda}{L} \). For optical wavelengths, then, (particularly for CO\(_2\) lasers) \( n \) is on the order of \( 10^5 \). The effects on \( n \) of a main beam at some location other than \( x_1 = 0 \), unequal element excitations, non-isotropic elements, and signal bandwidth are all negligible (to within an order of magnitude) for this case (Ref 35:171-184).

Eq (98) overlooked a minor problem. Since \( B \) itself has a variance and the samples are not infinitely close together (continuous), the actual peak side lobe is higher than \( B \) with probability one, i.e. \( U_1' \) may not be piecewise
constant over a coherence distance. Ref 19 ignores the error and Ref 35 presents a rather obtuse derivation of an additive correction factor which turns out to be \(1 + \frac{2}{B}\), so that the actual peak side lobe is given by \(B + 1 + \frac{2}{B}\). For the optical wavelengths, the correction factor is negligible, since \(n = 10^5\) and Eq (98a) gives \(B \approx 12\) (for a confidence level of 50%) and \(B \approx 14\) (for \(\beta = 90\%\)). Thus, the correction affects the actual peak side lobe less than about 10% numerically, and in fact merely represents a small decrease in the confidence level \(\beta\). Since \(B\) is the ratio of the peak side lobe to the average side lobe, the ratio of the peak side lobe to the main beam is given by

\[
h = \frac{B}{N}
\]

\[
= -\frac{1}{N} \ln\left(1 - \frac{1}{\beta^N}\right)
\]

(100)

The primary restriction on Eq (100) results from the original assumption that the field \(U_1\) had real and imaginary parts that were asymptotically jointly gaussian. Ref 19:262 notes that this approximation is valid for \(\frac{\sqrt{N}}{\pi L} \ll 1\). A plot of \(N\) versus \(h\) is given in Fig. 13 for \(q = 1, 5\) where \(L = 10^{9\lambda}\) and \(\beta = 90\%.\) The restriction \(\frac{\sqrt{N}}{\pi L} \ll 1\) is shown by a dotted line. Left of this line, the confidence level may be less than 90%. The figure is very nearly the same as that in Ref 19:262. The figure indicates that as \(L(q)\) increases, the peak side lobe is also likely to increase, but not a great deal relatively.
Fig. 13 also indicates a very striking result. For a reasonable peak side lobe level of -20 db, a 1 m array (q=5) must consist of about 1400 lasers. As noted earlier, these probability statements are existence statements for an infinitely large class of arrays whose elements are positioned according to some underlying probability density. Therefore, there are at least some arrays which have about 1400 lasers whose side lobes are less than -20 db with a confidence level of about 90%. This is not true for most of the arrays in the class. Furthermore, this is not a design procedure for a specific array. Finding an array with the above performance is by no means a trivial task (analytically, it is totally intractable). However, even disregarding the difficulty of
designing the appropriate array, there is the not inconsiderable problem of actually building it.
V. Conclusion

Summary of Results

In the first section, classical, amplitude stabilized fields were used to describe the laser output. The fields were considered complex, coherence separable random processes. The Huygens-Fresnel principle was used to propagate the field, and the far field (Fraunhofer condition) was considered. The general result for the superposition of N fields contained all of the cases discussed, and the time-space duality of the calculations was evident. When coherent detection was used to measure a field at any space-time point, the resulting measured phases of the fields were considered stationary, gaussian random processes. The effect on the far field pattern was an amplitude reduction proportional to the variance of the phase. As the variance increased, the result approached the incoherent case; and as the variance approached zero, the fields were seen to add coherently. A phase locked loop was postulated to lock each laser to a reference. A local oscillator could be used in a coherent (heterodyne) detector, and a phase locked loop could lock the reference to the local oscillator. The receiver then could track the signal without regard to the absolute phase variations of the signal or the local oscillator. Three cases of misalignment were considered. Variations in laser spacing produced results similar to the effect of the phase variance. In each case the required standard deviation for a desired effect on the far field was determined. Misalignment of the
laser axes was also considered and found to require alignment accuracy to within milliradians for the coaxial case. One other problem investigated was that of the misalignment of the fields in the direction of propagation. This was seen to produce a non-negligible phase variation in the far field that required physical alignment of the lasers to within an optical wavelength to eliminate the variation. The statistics resulted in another amplitude reduction of the far field proportional to the variance of the misalignment.

A few, minor, simplifying assumptions in the first section produced a far field result almost identical to that of a mode-locked laser. However, there was additional flexibility in that the pulse widths and pulse rates could be easily varied by changing the frequencies of the individual lasers. The minimum pulse width was determined to be about 3 nsec using CO₂ waveguide lasers. A laser array also produced spatial modulation. In both cases the overall beam propagated as a gaussian spherical wave.

In the second section, the case of several lasers whose optical axes were coincident was considered in more detail. For the reasonable assumptions of coherent detection and a matched filter receiver, the performance of the mean of the far field was seen to be described in terms of the ambiguity function. The general characteristics of the ambiguity function depended essentially on the total bandwidth of the combined field. Thus using other than a constant frequency interval Δf would not be significantly helpful. The
measurement precisions for range and velocity were found to be proportional to \( \frac{1}{\sqrt{N^3 \Delta f}} \) and \( \sqrt{N \Delta f^2} \) respectively. Therefore, in theory, the measurement precisions could almost independently be made as small as desired within the constraint that \( N \Delta f \) must be less than or equal to the laser gain line width. Multiple pulses could also be used to increase the signal energy to noise ratio thus improving both measurements. Overall modulation such as linear frequency modulation (chirp) was not seen to be particularly useful in improving measurement precision. This coaxial case does have application to target detection and tracking problems as well as terrain mapping. The system is very flexible because of the capability to change pulse characteristics, thus changing measurement precision when necessary.

In the third section, the case of an array of lasers was considered. A linear array was analyzed and found to have a spatial pulse that scanned linearly beneath the overall gaussian envelope. This spatial pulse was seen to require about two orders of magnitude improvement in the alignment accuracy of the optical axes of the lasers, i.e. on the order of \( 10^{-5} \) rad. By the use of z transforms, the side lobes of the spatial pulse could be controlled in any desired manner. For the monochromatic case (\( \Delta f = 0 \)), the spatial beam could be made to scan sinusoidally and a planar array was seen to permit conical scanning. These results make the system applicable to target tracking and even track-while-scan since the beams' relative phases can be changed.
electronically. For some applications, however, the secondary spatial beams, called grating lobes, are undesirable, so the cases of aperiodic and random arrays were considered briefly. Of the aperiodic arrays, the spatial taper was found to provide some of the lowest side lobes, but for optical wavelengths the beam pattern away from the main peak became less controllable. The class of arrays with element locations determined in a random manner from array to array was found to have a ratio of average side lobe intensity to peak intensity inversely proportional to the number of lasers. Furthermore, to obtain a reasonably high probability of low side lobes (i.e. no grating lobes), the array was found to require a large number of lasers (>1000). Although this was noted to be true in general for the class of random arrays, the results only guaranteed that a desirable array existed and did not in any way specify the array.

**Recommendations**

It is very difficult at this point to make specific recommendations as to what type of system should be built, how many lasers it should use, what frequencies it should operate at, and so on. The difficulty arises because as is usually the case, none of the issues are clear enough to enable instant conclusions to be drawn. As always, there are trade-offs necessary between system requirements, design constraints, and costs. The difficulty becomes even more acute when the applications are generalized as they are here,
and when there are no systems against which point by point comparisons may be made. Nevertheless, some general comments may be made. The statistical models used indicate that given a good phase locked loop design for heterodyne detection, the fields may be combined and detected coherently. Misalignment problems in the plane of the array and in optic axis angle, though difficult, also seem to be within the realm of engineering solutions. The waist alignment problem (in the direction of propagation) is much more serious and may represent the most serious stumbling block to implementing coherent combination of two or more lasers. The flexibility of such a system is desirable for ranging applications and possibly for velocity measurements as well since the pulse format may be changed easily. This would indicate, however, that more than two or a few lasers be used (exactly how many more depends on the system requirements) since the measurement precision for coupled measurements may be more easily manipulated for $N>2$. The coaxial case requires some sort of combination scheme, however, which may be lossy as well as expensive. A linear array may find application in cases where beam scanning or pointing is necessary. However, unless it is possible to build arrays of more than several hundred lasers within a length of a few meters or less, the multiple lobe problem cannot be eliminated. This will certainly restrict the application of such a system even though the high resolution of the coherent result ($\sim \text{cm}$) may be desirable.
There are several areas in which further investigation would be helpful and in which hardware development should be emphasized. The duality issue should be considered more carefully. It appears that not only could more results be obtained, but a great deal of spatial statistics from antenna theory could be applied to the temporal realm. As far as the spatial beam is concerned, there should be further study of the spatial taper case for the optical wavelengths. Either a general theory could be developed or the approach could be shown conclusively to be of little value. Computers would be helpful in determining actual patterns for various arrays to see if there are any useful trends. For the random case, the statistics should be examined more closely to produce more rigorous results. Another interesting possibility is that of developing a measure of the probability that an objectionably high side lobe will occur within a certain region near the main beam. Another area is that of signal design. Some of the performance criteria presented in this study are basic and could be expanded. Signal synthesis would also open up the whole area of applications to communications that were not considered here. It seems that the coherent combination of lasers would have enough more flexibility than a mode-locked laser to be useful in communications. The spatial scanning aspects of the array could also be helpful in, perhaps, selecting various receivers for various messages, i.e. in addition to frequency and time division multiplexing, spatial multiplexing could be useful.
Coherent combination of lasers, although a formidable engineering task, still offers some attractive benefits. Development of arrays of small lasers with power outputs of watts or milliwatts should be encouraged. Laser alignment is enough of a problem that it is desirable to obtain more lasers and more power per laser in a given array. Other hardware problems that must be addressed include the physical aspects of putting a large number of lasers together in a small array with the associated cooling, control electronics, and optics.
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