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ABSTRACT

A large class of cyclic staffing problems, when formulated as (linear) integer programs, possess zero-one constraint matrices for which the ones in each row occur in consecutive components (the first and last components are considered consecutive). Included within this class is the problem of minimizing the linear cost of assigning workers to a multi-period cyclic schedule such that the demand in each period is satisfied, and each person works a shift of a common number of consecutive periods and is idle for the other periods (the first and last periods are considered consecutive). Any problem in this class may be transformed via a change of variables so that the resulting constraint matrix is, after deletion of a distinguished column, the transpose of a node-arc incidence matrix. The problem can then be solved in polynomial time parametrically in the distinguished variable as a sequence of network flow problems. Alternately, the optimal value of the distinguished variable can be found to within integer roundoff as its optimal value in the associated linear program with integer constraints ignored.
1. Introduction

In recent years much interest has focused on various problems that arise in cyclic staffing. One fundamental problem, called the \((k,m)\)-cyclic staffing problem, is to minimize the linear cost of assigning persons to an \(m\)-period cyclic schedule so that (1) the demand \(d_j\) in period \(j\) is satisfied for each \(j\), and (2) each person works a shift of \(k\) consecutive periods and is idle for the other \(m-k\) periods (periods 1 and \(m\) are considered consecutive).

In 1955, Gross [11] solved the \((2,m)\)-cyclic staffing problem. The \((5,7)\)-cyclic staffing problem (5-day workers in a weekly schedule) was studied by Tibrewala, Philippe, and Brown [16] and others [3,5,14]. For a survey of cyclic staffing, see Baker [2].

The related problem of minimizing costs of assigning workshifts in which schedules are not assumed to be cyclic has been solved by Veinott and Wagner [18]. They solved the problem by transforming it into a network flow problem.
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The \((5,7)\)-cyclic staffing problem may be stated as the following (linear) integer program:

Minimize \(ax\)

Subject to

\[
\begin{bmatrix}
1 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 1 \\
\end{bmatrix}
\]

\(x \geq d\) \hspace{1cm} (1.1)

\(x \geq 0\) and integer.

A 0-1 vector is said to be circular if its 1's occur in consecutive components, where the first and last components are considered to be consecutive. A matrix is called column (resp., row) circular if its columns (resp., rows) are circular. The matrix in (1.1) is both row and column circular. The column circularity stems from the fact that each column represents a shift of consecutive periods. For this reason, constraint matrices for cyclic staffing problems usually are column circular. However, it is their row circularity that leads to an efficient solution technique. In particular, it is shown in Section 2 that if the constraint matrix is row circular, then the problem may be transformed unimodularly so that the resulting matrix is, after deletion of a distinguished column, the transpose of a node-arc incidence matrix. The problem may then be solved in polynomial time parametrically in the distinguished variable as a series of network flow problems. Alternately, the optimal value of the distinguished variable may be found to within
integer roundoff as its optimal value in the associated linear program with integer constraints ignored.

In Section 3, we present a large class of column circular matrices that are, up to a permutation of columns, row circular as well. Included within this class are the constraint matrices derived from the \((k,m)\)-cyclic staffing problem. Finally, several examples to which the algorithms of Section 2 apply are given in Section 4.

2. The Integer Program and Solution Techniques

The integer program that we consider has the form:

\[
\begin{align*}
\text{Minimize} & \quad ax + by \\
\text{Subject to} & \quad Ax + By \geq d \\
& \quad x, y \geq 0 \text{ and integer},
\end{align*}
\]  

(2.1)

where \(a\) and \(b\) are non-negative integral vectors, and \(d\) is a strictly positive integral vector. (There is no loss of generality in assuming each component of \(d\) positive, since in the following any constraint with \(d_j < 0\) would be trivially satisfied and could be deleted.)

A staffing problem is an integer program of the form (2.1) with \(A\) an \(m \times n\) row-circular matrix with at least one 1 in every row, and \(B\) a matrix of the form \(
\begin{bmatrix} 1 \\ 0 \end{bmatrix}
\) with \(I\) a \(p \times p\) identity matrix and \(0\) an \((m-p) \times p\) matrix of all 0's.

The vector of all 1's (resp., 0's) will be denoted simply as \(1\) (resp., 0). If a circular vector is not equal to 0 or 1, the its first 1 (resp., last 1) is that 1 which immediately follows
The Change of Variables

For a staffing problem with constraint matrix \([A \ B]\), let \(\ell_j = n\) if row \(j\) of matrix \(A\) is 1 and let \(\ell_j\) be the index of the last 1 in row \(j\) of \(A\) otherwise. Consider the change of variables given by

\[
\begin{align*}
v_j &= x_1 + \cdots + x_j & \text{for } j = 1, \ldots, n \\
w_j &= x_1 + \cdots + x_{\ell_j} + y_j & \text{for } j = 1, \ldots, p.
\end{align*}
\]

The inverse transformation is given by

\[
\begin{align*}
x_1 &= v_1; \quad x_j = v_j - v_{j-1} & \text{for } j = 2, \ldots, n \\
y_j &= w_j - v_{\ell_j} & \text{for } j = 1, \ldots, p.
\end{align*}
\]

Note that \(v_j\) and \(w_j\) are integral for all \(i\) and \(j\) if and only if \(x_j\) and \(y_i\) are integral for all \(i\) and \(j\). (The above transformation is unimodular.)

We want to distinguish variable \(v_n\) for reasons that will later be clear. Thus we let \(u = (u_1) = (v_1, v_2, \ldots, v_{n-1}, v_1, \ldots, w_p)\), and let \(T\) denote the transformation such that \((x, y) = T(\underline{u})\). Then substituting \(T(\underline{u})\) for \((x, y)\) in (2.1), the staffing problem takes the form:

\[
\begin{align*}
\text{Minimize} & \quad \tilde{\alpha}u + \tilde{\alpha}_n v_n \\
\text{Subject to} & \quad \tilde{\alpha}u + cv_n \geq \begin{bmatrix} d \\ 0 \\ 0 \end{bmatrix} \\
& \quad u, v_n \text{ integer},
\end{align*}
\]
where $\bar{A}$ denotes the matrix $\begin{bmatrix} A & B \end{bmatrix}$ with the last column (denoted by $c$) deleted, and $\bar{a}$ denotes the vector $[a \ b]^T$ with the last component (denoted by $\bar{a}_n$) deleted.

A staffing problem that has been put in the form (2.2) will be called a transformed staffing problem. The key observation that leads to efficient solution techniques for the transformed staffing problem is that $\bar{A}$ has at most one 1 and at most one -1 in any row, with all other elements equal to 0. Thus $\bar{A}^T$ is a node-arc incidence matrix.

**Example 2.1.** Let $[A \ B]$ be the constraint matrix of Figure 2.1a. Then $T$ is the matrix of Figure 2.1b and $[\bar{A} \ c]$ is that in Figure 2.1c.

![Figure 2.3a: $[A \ B]$](image)

![Figure 2.3b: $T$](image)

![Figure 2.3c: $[\bar{A} \ c]$](image)
The fact that $\tilde{A}$ is a node-arc incidence matrix suggests that the transformed staffing problem may be solved parametrically in $v_n$ as a sequence of network-flow problems. To this end we let $D(v)$ denote the linear program obtained from the transformed staffing problem by dropping the integrality constraints and adding the constraint $v_n = v$. Let $P(v)$ denote the dual to $D(v)$ and let $z(v)$ denote the common objective value (where $z(v) = \infty$ if $D(v)$ is infeasible). Then $D(v)$ and $P(v)$ may be written as

$$\text{D(v): minimize } \tilde{a}_n v \quad \text{P(v): maximize } \lambda(d - vc) + \tilde{a}_n v$$
subject to $\tilde{A}u \geq d - vc$

$$\lambda \geq 0.$$ 

Lemma 2.1. Problem $P(v)$ is a (primal) network flow problem. If $v$ is integral and $z(v)$ is finite, then there exist optimal dual variables for $P(v)$ that are integral and are optimal for $D(v)$. Furthermore, $z(\cdot)$ is convex.

Proof. Since $\tilde{A}^T$ is a node-arc incidence matrix and $\tilde{a}, \tilde{a}_n, d, v,$ and $c$ are integral, it follows from Dantzig [6] that there exist optimal (primal and) dual variables that are integral. The convexity of $z(\cdot)$ is well known [10].

The transformed staffing problem has thus been reduced to the problem of determining an integral value $v_n^*$ which minimizes $z(v)$, and determining optimal dual variables for $P(v_n^*)$.

Let the linear relaxation of an integer program denote the linear program that results from dropping the integrality constraints.
Theorem 2.2. If \((u'_n, v'_n)\) is optimal for the linear relaxation of a transformed staffing problem, then there is an optimal integral solution \((u^*_n, v^*_n)\) with \(|v^*_n - v'_n| < 1\).

Proof. Since \(z(\cdot)\) is convex, it follows that for integral \(v^*_n\)

\[ z(v^*_n) \geq \min(z([v'_n]), z([v'_n])) , \]

where \([v'_n]\) denotes the least integer greater than or equal to \(v'_n\), and \([v'_n]\) denotes the greatest integer less than or equal to \(v'_n\).

By Lemma 2.1, if there exist optimal solutions that yield objective values \(z([v'_n])\) and \(z([v'_n])\), they can be taken to be integral.

Furthermore, \(D([v'_n])\) is feasible so that an optimal solution exists yielding objective value \(z([v'_n])\). It is possible that no solution exists for \(D([v'_n])\) in which case \(z([v'_n]) = \infty\).

The above proof reveals an efficient algorithm for the staffing problem. Recall that \(v_n = x_1 + \cdots + x_n\).

Algorithm A

Step 1. Solve the linear relaxation of the staffing problem obtaining an optimal solution \((x'_y)\).

Step 2. Form two linear programs LP1 and LP2 from the above relaxation by adding respectively the constraints \(x_1 + \cdots + x_n = [x'_1 + \cdots + x'_n]\) and \(x_1 + \cdots + x_n = [x'_1 + \cdots + x'_n]\). An optimal solution for the staffing problem (which can be taken to be integral) is the better of the solutions for LP1 and LP2.

Although the simplex algorithm is very efficient in practice,
there is no guarantee that it runs in polynomial time. In order to obtain a formally efficient algorithm the key is to obtain an optimal integral value $v^*_n$ in a polynomial number of steps. The next result is useful to this end in providing bounds on $v^*_n$.

**Lemma 2.3.** There is an integer value $v^*_n$ minimizing $z(v)$ such that $v^*_n \leq ld$. Furthermore $z(v^*_n) \leq M(ld)$, where $M = \max(a_1, \ldots, a_n, b_1, \ldots, b_p)$.

**Proof.** We may assume that every nonzero optimal integer variable $x^*_i$, $y^*_j$ in (2.1) appears with a nonzero coefficient in some tight constant, since otherwise that variable could be reduced, feasibility maintained and the objective value not increased. Let $S$ denote the set of indices of the tight constraints. Then

$$1d \geq \sum_{i \in S} d_i = \sum_{i \in S} (\sum_{j=1}^{n} a_{ij} x_j^* + \sum_{j=1}^{p} b_{ij} y_j^*) \geq lx^* + ly^* \geq lx^* = v^*_n .$$

Furthermore, $M(ld) \geq M(lx^* + ly^*) \geq ax^* + by^* = z(v^*_n)$.

There are many ways to search for an integer minimizing a convex function over a bounded set. One is to use Kiefer's [13] fibonacci search.

A more efficient method, when a "subgradient" of the function is available at each point, is binary search (interval bisection). This method is developed for the staffing problem in the following lemma and its corollary.

**Lemma 2.4.** Suppose $\lambda'$ is optimal for $P(v')$. If $(\tilde{a}_n - \lambda' c)(v - v') \geq 0$, \ldots
then \( z(v') \leq z(v) \).

**Proof.** For any real number \( v \), \( \lambda' \) is feasible for \( P(v) \). then by hypothesis,

\[
z(v) - z(v') \geq \lambda'(d-vc) + \tilde{a}_v - \lambda'(d-v'c) + \tilde{a}_{v'}
\]

\[
= (\tilde{a}_v - \lambda'c)(v-v') \geq 0.
\]

Let \( v_n^* \) denote an integral value that minimizes \( z(v) \). Suppose \( v_n^* \in [j_1, j_2] \). Let \( j_3 = \lceil (j_1 + j_2)/2 \rceil \). Let \( \lambda' \) be optimal for \( P(j_3) \). Then the following is immediate from Lemma 2.4.

**Corollary 2.5.** If \( \tilde{a}_v - \lambda'c = 0 \), then \( j_3 \) minimizes \( z(v) \). If \( \tilde{a}_v - \lambda'c > 0 \), then \( v_n^* \in [j_1, j_3] \). If \( \tilde{a}_v - \lambda'c < 0 \), then \( v_n^* \in [j_3, j_2] \).

**Algorithm B**

**Step 1.** Use transformation \( T^{-1} \) to derive the transformed staffing problem.

**Step 2.** Using binary search based on Corollary 2.5, determine an integral value \( v_n^* \) in \([0, ld]\) which minimizes \( z(v) \). At each iteration determine \( z(v) \) by using a network flow algorithm on \( P(v) \).

**Step 3.** Transform \( v_n^* \) and the dual variables for \( P(v_n^*) \) via transformation \( T \) to obtain the optimal integral solution for the staffing problem.

It is not the case that any network flow algorithm runs in polynomial time; however, Edmonds and Karp [8] demonstrated that the out-of-kilter-algorithm with scaling does run in polynomial time. In order to use
that algorithm it is necessary to have upper bounds on the arc flows.

Lemma 2.6. Without loss of generality, we may add to problem $P(v)$ the constraint $\lambda_j \leq M \cdot (ld)+1$, for each $j$, where

$$M = \max(a_1, \ldots, a_n, b_1, \ldots, b_p).$$

Proof. By assumption, $d \geq 1$. Thus if for fixed $v$ any new constraint is tight, then $z(v) > M \cdot ld$. Then by Lemma 2.3, $z(v)$ is not minimum.

In the following theorem we assume that the constraints $\lambda_j \leq M^*$ have been added to $P(v)$ where $M^* = 1 + M \cdot ld$.

Theorem 2.7. If the out-of-kilter algorithm is used in Step 2 of Algorithm B, then the execution time is $O((n+m)^2(\log M^*)(\log ld))$ steps.

Proof. The transformations for steps 1 and 3 may be carried out in $O((n+m)^2)$ steps. Each iteration using out-of-kilter with scaling requires $O(e^2 \log q)$ steps, where $e$ is the number of edges in the network, and $q$ is the maximum flow allowed in any edge. Since the number of edges is $m+n+p$, and $p \leq n$, the number of steps in each iteration is $O((n+m)^2 \log M^*)$. The number of iterations using binary search is $\log (ld)$. Thus the total number of steps is $O((n+m)^2(\log M^*) (\log ld))$.

A Special Objective Function

Of special importance for staffing problems is the case for which the cost coefficients are equal to 1. In applications, minimizing such an objective function usually corresponds to minimizing the number of workers.

Let $S$ denote a staffing problem with constraint matrix $A$ and
cost coefficients $a$ with $a = 1$. Let $S'$ be the transformed scheduling problem.

**Proposition 2.8.** If $v^*$ is an optimal solution vector for the linear relaxation of $S'$, then an optimal solution for $S'$ is $[v^*] = ([v_1^*], \ldots, [v_n^*])$.

**Proof.** The objective function for $S'$ is equal to $v_n$. Thus the minimum objective value for $S'$ is at least $[v_n^*]$. It suffices to show that $[v^*]$ is feasible. By construction of $T$, there are at most 3 types of linear constraints for $S'$.

i) $v_j - v_i \geq b_i$

ii) $v_j - v_i + v_n \geq b_i$

iii) $v_j \geq b_i$

Noting that for all real numbers $r$ and $s$, $|r| - |s| \geq |r-s|$, we see that

$$[v_j^*] - [v_i^*] \geq [v^*_{j^*}-v^*_{i^*}] \geq b_i,$$

$$[v_j^*] - [v_i^*] + [v_n^*] \geq [v^*_{j^*}+v^*_{n^*}] - [v_i^*] \geq [v^*_{j^*}+v^*_{n^*}] \geq b_i,$$

and

$$[v_j^*] \geq v_j \geq b_i.$$

**Remark 2.9.** If $a = 1$, then $\tilde{a} \geq 0$. For $\tilde{a} \geq 0$ problem $D(v_n)$ satisfies the conditions assumed by Dorsey, Hodgeson, and Ratliff [7]. Then $D(v_n)$ may be solved by their simple recursive substitution scheme.

Furthermore, in the special case of $a = 1$, it is possible to solve the problem via parametric programming in $O(m^2 \log m)$ steps.
Orlin, in an unpublished work, bases this algorithm on determining an optimal basis for $P(v)$ for each $v \in [0,1]$. In practice, for problems with $m$ taking values between 24 and 500, this algorithm takes approximately $m$ iterations which results in an execution time of $c \cdot m \log m$, where $c$ is a constant.

It might seem plausible that the rounding procedure of Proposition 2.8 might be generalized, or that the optimal value for $v_n'$ should be rounded up. Such is not the case. If $v^*$ and $v'$ are optimal for respectively a transformed scheduling problem and its linear relaxations, it is possible for some $j$ that $|v^*_j - v'_j| > 1$ and that $v^*_n < v'_n$. Example 2.2 illustrates both points.

**Example 2.2**

Minimize $21x_1 + 15x_2 + 15x_3 + \cdots + 15x_8$

Subject to

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6 \\
x_7 \\
x_8 \\
\end{bmatrix}
\geq
\begin{bmatrix}
2 \\
. \\
. \\
. \\
. \\
. \\
. \\
. \\
\end{bmatrix}
\]

$x \geq 0$ and integer.

The unique optimal solution for the linear relaxation of the problem is $x' = [0, 2/3, 2/3, \ldots, 2/3]$, with objective value 70. The unique optimal integral solution is $x^* = [2, 0, 0, 0, 2, 0, 0, 0]$ with objective value 72. After the change of variables $v^*_1 - v'_1 = 2$, and $v^*_n - v'_n = 1x^* - 1x' = -2/3$. 

12
3. Recognizing Circular Rows

Let \( x \) and \( y \) be vectors with circular 1's. We say that \( x \) properly contains \( y \) if \( x \succeq y \) and the vector \( x-y \) does not have circular 1's. Following Tucker [17], we say that column circular matrix \( A \) has properly compatible circular columns if no column of \( A \) is 0 or 1 and if no column properly contains another. The matrix in Figure 3.1a has properly compatible circular columns while the matrices in Figures 3.1b and 3.1c do not.

\[
\begin{bmatrix}
1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 1
\end{bmatrix}
\]

Figure 3.1a

\[
\begin{bmatrix}
1 & 1 \\
1 & 0 \\
0 & 0 \\
1
\end{bmatrix}
\]

Figure 3.1b

\[
\begin{bmatrix}
1 & 0 \\
1 & 1 \\
0 & 1 \\
0 & 0
\end{bmatrix}
\]

Figure 3.1c

Remark 3.1. Suppose in a cyclic staffing problem the workshifts are labeled \( s_1, \ldots, s_n \). Then the constraint matrix will have properly compatible circular columns if and only if there does not exist \( i \) and \( j \) such that the persons in \( s_i \) start working before and finish after the persons in \( s_j \).

For matrices with properly compatible circular columns, a natural order suggests itself.

Column Ordering Algorithm

1) Order columns in groups, where group \( i \) consists of those columns whose first 1 appears in row \( i \).

2) Within each group, order columns so that column \( A_j \) precedes column \( A_k \) if \( A_j \preceq A_k \).
Henceforth, we assume, without loss of generality that a matrix with properly compatible circular columns has its columns ordered as above.

**Observation 3.2.** A matrix with properly compatible circular columns has circular rows.

**Proposition 3.3.** Let $P$ be an integer program of the form (2.1) with column circular constraint matrix $A$ and cost coefficient vector $a = 1$. Then $P$ may be written so that the constraint matrix has properly compatible circular columns. Thus $P$ is a staffing problem.

**Proof.** Suppose there are columns $A_i$ and $A_j$ in matrix $A$ with $A_i \leq A_j$. Then if $x^*$ is an optimal solution for $P$, it is possible to form (another) optimal solution by replacing $x^*_j$ by $x^*_j + x^*_i$ and replacing $x^*_i$ by 0. This replacement will neither affect cost nor alter feasibility. Thus we may eliminate any columns $A_i$ (and corresponding variable $x_i$) if there exists $A_j$ with $A_i \leq A_j$. Repeating this procedure leaves a matrix with properly compatible circular columns.

**Proposition 3.4.** If $A$ is an $m \times n$ matrix with distinct columns and properly compatible circular columns, then $n \leq 2m$. Moreover, the bound is sharp for $m \geq 3$.

**Proof.** Consider the set $S$ consisting of the $m(m-1)$ circular columns of length $m$, excluding the column of all 0's and the column of all 1's. Define sets $S_1, \ldots, S_{2m}$ such that $S_{2j-1}$ consists of those columns in $S$ with an odd number of 1's, and whose middle 1 occurs in row $j$, and such that $S_{2j}$ consists of those columns in $S$ with
an even number of 1's and whose middle 1's occur in rows $j$ and $j+1$. (See Figure 3.2.) Then set $S$ is the union of the $S_j$'s and matrix $A$ contains at most one column from each set $S_j$. Thus $A$ has at most $2m$ columns. The bound of $n = 2m$ is obtainable for $m \geq 3$, since $A$ may consist of all circular columns with one or two 1's.

\[
\begin{bmatrix}
0 & 1 \\
1 & 1 \\
0 & 1 \\
0 & 0 \\
0 & 0
\end{bmatrix} \quad \begin{bmatrix}
1 & 1 \\
0 & 1 \\
0 & 0 \\
0 & 1 \\
1 & 1
\end{bmatrix}
\]

$S_5$ for $m = 5$ \quad $S_{10}$ for $m = 5$

Figure 3.2.

Corollary 3.5. Let $S$ be a staffing problem with constraint matrix $[A \ B]$ for which matrix $A$ has properly compatible circular columns. Then Algorithm B finds an optimal solution for $S$ in $O(m^2(\log M^d)(\log 1d))$ steps.

Proof. By Proposition 3.4, $n \leq 2m$. Applying this inequality to Proposition 2.7 yields the desired result.

Recognizing Other Matrices with Circular Rows

There are matrices with circular rows and columns that do not have properly compatible circular columns. (See Figures 3.1b and 3.1c.) Furthermore, many matrices have circular rows without circular columns. Thus it would be desirable to have an algorithm which efficiently determines if matrix $A$ is row circular up to a permutation of columns. In [17], Tucker presents such an algorithm. The algorithm which takes $O(m^2n)$ steps, is a variation of the algorithm presented by Fulkerson and
Gross in [9] for determining if a matrix has the property of consecutive 1's in columns.

4. Applications

A. Cyclic Staffing with Overtime

A basic staffing problem involves a facility such as a hospital that operates 24 hours each day. Assume that there are fixed hourly staff requirements $d_i$, and that there are three basic work shifts, each of eight hours duration: 0700-1500, 1500-2300, and 2300-0700. Overtime of up to an additional eight hours is possible for each shift. What is the least cost assignment of personnel such that all staff requirements are met? This problem may be formulated as in Figure 4.1, where the constraint matrix has properly compatible circular columns. Thus the problem may be solved either by a bounded series of network flow problems or by linear programming.

B. Days-off Scheduling

A problem studied by Brownell and Lowerre [4] is to minimize the total workforce necessary to meet daily staffing requirements, where each worker is guaranteed two days off each week, including every other weekend. One variant of the problem is to add the restriction that the days off in each week are consecutive, and to allow the hiring of part-time employees for any day. The problem may then be formulated as

\[
\text{Minimize } ax + by \\
\text{Subject to } Ax + y \geq d \\
x, y \geq 0 \text{ and integer,}
\]
Minimize $ax$

Subject to

$x \geq 0$ and integer.

Figure 4.1. A cyclic staffing problem with overtime.
where row circular matrix \( A \) is the matrix in Figure 4.2. Thus the problem is a staffing problem as described in Section 2, and may be solved by either Algorithm A or Algorithm B.

![Matrix](image)

**Figure 4.2.** Constraint matrix for a variant of the Brownell and Lowerre problem.

### C. Cyclic Staffing with Linear Penalties for Understaffing and Overstaffing

One staffing problem considered by Baker [2] is one for which the period demands are not rigid. Instead there is a linear penalty \( b_i \) for understaffing, and a linear (possibly negative) penalty \( c_i \) for overstaffing period \( i \). Since the amount of overstaffing is \( d-Ax-y \), the problem may be stated as
Minimize \[ ax + by + c(d-Ax-y) \]
Subject to \[ Ax + y \geq d, \]
\[ x, y \geq 0 \] \text{ and integer.}

If \( A \) is the matrix desired from the \((k,m)\)-staffing problem or any other row circular matrix, the problem may be solved by the algorithms of Section 2.
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