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Second order quenching rate constants are reported for the quenching of excited iodine atoms (S2, I2) by selected molecules. These include I2, O2, H2O, D2O, H2O2, CO2, N2, H2, HD, D2. Temperature dependence studies were made over the range 295 K-600 K. Complex photodecomposition kinetics were observed for I2 and modelled.
Introduction

The research carried out under this grant was in support of work being done at the Air Force Weapons Laboratory to develop a continuously operating laser system based on the transition in atomic iodine

\[ I(5p^5 2p_{1/2}) + I(5p^5 2p_{3/2}) + h\nu(1.315 \ \mu) \]  

(1)

The excitation mechanism is based on the near resonant energy exchange between \( O_2(^1\Delta) \) molecules and ground state iodine atoms

\[ I + O_2(^1\Delta) \rightarrow I^* + O_2(^3\Sigma) \]  

(2)

Molecular oxygen in the \(^1\Delta\) electronic state is produced chemically or electrically and iodine is introduced into a continuously flowing stream of excited oxygen, ultimately leading to the production of a population inversion on the 1.315 \( \mu \) transition.

A model of the chemical and lasing kinetics of this system has been developed at AFWL by Franklin and can be used to determine optimum operating parameters and scaling information. Included in this model are processes

\[ I^* + M \rightarrow I + M \]  

(3)

which de-excite the upper state laser level as a result of collisions with molecules \( M \). It is important therefore, since (3) is in direct
competition with stimulated emission for the available energy, that accurate information be available on the second order quenching rate constants for the molecules M present in the system.

During the early stages of this program a substantial amount of instrumentation was developed to permit the observation of very high speed photodecomposition kinetics following laser photolyses of molecular iodine and related compounds. This has been discussed in detail in a Ph.D. thesis by D. H. Burde which formed the bulk of the report on this Grant for the period September 1975-August 1976. The apparatus was used to determine a number of the quenching rate constants required above and more recently to examine their behaviour as a function of temperature. These temperature studies represent the new work carried out during the past grant period and have been described in a paper to be submitted to the Journal of Chemical Physics. This paper is included as a part of this present report.

Results and Publications

a) Quenching Rates

The quenching of $I(2P_{1/2})$ atoms by various species has received some previous attention in the literature. Our initial studies with $M = I_2$ indicated a second order quenching rate constant almost an order of magnitude larger than the previously accepted value and indicated measurements should also be carried out for other potential quenchers in the iodine atom laser system in order to have reliable data for model kinetic computations.
Second order quenching rate constants at 295° K for deactivation of I* by I₂, O₂, H₂O, D₂O, H₂O₂, CO₂, N₂, H₂, HD and D₂ have been determined. For I₂, O₂, H₂, HD and D₂ measurements have been carried out on the temperature dependence of the rate constants between 295° K and 600° K.

Publication of this work has appeared as follows:


b) Collisional Release and Complex Photodecomposition Kinetics

By studying the pressure dependence of the appearance rate of excited iodine atoms following short pulse laser photolysis of molecular iodine below the dissociation limit, it has been possible to demonstrate that excited atom production is consistent with the process

\[ \text{I}_2 (B^3 \Pi_u + ) + M + \text{I}^* (5^2 P_{3/2}) + \text{I}(5^2 P_{3/2}) + M \]

where M = I₂ or N₂. A kinetic model has been set up which shows that the appearance rate of I* from this process should be equal to the decay rate of the I₂ B state fluorescence. Careful computer fitting of the U.V. absorption data which represents I* population does indeed
indicate a production component of the correct form.

The laser induced decomposition of I$_2$ is however more complex. A second pathway for the production of excited iodine atoms was found having a different rate from the "Collisional Release" mechanism above. The process also proceeds as a result of collisions but involves an electronic state of I$_2$ other than the B state. The identity of this state has yet to be unambiguously established.

Efforts to determine that a two photon absorption process is responsible leading to the excitation of an electronic state of I$_2$ above the B state have been inconclusive and more measurements are required. The electronic state is clearly a bound state, possibly the $3P_U$ state correlating with $3P_2$ and $1S$ ionic atom states. The data obtained provide information on the quenching rate of this state by both I$_2$ and N$_2$ molecules.

The significance of the observations is however that two photon excitation mechanisms may indeed be adequately strong to provide molecular excited state population of adequate species concentration to be of value in kinetics observations. Previous two photon studies have largely been directed at obtaining only spectroscopic information.

This work has been published as:

c) **Lineshape Effects**

The use of atomic absorption spectroscopy under conditions similar to those in the present experiments can lead to the necessity of modifying the simple Beer-Lambert law of absorption by an empirical constant $\gamma$ which must be determined by measurement over the range of experimental parameters. A series of computations were made designed to explore the validity of such a modification and to determine, if possible, conditions under which it can be employed. It was found in particular that for the measurements of iodine atom kinetics reported here only a small modification of the Beer-Lambert law is required and indeed our measured quenching rates ($\gamma$ corrected) have been found to be in excellent agreement with subsequent observations made using fluorescence techniques.

This work has been published as:

Abstract of Objectives and Accomplishments

A new experimental technique has been developed to study gas phase kinetics on a timescale more than two orders of magnitude faster than previously possible. The kinetics of the collisional production and deactivation of electronically excited iodine atoms, I*(2P1/2), were studied by selectively photolyzing molecular I₂ with a short pulse (10 nsec) tunable dye laser. The excited atom population as a function of time following each laser pulse was detected by photoelectrically monitoring the absorption of atomic iodine resonance radiation at 206.2 nm. In this way, kinetic processes on a tens-of-nanosecond timescale were observable.

The primary goal of the project was to obtain the collisional quenching rates of I*(2P1/2) by several collision partners of interest in pulsed and CW iodine laser systems. The nonradiative decay by collisional quenching is an important loss mechanism in these lasers and accurate quenching rates are required for computer modelling and efficient laser design. A systematic study of the quenching rate of I* as a function of added gas pressure was undertaken. By using a relatively low energy photolysis pulse and employing signal averaging to improve signal-to-noise ratios, many problems which complicated earlier high-energy flash photolysis studies were eliminated. High precision pressure measuring equipment and computer analysis of the digitized waveforms permitted accurate determination of the second order quenching rate constants at 295° K for deactivation of I* by I₂, O₂, H₂O, D₂O, H₂O₂, CO₂, N₂, H₂, HD, and D₂. Very significant
differences in quenching efficiency were observed in isotopically substituted species and a very high quenching efficiency was found for I$_2$ and also for O$_2$, for which a near resonance E $\rightarrow$ E energy transfer occurs with I$^*$. To further probe the physical processes causing the quenching, the temperature dependence of the quenching rates for I$_2$, O$_2$, H$_2$, HD, and D$_2$ were determined. Results of the temperature dependence studies supported the importance of resonant E $\rightarrow$ V energy transfer for deactivation by H$_2$, HD, and D$_2$. The quenching rate was found to increase with temperature for both I$_2$ and O$_2$, with small activation energies for each.

The second major area of work involved the study of the collisional production of excited atoms (I$^*$) from bound electronically excited states of I$_2$. Significant production of I$^*$ was found for excitation as much as 4.5 kT below the dissociation limit of the I$_2$(B) state. Using the high speed photolysis system, the concentration of I$^*$ was seen to continue to rise for several hundred nanoseconds after the laser pulse. By studying the detailed behavior of the rising portion of the signal as a function of pressure, the collisional production of I$^*$ atoms from bound states of I$_2$ was confirmed and a kinetic model for this "collisional release" process was developed. In addition, evidence of two photon absorption to a higher lying bound electronic state was uncovered and collisional decomposition from this state was also measured.

The high speed photolysis system developed in the course of this work is extremely versatile and attractive for a variety of gas phase kinetic studies. It provides selective excitation and selective observation as well as excellent sensitivity and speed.
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LINESHAPE EFFECTS IN ATOMIC ABSORPTION SPECTROSCOPY

CHRISTOPHER C. DAVIS† and ROSS A. MCFARLANE§
Cornell University, Ithaca, NY 14853, U.S.A.

(Received 13 February 1976)

Abstract—Deviations from Beer's Law caused by the relative lineshape functions of source and absorber in atomic absorption experiments are considered. The validity of using a modified form of the law incorporating a correction factor $\gamma$, which is particularly convenient in time-resolved atomic absorption experiments, to account for these deviations, has been critically examined for a wide range of source and absorber lineshapes using numerical evaluation of the transmission integrals involved. It is concluded that there is, in general, no theoretical justification for the use of such a $\gamma$ factor, except in the case of large source linewidth/absorber linewidth ratios when the line broadening in the absorber involves a significant homogeneous (Lorentzian) contribution. The use of empirically determined $\gamma$ factors, much different from unity to analyse experimental data, should be viewed with suspicion unless direct evidence is presented to show that under the experimental conditions $\gamma$ happens to be constant or slowly varying.

INTRODUCTION

The absorption coefficient at frequency $\nu$ of a spectral line with a normalized lineshape function $g(\nu)$ is

$$a(\nu) = (\lambda_0^2 A_2 g/8 \pi^2 g_0 [N_1 - (g_1/g_2)N_1]g(\nu),$$

where the symbols have their usual significance. In a medium with such an absorbing line, the intensity of radiation transmitted a distance $s$ through the medium, if saturation effects are negligible, satisfies Beer's law

$$I = I_0 \exp(-o.s),$$

where $I_0$ is the intensity of the radiation at $s = 0$. If $g(\nu)$ is determined predominantly by homogeneous broadening, it is given by the normalized Lorentzian lineshape function

$$g_L(\nu) = (2/\pi \Delta \nu_L)^{-1} \left[ 1 + [(\nu - \nu_0)/\Delta \nu_L]^2 \right],$$

where $\nu_0$ is the line centre frequency and $\Delta \nu_L$ is the full width at half maximum height (FWHM) of the line. When inhomogeneous broadening predominates, $g(\nu)$ is given by the normalized Gaussian lineshape function

$$g_G(\nu) = (2/\pi \Delta \nu_G)(\ln 2/\pi)^{1/2} \exp\left\{ -[(\nu - \nu_0)/\Delta \nu_G]^2 \right\} \ln 2,$$

where $\Delta \nu_G$ is the FWHM of the line. With both Lorentzian and Gaussian broadening, the lineshape function is given by the normalized Voigt profile

$$g_V(\nu) = (2/\pi \Delta \nu_V)(\ln 2/\pi)^{1/2} \int_{-\infty}^{\infty} \frac{e^{-t^2}}{\sqrt{\pi}} \left[ 1 + \left( \frac{\nu - \nu_0}{\Delta \nu_V} \right)^2 \right] dt,$$

where $y = \Delta \nu_V \ln 2)^{1/2}/\Delta \nu_V$ and $x = (\nu - \nu_0)/(\Delta \nu_V)$; $\Delta \nu_L$ and $\Delta \nu_G$ are the FWHM of the Lorentzian and Gaussian contributions to the total lineshape.

The Voigt profile can be written in terms of the real part of the error function for complex argument $\Re W(z)$

$$g_V(\nu) = (2/\pi \Delta \nu_V)(\ln 2/\pi)^{1/2} \Re W(z).$$

†Present address: Electrical Engineering Department, University of Maryland, College Park, MD 20742, U.S.A.
‡School of Applied and Engineering Physics and Materials Science Center.
§School of Electrical Engineering, Materials Science Center and Laboratory of Plasma Studies.
where \( z = x + iy \). The function \( W(z) \) has been tabulated\(^{11}\), it is related to the plasma dispersion function \( Z(z) \) tabulated by Fried and Contopoulos\(^{140}\) by

\[
W(z) = Z(z)/i\pi^{1/2}.
\] (7)

The absorption coefficient of a medium with a Voigt profile is then

\[
\alpha(v) = \alpha_0 R W(z),
\] (8)

where \( \alpha_0 \) is the same as the absorption coefficient at the centre of a Gaussian line and is given by the expression

\[
\alpha_0 = \frac{1}{4\pi} \left( \ln 2 \right)^{1/2} \frac{\lambda_0^2 g_2 A_{21}}{g_1 \Delta \nu_0} [N_1 - (g_1 g_2)N_2].
\] (9)

In most situations encountered in atomic absorption spectroscopy, \( N_2 \ll N_1 \) and we may write \( N_1 = N \) and

\[
\alpha_0 = k_o N,
\] (10)

where

\[
k_o = \frac{1}{4\pi} \left( \ln 2 \right)^{1/2} \frac{\lambda_0^2 g_2 A_{21}}{g_1 \Delta \nu_0}.
\] (11)

It is clear from eqns (8) and (9) that monochromatic absorption measurements at \( \nu \) yield information about \( N_1 \) (provided \( N_2 \ll N_1 \)) and \( A_{21} \), provided the lineshape function of the absorber is known.

In practice, it is difficult to find an ideal monochromatic source. Tunable dye lasers can be used, but care must be taken to ensure that their emission frequencies are stable. In some cases, the laser may be operated on the transition used in absorption [as in determinations of ground state atomic iodine concentrations\(^{161}\)]. In general, however, atomic absorption experiments are performed with incoherent line sources involving the atoms studied in absorption.

If the total source intensity reaching the detection system, in the absence of absorbing material, is \( I_0 \), then the total detected emission in a small frequency range \( d\nu \) at frequency \( \nu \) is \( I_{o0}(\nu) \, d\nu \), where \( g_0(\nu) \) is the normalized source lineshape function; \( g_0(\nu) \) includes all the effects of line broadening and reabsorption within the source, as well as any convolution of the spontaneous emission lineshape function of the source with the frequency transmission function of optical elements between source and absorber.\(^{177}\)

For a spatially uniform concentration of absorbing material of constant geometrical length, the observed intensity is

\[
I = I_0 \int_{-\infty}^{\infty} g_0(\nu) e^{-\sigma(\nu)} d\nu,
\] (12)

where \( \alpha(\nu) = kN g(\nu) \) and \( k = \lambda_0^2 A_{21} g_1 \sigma \). Expanding the exponential in eqn (12), the transmission becomes

\[
T = I/I_0 = 1 - aF + bF^2/2! - cF^3/3! + \cdots,
\] (13)

where \( F = kN L \sigma \) and \( \sigma \) is the value of \( g(\nu) \) at the line centre. The coefficients \( a, b, c, \ldots \) are given by the expressions

\[
a = \frac{1}{\sigma} \int_{-\infty}^{\infty} g_0(\nu) g(\nu) d\nu, \quad b = \frac{1}{\sigma^2} \int_{-\infty}^{\infty} g_0(\nu) g(\nu)^2 d\nu, \quad c = \frac{1}{\sigma^3} \int_{-\infty}^{\infty} g_0(\nu) g(\nu)^3 d\nu, \ldots
\]
For small absorptions \((F \ll 1)\), eqn (13) gives

\[
\ln \left( \frac{I_0}{I} \right) = -\frac{F}{\sigma} \int_{-\infty}^{\infty} g(\nu) g(\nu) \, d\nu.
\]  

(14)

In this case, a graph of \(\ln \left( \frac{I_0}{I} \right)\) vs \(F\) is linear and Beer's law holds. However, when the total absorption is not very small, eqn (13) shows that graphs of \(\ln \left( \frac{I_0}{I} \right)\) vs \(F\) are no longer linear.

The resultant “curves of growth” have received considerable attention.

Determination of the transmission of an absorber from the series expansion given in eqn (13) is not practicable for \(F > 1\) as the series converges slowly and it is better to evaluate the integral in eqn (12) directly. Some results of this type have been given by Pruggger\(^9\) for sources and absorbers having Lorentzian or Gaussian lineshapes. If the source and absorber lineshapes are known, the coefficients \(a, b, c\ldots\) can be determined. For small values of \(F\), a function containing the first few terms of eqn (13) can then be fitted to an experimentally determined curve of \(T\) vs relative absorber concentration to determine \(F\). This method has been used by Morse and Kaufman,\(^{10}\) Parkes, Keyser and Kaufman\(^{11}\) and Kaufman and Parkes\(^{12}\) by assuming both source and absorber to have Doppler profiles, while Braun and Carrington\(^{13}\) have considered the effect which self-reversal of the source has on the transmission of a given Doppler-broadened absorber. Alternatively, a “best fit” to an experimentally determined curve of transmission vs relative absorber concentration can be used to find empirical values for \(a, b, c\ldots\), and hence \(F\), without specific knowledge of source and absorber lineshapes,\(^{14,15}\) although a unique “best fit” may be difficult to find. If this occurs, improved results can be obtained by comparing observations made with different sources\(^{16}\) (which should have different lineshape functions). These various techniques for taking into account source and absorber lineshape effects in atomic absorption measurements have been compared by Bemand and Clyne\(^{16}\) for a few combinations of source and absorber lineshapes. Further distortion of transmission vs relative absorber concentration curves occurs if the source and absorber lines are closely spaced multiplets or have resolved hyperfine structure. However, this problem can generally be dealt with by one of the listed methods of analysis.\(^{10-12,14-16}\)

An empirical, modified version of Beer’s Law has been proposed\(^{18}\) which accommodates the effect of source and absorber lineshapes and is particularly convenient to use in time-resolved atomic absorption measurements. This modified form of Beer’s Law, which should be compared with eqn (13), can be written as

\[
T = \frac{I_0}{I} = e^{-\gamma F},
\]  

(15)

where \(\gamma\) has been assumed independent of absorber concentration over the range of absorber concentrations used in very many time-resolved atomic absorption experiments.\(^{18-25,31}\) In such experiments, if the transient absorbing species decays exponentially, then \(F = F_0 e^{-\gamma t}\). Then, if use of eqn (15) can be justified,

\[
\ln \ln \left( \frac{1}{T} \right) = \gamma t + \gamma \ln F_0,
\]  

(16)

which allows determination of \(\gamma\) from a graph of \(\ln \ln \left( \frac{1}{T} \right)\) vs \(t\) if \(\gamma\) is known.

As is discussed briefly by Bemand and Clyne\(^{16}\) it is difficult to justify the use of such a \(\gamma\) factor theoretically, as is evident by comparing eqn (13) and the series expansion of eqn (15), viz.

\[
T = \frac{I_0}{I} = 1 - F^\gamma + F^2\gamma - \frac{F^3\gamma}{2!} + \frac{F^3\gamma}{3!} + \ldots.
\]  

(17)

Only as \(\gamma \to 1\) and \(a, b, c \to 1\) do eqns (13) and (17) become equivalent. However, the use of such a \(\gamma\) factor has been demonstrated to be empirically correct in several experiments from the relatively good linearity of \(\ln \ln \left( \frac{1}{T} \right)\) vs \(\ln F\) plots.\(^{18-21,24-31}\)

It is our purpose in this article to consider carefully when the use of such an empirical \(\gamma\) factor may be justified. To this end, we have numerically evaluated the integral in eqn (12) for a
large number of source/absorber lineshape combinations over a wide range of absorption coefficients. To test the validity of eqn (15), we have computed curves of $\ln \ln (L/L_0)$ vs $\ln F$ for each source/absorber lineshape combination. By numerically differentiating these curves we have thus determined an effective $\gamma$ as a function of absorption and have concluded that, in general, $\gamma$ is not independent of absorber concentration. We will deal, in turn, with the results for each of the combinations we have studied.

(i) Doppler-broadened source and absorber

In this case, from eqns (4) and (12) and writing $\Delta \nu_\text{s}, \Delta \nu_\text{a}$ for the Doppler widths (FWHM) of the source and absorber lineshapes, respectively,

$$II_l = \int_{-\infty}^{\infty} \frac{2}{\Delta \nu_\text{a}} \left( \frac{\ln 2}{\pi} \right)^{1/2} \exp \left\{ -2(\nu - \nu_0)/\Delta \nu_\text{a} \right\} \ln 2 \times \exp \left\{ -F \exp \left\{ -2(\nu - \nu_0)/\Delta \nu_\text{a} \right\} \ln 2 \right\} d\nu. \tag{18}$$

Expanding the second exponential, this gives

$$II_l = 1 - F[(\Delta \nu_\text{s}/\Delta \nu_\text{a})^2 + 1]^{1/2} + F^2/2![(2(\Delta \nu_\text{s}/\Delta \nu_\text{a})^2 + 1)^{1/2} - F^2/3![(3(\Delta \nu_\text{s}/\Delta \nu_\text{a})^2 + 1)^{1/2} + \cdots, \tag{19}$$

where, for a Doppler-broadened absorber,

$$F = kNL\sigma = \frac{1}{4\pi} \left( \frac{\ln 2}{\pi} \right)^{1/2} \frac{\lambda_0^2 A_2 \rho_2}{\Delta \nu_\text{a}} \frac{NL}{\Delta \nu_\text{s}}. \tag{20}$$

However, we have evaluated the integral in eqn (18) numerically to determine the dependence of $T$ on absorber concentration. The integral was rewritten in the form

$$II_l = 2 \int_0^\infty 2(\ln 2/\pi)^{1/2} \exp \left\{ -4(\Delta \nu)^2 \ln 2 \right\} \exp \left\{ -F \exp \left\{ -4(w\Delta \nu)^2 \ln 2 \right\} \right\} d\Delta \nu, \tag{21}$$

where $w = \Delta \nu_\text{s}/\Delta \nu_\text{a}$ and $(\nu - \nu_0)/\Delta \nu_\text{a} = \Delta \nu$; computation was truncated 10 linewidths from the line centre.$^{125}$

To determine curves of growth, the integral in eqn (21) was evaluated at uniformly spaced values of $\ln F$ between $\ln F = -4$ and $\ln F = 4$ for values of the source/absorber linewidth ratio between 0.1 and 10. Some typical curves of growth obtained in this way are shown in Fig. 1. However, of more interest are the curves shown in Fig. 2 and tabulated in Table 1, which illustrate the dependence of the $\gamma$ factor on observed absorption.

It is clear that, when $\gamma$ deviates significantly from unity, it is not independent of absorption,
invalidating the use of the modified Beer's law when a Doppler-broadened source and absorber are used. Only for small values of $w$, (e.g. the 0.1 curve in Fig. 2) does the absorption follow Beer’s law up to large absorptions with a value of $\gamma$ close to unity.

(ii) Doppler-broadened source and Lorentzian-broadened absorber

The transmission integral evaluated in this case was

$$I/I_0 = 2 \int_0^\infty (\ln 2/\pi)^{1/2} \exp \left[-4(\Delta \nu)^2 \ln 2 \right] \exp \left[-F(1 + 4(w \Delta \nu)^2)^{-1} \right] \Delta \nu,$$

where $w = \Delta \nu_D$ (source)/$\Delta \nu_A$ (absorber). Some typical results from these computations are
shown in Fig. 3 and Table 2. In this case, for large values of the source/absorber linewidth ratio, \( \gamma \) changes more slowly with absorption than with a Doppler-broadened absorber and becomes approximately constant for large linewidth ratios and absorptions.

(iii) Lorentzian-broadened source and absorber

The transmission integral to be evaluated in this case is

\[
\frac{II_o}{I_0} = 2 \int_{-\infty}^{\infty} \frac{2}{\pi} \left[ 1 + 4(\Delta v)^2 \right]^{-1} \exp \left\{ -F \left[ 1 + 4(w\Delta v)^2 \right] \right\} \, d\Delta v, \tag{23}
\]

where \( w = \Delta \nu_s \text{ (source)}/\Delta \nu_a \text{ (absorber)} \). This integral can be evaluated in series as

\[
\frac{II_o}{I_0} = 1 - \frac{F}{1 + w} + \frac{F^2}{2! (1 + w)^2/2} \frac{8(1 + w)}{24} + \frac{F^3(16 + 29w + 20w^2 + 5w^3)}{3!} \frac{8(1 + w)}{128(1 + w)^3} + \ldots \tag{24}
\]

However, convergence of this series is poor for \( F > 1 \) making direct numerical evaluation of eqn (23) desirable. Because a source with a Lorentzian lineshape has considerable energy in its wings, the integral was truncated at 1000 linewidths from the line centre. Some typical results from these computations are shown in Fig. 4 and Table 3. The trend towards a more slowly changing \( \gamma \) with absorption for large values of \( w \) is again evident. For large values of \( w \), so much of the emission intensity of the source lies outside the region where useful absorption occurs, that large absorptions are not observed for the maximum values of \( F \) used in our computations.

(iv) Lorentzian-broadened source and Doppler-broadened absorber

The transmission integral evaluated in this case was

\[
\frac{II_o}{I_0} = 2 \int_{-\infty}^{\infty} \frac{2}{\pi} [1 + 4(\Delta v)^2]^{-1} \exp \left\{ -F \left[ 1 - 4(w\Delta v)^2 \ln 2 \right] \right\} \, d\Delta v, \tag{25}
\]

where \( w = \Delta \nu_s \text{ (source)}/\Delta \nu_d \text{ (absorber)} \). Typical results from these computations are shown in Table 2. 

### Table 2. \( \gamma \) factor variation with observed transmittance for a Doppler-broadened source and Lorentzian-broadened absorber

<table>
<thead>
<tr>
<th>( \Delta \nu_d \text{ (Source)} )</th>
<th>( \Delta \nu_a \text{ (Absorber)} )</th>
<th>( \gamma )</th>
<th>( F )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma ) factor variation with observed transmittance for a Doppler-broadened source and Lorentzian-broadened absorber</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Fig. 4. \( \gamma \) factor variation with observed absorption for a Lorentzian-broadened source and absorber.

Table 3. \( \gamma \) factor variation with observed transmittance for a Lorentzian-broadened source and absorber

<table>
<thead>
<tr>
<th>( \Delta \lambda_s ) (Source)</th>
<th>0.1</th>
<th>1.0</th>
<th>10.0</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \lambda_a ) (Absorber)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A + 01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B + 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C + 30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D + 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5. \( \gamma \) factor variation with observed absorption for a Lorentzian-broadened source and Doppler-broadened absorber.

Fig. 5 and Table 4. Once again in this case of a Doppler-broadened absorber, \( \gamma \) is a steadily changing function of absorption except when \( \gamma \) is near unity. This further indicates the general invalidity of the modified Beer's law for Doppler-broadened absorbers.

(v) Voigt-broadened source and absorber

The transmission integral evaluated in this case was

\[
\frac{1}{2} \ln 2 \left( \frac{\ln 2}{\pi} \right)^{\frac{1}{2}} \rho W(z) \exp \left[ -\frac{1}{2} \frac{1}{\Delta \lambda_s} \left( \frac{1}{\Delta \lambda_a} \right) \right] \, dz. \tag{26}
\]
where \( \Delta \nu_m \) is the FWHM of the Gaussian contribution to the source broadening. With \( \Delta \nu_m \) as the FWHM of the Lorentzian contribution to the source broadening, \( z \) is given by

\[
z = x + iy, \quad \text{where} \quad x = 2(v - v_0)(\ln 2)^{\nu_0}/\Delta \nu_m \quad \text{and} \quad y = \Delta \nu_m \,(\ln 2)^{\nu_0}/\Delta \nu_m,
\]

while, for the absorber, \( z' = x' + iy' \), where \( x' = 2(v - v_0)(\ln 2)^{\nu_0}/\Delta \nu_m \) and \( y' = \Delta \nu_m (\ln 2)^{\nu_0}/\Delta \nu_m \).

To allow comparison of the results with those for Gaussian and Lorentzian-broadened sources, we use the Voigt profile normalized to unity at the line centre in the second exponential factor in eqn (26). This ensures that this second exponential factor becomes \( e^{-y} \) at the line centre, as before. To evaluate the real part of the error function for complex argument, we used the very accurate algorithm described by REICHEL.\(^4\) However, as pointed out by Reichel and confirmed by us, this algorithm was generally unsuitable when either \( x^2 > 49 \) or when simultaneously \( x^2 < 49 \) and \( 1/4y^2 < 1 \). For these values of \( x \) and \( y \), we used the very satisfactory numerical expressions for \( \Re W(z) \) given by Gauthuchi in Ref. (3). Alternative algorithms for \( \Re W(z) \) described by WHITING\(^5\) and Harstad\(^6\) were insufficiently accurate and not markedly more convenient to use.

Some typical results obtained from eqn (26) are shown in Fig. 6 and Table 5. The figure shows the \( \gamma \)-factor dependence on absorption for sources and absorbers with Lorentzian width/Gaussian width ratios of unity. These curves illustrate the behaviour of sources and absorbers with line shapes intermediate between those combinations considered previously in (i)-(iv). Again, Fig. 6 illustrates the tendency of \( \gamma \) to change more slowly with absorption, for large source linewidth/absorber linewidth ratios, when the absorber has a substantial degree of Lorentzian character.
(vi) Model one-dimensional single layer self-reversed Doppler-broadened source and Doppler-broadened absorber

Sources used in atomic absorption spectroscopy frequently have lineshapes modified by reabsorption. A simple model of such a source is one where the source is extended in the direction in which emission passes out to the absorber, is Doppler-broadened at a uniform temperature and contains a uniform concentration of atoms in the lower level of the emitting transition. It is assumed that radiation emitted towards the absorber, if reabsorbed, has negligibly small probability of being reemitted in the direction of the absorber. A capillary discharge source viewed axially as a source of ion-resonance transitions could satisfy these conditions.

Such a source can be viewed as a one-dimensional, uniform, single layer. If the absorption coefficient at frequency $\nu$ within the source is $\alpha(\nu)$, its unreversed normalized lineshape function is $g(\nu)$ and its length is $L$, then its normalized self-reversed lineshape function is

$$g(\nu) = \frac{\sigma}{1 - e^{-kNL\alpha(\nu)}}$$

(27)

where the normalization factor $\sigma$ is given by the expression

$$\sigma = (1 - e^{-kNL\alpha}) \left[ \sum_{i=1}^{\infty} \frac{(-1)^{i+1} \pi D^i \Delta \nu \ln 2}{i \pi (\ln 2)^{i/2}} \right]^{-1}.$$  

(28)

Here $D$ is the optical thickness of the source which, for a Doppler-broadened, unreversed source lineshape, is defined by

$$kNLg(\nu) = D \exp \left\{ -\frac{\pi}{2} (\nu - \nu_0) \Delta \nu \frac{\ln 2}{\ln 2} \right\}.$$

(29)

For this type of source and a Doppler-broadened absorber, we have evaluated the transmission integral

$$II_0 = \int_0^\infty \left( \frac{\sigma}{1 - e^{-kNL\alpha}} \left( 1 - \exp \left\{ -D \exp \left\{ -\frac{\pi}{2} (\nu - \nu_0) \Delta \nu \frac{\ln 2}{\ln 2} \right\} \right) \right) \right. \times \exp \left\{ -F \exp \left\{ -\frac{\pi}{2} (\nu - \nu_0) \Delta \nu \frac{\ln 2}{\ln 2} \right\} \right\} d\nu$$

(30)

for a wide range of values of $F$, $D$ and source linewidth/absorber linewidth ratios. Some typical results from these computations are given in Tables 6 and 7. Once again in these cases, where the absorber is Doppler-broadened, except for $\gamma \sim 1$, $\gamma$ is not a slowly varying function of absorption, invalidating use of the modified Beer’s law in this case.
Table 6. $\gamma$ factor variation with observed transmittance for a model one-dimensional single layer self-reversed Doppler-broadened source (ILSRS) with optical thickness $D = 1$ and a Doppler-broadened absorber

<table>
<thead>
<tr>
<th>$\Delta \nu$ (Source)</th>
<th>0.1</th>
<th>1.0</th>
<th>2.0</th>
<th>5.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \nu$ (Absorber)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta \nu$ (Source)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$I/I_0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7. $\gamma$ factor variation with observed transmittance for an ILSRS with optical thickness $D = 10$ and Doppler-broadened absorber

<table>
<thead>
<tr>
<th>$\Delta \nu$ (Source)</th>
<th>0.1</th>
<th>1.0</th>
<th>2.0</th>
<th>5.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \nu$ (Absorber)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta \nu$ (Source)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$I/I_0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(vii) Model one-dimensional single layer self-reversed Doppler-broadened source and Lorentzian-broadened absorber

Here we have used the same source lineshape function as in (vi) and evaluated the transmission integral

$$ I/I_0 = \int_0^\infty \left( \frac{\sigma}{1 - e^{-F}} \right) [1 - \exp(-D \exp(-2/(\nu - \nu_0)/\Delta \nu_0^2) \ln 2)] $$

$$ \times \exp(-F\left[1 + 2/(\nu - \nu_0)/\Delta \nu_0^2\right]) \, d\nu. $$

Some typical results are given in Tables 8 and 9. There is again a tendency for $\gamma$ to vary slowly with absorption for large values of the linewidth ratio, for this absorber with a Lorentzian lineshape.

(viii) Model one-dimensional three-layer self-reversed Doppler-broadened sources and Doppler-broadened absorbers

The one-dimensional, one-layer, model of a self-reversed source just discussed is inadequate to describe most neutral resonance line sources used in atomic absorption spectroscopy. Braun and Carrington (19) have proposed an improved two-layer model of a one-dimensional self-reversed source which is a better approximation to reality. They treat the source as consisting of 2 layers, an emitting layer and a reversing layer, each Doppler-broadened at different temperatures, extended in the direction of emission. As before, a photon emitted...
Towards the absorption cell, if reabsorbed, is assumed to have negligibly small probability of once more being emitted in this direction. The frequency dependence of such a model is

$$g(\nu) \propto (1 - \exp \{-D_1 \exp \{-(2(\nu - \nu_0)/\Delta \nu_\text{Doppler})^2 \ln 2\}\}) \exp \{-D_2 \exp \{-(2(\nu - \nu_0)/\Delta \nu_\text{Doppler})^2 \ln 2\}\}$$

(32)

where $D_1$ and $D_2$ are the optical thicknesses of the two layers and $\Delta \nu_\text{Doppler}^2$ and $\Delta \nu_\text{Doppler}^2$ are their respective Doppler widths. An example of such a lineshape is shown in Fig. 7 at $I_0$, which is appropriate for $D_1 = D_2 = 1$ and $(\Delta \nu_\text{Doppler}^2)^2 = 1.5$. We have extended this model to include a third layer, which we call the absorbing layer, which further reverses the source lineshape, and
gives lineshapes which resemble experimentally observed self-reversed lineshapes well. This model gives lineshapes

\[ g_3(v) = \beta \{1 - \exp \left[-D_1 \exp \left\{-\left[2(v - \nu_0) / \Delta \nu_{\text{FWHM}} \right]^2 \ln 2\right]\right]\} \]

\[ \times \{1 - \exp \left[-D_2 \exp \left\{-\left[2(v - \nu_0) / \Delta \nu_{\text{FWHM}} \right]^2 \ln 2\right]\right]\} \exp \left[-D_3 \exp \left\{-\left[2(v - \nu_0) / \Delta \nu_{\text{FWHM}} \right]^2 \ln 2\right]\right]. \]  

(33)

where \( \beta \) is a normalization factor. An example of such a line shape is shown in Fig. 7 at \( I_a \).

Physically, the three layers in such a model correspond to the hot emitting region of a resonance lamp, the hot layer of non-emitting gas between this emitting region and the lamp window, and the cooler layer of absorbing gas in contact with the window.

Using the above model, we have evaluated the transmission integral

\[ T / I_0 = \int_{-\infty}^{\infty} g_3(v) \exp \left(-F \exp \left[-\left[2(v - \nu_0) / \Delta \nu_{\text{FWHM}} \right]^2 \ln 2\right]\right) dv \]

(34)

for a variety of self-reversed sources with different parameter ratios \( D_1 : D_2 : D_3 \) and \( T_1 : T_2 : T_3 \) for a wide range of values of \( F \) and the fundamental source/absorber linewidth ratio \( \Delta \nu_{\text{FWHM}} / \Delta \nu_{\text{FWHM}} \).

These self-reversed source lineshapes ranged from small self-reversal \( (D_1 = 0.1, D_2 = 0.1, D_3 = 1; T_1 : T_2 : T_3 = 15 : 10 : 3) \) to extreme self-reversal \( (D_1 = 100, D_2 = 1, D_3 = 100; T_1 : T_2 : T_3 = 15 : 10 : 3) \). Results showing the variation of \( \gamma \) with absorption are given in Fig. 8 and Tables 11–14. In no
**Table 10.** \( \gamma \) factor variation with observed transmittance for a model one-dimensional three-layer self-reversed Doppler-broadened source (3LSRS) with \( D_1 : D_2 : D_3 = 0.1:0.1:1 \) and a Doppler-broadened absorber

<table>
<thead>
<tr>
<th>( D_1 ) (Source)</th>
<th>0.1</th>
<th>1.0</th>
<th>1.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_\gamma (\text{Absorber}) )</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>1.2</td>
<td>0.9003</td>
<td>1.000</td>
<td>0.9708</td>
<td>0.9727</td>
</tr>
<tr>
<td>1.4</td>
<td>0.91166</td>
<td>1.000</td>
<td>0.9604</td>
<td>0.9628</td>
</tr>
<tr>
<td>1.6</td>
<td>0.9162</td>
<td>1.000</td>
<td>0.9456</td>
<td>0.9476</td>
</tr>
<tr>
<td>1.8</td>
<td>0.9199</td>
<td>1.000</td>
<td>0.9305</td>
<td>0.9323</td>
</tr>
<tr>
<td>2.0</td>
<td>0.9199</td>
<td>1.000</td>
<td>0.9253</td>
<td>0.9271</td>
</tr>
<tr>
<td>2.2</td>
<td>0.9174</td>
<td>1.000</td>
<td>0.9197</td>
<td>0.9217</td>
</tr>
<tr>
<td>2.4</td>
<td>0.9174</td>
<td>1.000</td>
<td>0.9136</td>
<td>0.9151</td>
</tr>
<tr>
<td>2.6</td>
<td>0.9174</td>
<td>1.000</td>
<td>0.9067</td>
<td>0.9082</td>
</tr>
<tr>
<td>2.8</td>
<td>0.9180</td>
<td>1.000</td>
<td>0.8997</td>
<td>0.9012</td>
</tr>
<tr>
<td>3.0</td>
<td>0.9180</td>
<td>1.000</td>
<td>0.8927</td>
<td>0.8942</td>
</tr>
<tr>
<td>3.2</td>
<td>0.9180</td>
<td>1.000</td>
<td>0.8857</td>
<td>0.8871</td>
</tr>
</tbody>
</table>

**Table 11.** \( \gamma \) factor variation with observed transmittance for a 3LSRS \((D_1 : D_2 : D_3 = 1:1:1; T_1 : T_2 : T_3 = 15:10:3)\) and a Doppler-broadened absorber

<table>
<thead>
<tr>
<th>( D_1 ) (Source)</th>
<th>0.1</th>
<th>1.0</th>
<th>1.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_\gamma (\text{Absorber}) )</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>-3.2</td>
<td>0.9004</td>
<td>1.000</td>
<td>0.9700</td>
<td>0.9717</td>
</tr>
<tr>
<td>-2.4</td>
<td>0.9140</td>
<td>1.000</td>
<td>0.9504</td>
<td>0.9521</td>
</tr>
<tr>
<td>-1.6</td>
<td>0.9185</td>
<td>1.000</td>
<td>0.9312</td>
<td>0.9329</td>
</tr>
<tr>
<td>-0.8</td>
<td>0.9245</td>
<td>1.000</td>
<td>0.9161</td>
<td>0.9178</td>
</tr>
<tr>
<td>0.0</td>
<td>0.9280</td>
<td>1.000</td>
<td>0.9050</td>
<td>0.9067</td>
</tr>
<tr>
<td>0.8</td>
<td>0.9312</td>
<td>1.000</td>
<td>0.8931</td>
<td>0.8949</td>
</tr>
<tr>
<td>1.6</td>
<td>0.9377</td>
<td>1.000</td>
<td>0.8776</td>
<td>0.8793</td>
</tr>
<tr>
<td>2.4</td>
<td>0.9465</td>
<td>1.000</td>
<td>0.8646</td>
<td>0.8663</td>
</tr>
<tr>
<td>3.2</td>
<td>0.9525</td>
<td>1.000</td>
<td>0.8516</td>
<td>0.8533</td>
</tr>
</tbody>
</table>

**Table 12.** \( \gamma \) factor variation with observed transmittance for a 3LSRS \((D_1 : D_2 : D_3 = 1:1:1; T_1 : T_2 : T_3 = 1:1:1)\) and a Doppler-broadened absorber

<table>
<thead>
<tr>
<th>( D_1 ) (Source)</th>
<th>0.1</th>
<th>1.0</th>
<th>1.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_\gamma (\text{Absorber}) )</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>-2.4</td>
<td>0.9143</td>
<td>1.000</td>
<td>0.9683</td>
<td>0.9702</td>
</tr>
<tr>
<td>-1.6</td>
<td>0.9189</td>
<td>1.000</td>
<td>0.9563</td>
<td>0.9582</td>
</tr>
<tr>
<td>-0.8</td>
<td>0.9245</td>
<td>1.000</td>
<td>0.9333</td>
<td>0.9351</td>
</tr>
<tr>
<td>0.0</td>
<td>0.9297</td>
<td>1.000</td>
<td>0.9180</td>
<td>0.9203</td>
</tr>
<tr>
<td>0.8</td>
<td>0.9355</td>
<td>1.000</td>
<td>0.9036</td>
<td>0.9057</td>
</tr>
<tr>
<td>1.6</td>
<td>0.9418</td>
<td>1.000</td>
<td>0.8897</td>
<td>0.8918</td>
</tr>
<tr>
<td>2.4</td>
<td>0.9481</td>
<td>1.000</td>
<td>0.8758</td>
<td>0.8779</td>
</tr>
<tr>
<td>3.2</td>
<td>0.9543</td>
<td>1.000</td>
<td>0.8619</td>
<td>0.8639</td>
</tr>
</tbody>
</table>

Line shape effects in atomic absorption spectroscopy
case does $\gamma$ approach a nearly constant value over any significant range of absorption, except when $\Delta \nu_m / \Delta \nu_i < 1$ and $\gamma \to 1$. This once again shows the invalid nature of the modified Beer's law for $\gamma$ factors < 1 when the absorber is Doppler-broadened.

(ix) Model one-dimensional three-layer self-reversed Doppler-broadened sources and Lorentzian-broadened absorbers

Using the same self-reversed lineshape function as in Section (viii), we have evaluated the transmission integral

$$ T = \int g(v) \exp \left( -F \left[ 1 + 2(v - \nu_0) / \Delta \nu_m \right]^{-1} \right) dv $$

for a variety of source parameter ratios $D_1 : D_2 : D_3$ and $T_1 : T_2 : T_3$ and a wide range of $F$ and the fundamental source/absorber linewidth ratio $\Delta \nu_0 / \Delta \nu_i$. Typical results are given in Fig. 9 and Tables 15–19. These results show that $\gamma$ is a more slowly varying function of absorption than is the case for Doppler-broadened absorbers. Furthermore, for large values of the linewidth ratio $\Delta \nu_0 / \Delta \nu_i$, $\gamma$ approaches a fairly constant value over a wide range of absorptions. A number of the curves tabulated in Tables 15–19 could not be extended to large values of absorption for the range of values of $F$ used. This occurs particularly for heavily self-reversed sources and absorbers when the ratio $\Delta \nu_0 / \Delta \nu_i$ is large; in these cases, almost all the emission from the source lies outside the region of significant absorption.
Fig. 9. $\gamma$ factor variation with observed absorption for 3LSRS ($D_1 : D_2 : D_3 = 1:1:1; T_1 : T_2 : T_3 = 15:10:3$) and Lorentzian-broadened absorber.

Table 15. $\gamma$ factor variation with observed transmittance for a 3LSRS ($D_1 : D_2 : D_3 = 0.1:0.1:1; T_1 : T_2 : T_3 = 15:10:3$) and Lorentzian-broadened absorber.

<table>
<thead>
<tr>
<th>$\Delta V_0$ (Source)</th>
<th>0.1</th>
<th>1.0</th>
<th>3.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta V_\gamma$ (Absorber)</td>
<td>0.1</td>
<td>0.3</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>1.2</td>
<td>0.1064</td>
<td>0.9617</td>
<td>0.9033</td>
<td>0.8970</td>
</tr>
<tr>
<td>2.4</td>
<td>0.1340</td>
<td>0.9446</td>
<td>0.9394</td>
<td>0.9340</td>
</tr>
<tr>
<td>1.6</td>
<td>0.1304</td>
<td>0.9406</td>
<td>0.9353</td>
<td>0.9304</td>
</tr>
<tr>
<td>0.8</td>
<td>0.1267</td>
<td>0.9340</td>
<td>0.9287</td>
<td>0.9238</td>
</tr>
<tr>
<td>0.0</td>
<td>0.1230</td>
<td>0.9292</td>
<td>0.9241</td>
<td>0.9193</td>
</tr>
<tr>
<td>0.4</td>
<td>0.1190</td>
<td>0.9245</td>
<td>0.9196</td>
<td>0.9149</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1151</td>
<td>0.9198</td>
<td>0.9152</td>
<td>0.9106</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1111</td>
<td>0.9150</td>
<td>0.9105</td>
<td>0.9059</td>
</tr>
<tr>
<td>0.0</td>
<td>0.1071</td>
<td>0.9102</td>
<td>0.9057</td>
<td>0.9011</td>
</tr>
<tr>
<td>1.4</td>
<td>0.1030</td>
<td>0.9056</td>
<td>0.9012</td>
<td>0.8966</td>
</tr>
<tr>
<td>1.6</td>
<td>0.1004</td>
<td>0.9010</td>
<td>0.8966</td>
<td>0.8920</td>
</tr>
<tr>
<td>1.8</td>
<td>0.0974</td>
<td>0.8965</td>
<td>0.8921</td>
<td>0.8875</td>
</tr>
<tr>
<td>2.0</td>
<td>0.0926</td>
<td>0.8919</td>
<td>0.8875</td>
<td>0.8830</td>
</tr>
<tr>
<td>2.2</td>
<td>0.0874</td>
<td>0.8873</td>
<td>0.8828</td>
<td>0.8783</td>
</tr>
<tr>
<td>2.4</td>
<td>0.0820</td>
<td>0.8828</td>
<td>0.8784</td>
<td>0.8739</td>
</tr>
<tr>
<td>2.6</td>
<td>0.0764</td>
<td>0.8783</td>
<td>0.8739</td>
<td>0.8694</td>
</tr>
<tr>
<td>2.8</td>
<td>0.0708</td>
<td>0.8739</td>
<td>0.8694</td>
<td>0.8649</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0651</td>
<td>0.8694</td>
<td>0.8649</td>
<td>0.8604</td>
</tr>
<tr>
<td>3.2</td>
<td>0.0594</td>
<td>0.8649</td>
<td>0.8604</td>
<td>0.8559</td>
</tr>
<tr>
<td>3.4</td>
<td>0.0537</td>
<td>0.8604</td>
<td>0.8559</td>
<td>0.8514</td>
</tr>
<tr>
<td>3.6</td>
<td>0.0480</td>
<td>0.8559</td>
<td>0.8514</td>
<td>0.8469</td>
</tr>
<tr>
<td>3.8</td>
<td>0.0423</td>
<td>0.8514</td>
<td>0.8469</td>
<td>0.8424</td>
</tr>
<tr>
<td>4.0</td>
<td>0.0366</td>
<td>0.8469</td>
<td>0.8424</td>
<td>0.8379</td>
</tr>
<tr>
<td>4.2</td>
<td>0.0309</td>
<td>0.8424</td>
<td>0.8379</td>
<td>0.8334</td>
</tr>
<tr>
<td>4.4</td>
<td>0.0252</td>
<td>0.8379</td>
<td>0.8334</td>
<td>0.8289</td>
</tr>
<tr>
<td>4.6</td>
<td>0.0195</td>
<td>0.8334</td>
<td>0.8289</td>
<td>0.8244</td>
</tr>
<tr>
<td>4.8</td>
<td>0.0138</td>
<td>0.8289</td>
<td>0.8244</td>
<td>0.8199</td>
</tr>
<tr>
<td>5.0</td>
<td>0.0081</td>
<td>0.8244</td>
<td>0.8199</td>
<td>0.8154</td>
</tr>
<tr>
<td>5.2</td>
<td>0.0024</td>
<td>0.8199</td>
<td>0.8154</td>
<td>0.8109</td>
</tr>
<tr>
<td>5.4</td>
<td>0.0081</td>
<td>0.8154</td>
<td>0.8109</td>
<td>0.8063</td>
</tr>
<tr>
<td>5.6</td>
<td>0.0024</td>
<td>0.8109</td>
<td>0.8063</td>
<td>0.8018</td>
</tr>
<tr>
<td>5.8</td>
<td>0.0081</td>
<td>0.8063</td>
<td>0.8018</td>
<td>0.7973</td>
</tr>
<tr>
<td>6.0</td>
<td>0.0024</td>
<td>0.8018</td>
<td>0.7973</td>
<td>0.7928</td>
</tr>
<tr>
<td>6.2</td>
<td>0.0081</td>
<td>0.7973</td>
<td>0.7928</td>
<td>0.7883</td>
</tr>
<tr>
<td>6.4</td>
<td>0.0024</td>
<td>0.7928</td>
<td>0.7883</td>
<td>0.7838</td>
</tr>
<tr>
<td>6.6</td>
<td>0.0081</td>
<td>0.7883</td>
<td>0.7838</td>
<td>0.7793</td>
</tr>
<tr>
<td>6.8</td>
<td>0.0024</td>
<td>0.7838</td>
<td>0.7793</td>
<td>0.7748</td>
</tr>
<tr>
<td>7.2</td>
<td>0.0081</td>
<td>0.7793</td>
<td>0.7748</td>
<td>0.7703</td>
</tr>
</tbody>
</table>

(x) Model one-dimensional three-layer self-reversed Doppler-broadened source and Voigt-broadened absorber.

The transmission integral we have evaluated in this case is

$$II_0 = \int g(\nu) \exp \left[ -\Delta V_0 W(\nu') \right] d\nu.$$  \hfill (36)

Results from these computations for a Voigt-broadened absorber whose Lorentzian width/Gaussian width ratio was unity are given in Table 20. Again, for large source/absorber linewidth ratios, $\gamma$ becomes nearly constant or slowly varying for this absorber, which has a substantial degree of Lorentzian broadening. It seems to be a general result that, for Lorentzian absorbers and large source/absorber linewidth ratios, $\gamma$ may become nearly constant or at least more slowly varying than for other types of absorption lineshape.

**DISCUSSION AND CONCLUSIONS**

Figures 1—9 and Tables 1—20 represent a comprehensive survey of the various types of source/absorber lineshape combinations likely to be encountered in time-resolved atomic absorption spectroscopy. Graphical presentation of all the $\gamma$ factor/observed absorption curves tabulated in Tables 1—20 and the curves of growth from which they were derived are available.\(^{123}\)
Exact calculations but the y factor/observed absorption results given in Figs. 1—9 and Tables 1—20 are insufficiently slowly varying, for the modified Beer's law to be used.

The absorber lineshape may be scanned and perhaps have an approximate idea of the source/absorber linewidth ratio involved. When only limited lineshape information is available, it is not profitable to perform exact calculations but the y factor/observed absorption results given in Figs. 1—9 and Tables 1—20 may be scanned to find a source/absorber combination which approximates a given experimental situation. This procedure should allow the experimentalist to determine whether y is constant or sufficiently slowly varying, for the modified Beer's law to be used.

Line-broadening in the absorber is the most important factor determining the behaviour of y and not the occurrence of self-reversal in the source. Except for source linewidths which are

| Table 16. y factor variation with observed transmittance for a 3LSRS ($D_1; D_2; D_3 = 1:1:1$; $T_1; T_2; T_3 = 15:10:3$) and Lorentzian-broadened absorber |
| --- | --- | --- | --- | --- | --- | --- |
| $\Delta \nu$ (Source) | 0.1 | 1.0 | 3.0 | 10.0 |
| $\Delta \nu$ (Absorber) | T | v | T | v | T | v | T | v |
| -3.2 | 0.9696 | 1.000 | 0.9692 | 0.998 | 0.9986 | 0.992 | 0.9993 | 0.992 |
| -2.4 | 0.9444 | 1.000 | 0.9541 | 0.995 | 0.980 | 0.985 | 0.990 | 0.985 |
| -1.6 | 0.9195 | 1.000 | 0.9049 | 0.988 | 0.965 | 0.971 | 0.971 | 0.965 |
| -0.8 | 0.8942 | 1.000 | 0.8743 | 0.974 | 0.925 | 0.932 | 0.932 | 0.925 |
| 0.0 | 0.8700 | 1.000 | 0.8577 | 0.944 | 0.852 | 0.927 | 0.852 | 0.927 |
| 0.4 | 0.8454 | 1.000 | 0.8334 | 0.913 | 0.7706 | 0.845 | 0.7706 | 0.845 |
| 0.8 | 0.8114 | 1.000 | 0.7838 | 0.834 | 0.7206 | 0.804 | 0.7206 | 0.804 |
| 1.2 | 0.7773 | 1.000 | 0.7286 | 0.780 | 0.6441 | 0.740 | 0.6441 | 0.740 |
| 1.6 | 0.7432 | 1.000 | 0.6740 | 0.715 | 0.5809 | 0.674 | 0.5809 | 0.674 |
| 2.0 | 0.7089 | 1.000 | 0.6143 | 0.643 | 0.5274 | 0.608 | 0.5274 | 0.608 |
| 2.2 | 0.7027 | 1.000 | 0.6086 | 0.742 | 0.5034 | 0.727 | 0.5034 | 0.727 |

| Table 17. y factor variation with observed transmittance for a 3LSRS ($D_1; D_2; D_3 = 1:1:1$; $T_1; T_2; T_3 = 30:10:3$) and Lorentzian-broadened absorber |
| --- | --- | --- | --- | --- | --- | --- |
| $\Delta \nu$ (Source) | 0.1 | 1.0 | 3.0 | 10.0 |
| $\Delta \nu$ (Absorber) | T | v | T | v | T | v | T | v |
| -3.2 | 0.9606 | 1.000 | 0.9782 | 0.938 | 0.9526 | 0.995 | 0.9983 | 0.992 |
| -2.4 | 0.9344 | 1.000 | 0.9552 | 0.995 | 0.9589 | 0.989 | 0.9589 | 0.989 |
| -1.6 | 0.9085 | 1.000 | 0.9272 | 0.969 | 0.9341 | 0.964 | 0.9341 | 0.964 |
| -0.8 | 0.8826 | 1.000 | 0.8777 | 0.937 | 0.8725 | 0.923 | 0.8725 | 0.923 |
| 0.0 | 0.8567 | 1.000 | 0.8587 | 0.904 | 0.8471 | 0.897 | 0.8471 | 0.897 |
| 0.4 | 0.8309 | 1.000 | 0.8372 | 0.871 | 0.8266 | 0.864 | 0.8266 | 0.864 |
| 0.8 | 0.8051 | 1.000 | 0.8137 | 0.837 | 0.8137 | 0.833 | 0.8137 | 0.833 |
| 1.2 | 0.7793 | 1.000 | 0.7889 | 0.805 | 0.7889 | 0.799 | 0.7889 | 0.799 |
| 1.6 | 0.7535 | 1.000 | 0.7684 | 0.775 | 0.7684 | 0.769 | 0.7684 | 0.769 |
| 2.0 | 0.7281 | 1.000 | 0.7429 | 0.747 | 0.7429 | 0.743 | 0.7429 | 0.743 |
| 2.2 | 0.7218 | 1.000 | 0.7372 | 0.721 | 0.7372 | 0.719 | 0.7372 | 0.719 |
| 2.4 | 0.7155 | 1.000 | 0.7324 | 0.703 | 0.7324 | 0.701 | 0.7324 | 0.701 |
| 2.6 | 0.7102 | 1.000 | 0.7276 | 0.689 | 0.7276 | 0.688 | 0.7276 | 0.688 |
| 2.8 | 0.7050 | 1.000 | 0.7229 | 0.677 | 0.7229 | 0.677 | 0.7229 | 0.677 |
| 3.0 | 0.7000 | 1.000 | 0.7182 | 0.666 | 0.7182 | 0.666 | 0.7182 | 0.666 |

Typically, in such experiments very reliable information about the source and absorber lineshapes is not available. The experimentalist may know whether the absorber lineshape is predominantly Gaussian or Lorentzian or whether the source is strongly self-reversed or not, and perhaps have an approximate idea of the source/absorber linewidth ratio involved. When only limited lineshape information is available, it is not profitable to perform exact calculations but the y factor/observed absorption results given in Figs. 1—9 and Tables 1—20 may be scanned to find a source/absorber combination which approximates a given experimental situation.
Lineshape effects in atomic absorption spectroscopy

Table 18. \( \gamma \) factor variation with observed transmittance for a 3LSRS (\( D_1: D_2: D_3 = 10:1:10; T_1: T_2: T_3 = 15:10:3 \)) and Lorentzian-broadened absorber

<table>
<thead>
<tr>
<th>( \Delta v_v ) (Source)</th>
<th>( \Delta v_v ) (Absorbers)</th>
<th>0.1</th>
<th>0.5</th>
<th>1.0</th>
<th>1.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>( A )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.0414</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.9114</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>0.0622</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>0.0006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 19. \( \gamma \) factor variation with observed transmittance for a 3LSRS (\( D_1: D_2: D_3 = 100:1:100; T_1: T_2: T_3 = 15:10:3 \)) and Lorentzian-broadened absorber

<table>
<thead>
<tr>
<th>( \Delta v_v ) (Source)</th>
<th>( \Delta v_v ) (Absorbers)</th>
<th>0.1</th>
<th>0.5</th>
<th>1.0</th>
<th>1.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>( A )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.0416</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.9114</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>0.0622</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>0.0006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 20. \( \gamma \) factor variation with observed transmittance for a 3LSRS (\( D_1: D_2: D_3 = 1:1:1; T_1: T_2: T_3 = 15:10:3 \)) and Voigt-broadened absorber with Lorentzian width/Gaussian width = 1

<table>
<thead>
<tr>
<th>( \Delta v_v ) (Source)</th>
<th>( \Delta v_v ) (Absorbers)</th>
<th>0.1</th>
<th>0.5</th>
<th>1.0</th>
<th>1.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>( A )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.0416</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.9114</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>0.0622</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>0.0006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

significantly narrower than the absorber linewidth (when \( \gamma \) approaches unity), Doppler-broadened absorbers never exhibit \( \gamma \) factors which are sufficiently slowly varying for the modified Beer's law to be used. Substantial line-wing absorption appears to be essential for \( \gamma \) to become slowly varying or nearly constant. With absorbers which are Lorentzian-broadened, or Voigt-broadened with significant Lorentzian character, \( \gamma \) sometimes becomes relatively slowly varying for linewidth ratios \( \sim 3 \) and nearly constant for linewidth ratios \( \sim 10 \). Linewidth ratios as large as the latter are very likely to be encountered in practice. We conclude that, even
with a Lorentzian or Voigt-broadened absorber. \( \gamma \) factors greatly different from unity and slowly varying with absorption should not occur. It must be admitted that many real experimental situations are more complex than the source/absorber models we have used and other factors not considered in our models may contrive to make \( \gamma \) a slowly varying factor under some conditions. However, in general, we feel that data obtained in time-resolved atomic absorption experiments analyzed with \( \gamma \) factors greatly different from unity, say \( \gamma < 0.9 \), should be viewed with suspicion unless data demonstrating that \( \ln(\ln(I/I_0)) \) vs \( \ln \) (absorber concentration) plots are linear throughout the range of absorber concentrations used in the analysis, are presented. Once \( \gamma \) is recognized as a varying function of absorption, attention can then be paid to whether an average value of \( \gamma \), appropriate to the range of absorptions observed in the experiment, should be used to give more accurate results than would be obtained by assuming that \( \gamma = 1 \). For example, in Fig. 3, which treats a Doppler-broadened source and Lorentzian absorber, for observations made between 0 and 40% absorption, with a source/absorber linewidth ratio \( = 3 \), \( \gamma \) varies from 1 to 0.78. It would probably be more reliable in such a situation to use an average value of \( \gamma \), 0.89 and treat this as constant, rather than neglect \( \gamma \) entirely and use \( \gamma = 1 \).

It should be noted that inaccuracies introduced because \( \gamma \) is not constant and not equal to unity are not in general increased by using self-reversed sources. Consequently, in atomic absorption experiments it is better to try and make the source/absorber linewidth less than unity rather than expend effort in avoiding self-reversal in the source.

One further complication in time-resolved atomic absorption experiments is that the lineshape of the absorber may in theory itself be time-dependent, although hopefully this should not happen in practice, particularly when the absorber is present in a large excess of diluent. If this lineshape were to vary, its time-dependence would probably be unknown and any attempt at reliable analysis of the data would be impossible. Indeed, one could conceive of a situation where the time-dependence of the absorber lineshape were such as to produce observed absorptions apparently satisfying eqn (16), with a constant \( \gamma \), but in fact yielding totally erroneous values of \( \tau \). It would therefore appear important to ascertain that the absorber lineshape is not time-dependent through being a function of absorber concentration. Without this possible complication, in measurements of the decay rate of transient absorbers where the modified Beer's law is not approximately correct, it follows from eqn (13) after writing \( F = F_0 e^{-\alpha t} \) that

\[
T = 1 - aF_0 e^{-\alpha t} + bF_0^2 e^{-2\alpha t} + \frac{cF_0^3 e^{-3\alpha t}}{2!} + \frac{cF_0^4 e^{-4\alpha t}}{3!} + \cdots, \tag{37}
\]

if measurements are made for small values of \( F \), direct numerical fitting of a function containing a few terms of eqn (37) should yield accurate values for \( \tau \), without using an unreal \( \gamma \) factor to analyze the data as in eqn (16).
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APPENDIX

For the source/absorber models we have considered, it has been assumed that the absorber concentration is uniform along the absorption path, and further, that all rays from the source which eventually reach the detection system travel along paths of the same length through the absorber. Under these conditions, the following relationship holds:

\[ \frac{1}{I_i} = 1 - a F + \frac{b F^2}{2!} - \frac{c F^3}{3!} + \cdots \]  

where \( F = k N_0 \alpha \) and \( a, b, c, \ldots \) are constants determined by the lineshapes of source and absorber. We can show that a similar relationship holds even if the absorber concentration is spatially non-uniform and the detection system receives rays which have travelled along paths of different length through the absorbing material. We will, however, assume that all these rays do come from regions of the source which have the same lineshape.

Under these conditions, pencils of radiation labelled \( i \) travel from different areas of the source along various optical paths through the absorber to the detection system. For each pencil \( i \), assumed to consist of a fine bundle of parallel rays travelling along the same path from source to absorber, the absorption coefficient experienced at some point \( z \) along its path is

\[ \alpha_i(v, z) = k N_i(z) g(v), \]  

where \( N_i(z) \) is the concentration of absorbers at point \( z \), \( k \) is a constant and \( g(v) \) is the lineshape function of the absorber (assumed to be independent of position within the absorber).

If the intensity of the \( i \)th pencil at frequency \( v \) is \( I_i(v, z) \), then

\[ I_i(v, z) = I_0 g_i(v) \exp \left[ -\int_{z_i}^{z} k N(z) g(v) \, dz \right]. \]

where the integral is taken along the path of the \( i \)th pencil, \( I_0 \) is the initial total intensity in the pencil as it enters the absorber and \( g_i(v) \) is the source lineshape. For many such pencils, \( I \) is the total observed intensity is

\[ I = \sum I_i = \sum I_0 g_i(v) \exp \left[ -\int k N_i(z) g(v) \, dz \right]. \]

and the total observed intensity is

\[ I = \sum \int_{z_i}^{z} I_0 g_i(v) \exp \left[ -\int_{z_i}^{z} k N_i(z) g(v) \, dz \right]. \]

We can write \( \int_{z_i}^{z} N_i(z) \, dz = \bar{N}_i L_i \), where \( \bar{N}_i \) is the average value of \( N_i \) over absorption path \( i \) of length \( L_i \). Thus,

\[ I = \sum L_i \bar{N}_i g_i(v) \exp \left[ -\int k \bar{N}_i g(v) \, dz \right]. \]

where \( I \) is the total intensity of the radiation in the absence of absorbers and
We can write the intensity of the $i$th pencil as $I_i = p_i I$, where $p_i$ is a factor determined by the geometry of the experiment. Similarly, for the average concentration of absorbers along the path of the $i$th pencil we write $N_i = q_i N$, where $N$ is the total average concentration of absorbers and $q_i$ is another geometrical factor. The length of the $i$th pencil we write as $L_i = r_i L$, where $L$ is the length of the absorption cell. Thus, eqn (45) becomes

$$\frac{1}{L_i} = a' k \frac{1}{L_i} + \frac{b'}{L_i} + \sum p_i q_i r_i^2 + \cdots.$$  \hspace{1cm} (46)

Similarly, for the as erase concentration of absorbers along the path of the $i$th pencil we write $N_i = q_i N$, where $N$ is the total average concentration of absorbers and $q_i$ is another geometrical factor. The length of the $i$th pencil we write as $L_i = r_i L$, where $L$ is the length of the absorption cell. Thus, eqn (45) becomes

$$\frac{1}{L_i} = a' k \frac{1}{L_i} + \frac{b'}{L_i} + \sum p_i q_i r_i^2 + \cdots.$$  \hspace{1cm} (47)

We can write the intensity of the $i$th pencil as $I_i = p_i I$, where $p_i$ is a factor determined by the geometry of the experiment. Similarly, for the average concentration of absorbers along the path of the $i$th pencil we write $N_i = q_i N$, where $N$ is the total average concentration of absorbers and $q_i$ is another geometrical factor. The length of the $i$th pencil we write as $L_i = r_i L$, where $L$ is the length of the absorption cell. Thus, eqn (45) becomes

$$\frac{1}{L_i} = a' k \frac{1}{L_i} + \frac{b'}{L_i} + \sum p_i q_i r_i^2 + \cdots.$$  \hspace{1cm} (48)

where $F = k N L$, a result similar to eqn (38) but where the new constants $A, B, C, \ldots$ are determined by geometrical factors as well as by the line-shape functions of source and absorber, i.e.

$$A = \frac{d}{a} \sum p_i q_i r_i^2, \quad B = \frac{b'}{a} \sum p_i q_i r_i^2 + \cdots.$$  \hspace{1cm} (49)

If we do not assume that radiation coming from all parts of the source has the same line-shape, then eqn (44) becomes

$$I = \int \left( 1 - k \int L_i g_i(v) \right) \left\{ 1 - k \int L_i g_i(v) + \frac{1}{2} k \int L_i L_i g_i(v) + \cdots \right\} dv.$$  \hspace{1cm} (50)

where $g_i(v)$ is the line-shape function of the source emission which constitutes the $i$th pencil. Thus,

$$I = I_0 - k \int \sum a_i L_i N_i + \frac{b_k}{2} \sum \frac{L_i L_i}{2} \sum b_i L_i L_i L_i \frac{1}{2} + \cdots.$$  \hspace{1cm} (51)

where $a' = \int g_i(v) g_i(v) dv, b' = \int g_i(v) g_i(v) dv + \cdots$ and

$$\frac{1}{L_i} = 1 - A F + B F^2 + C F^3 + \cdots.$$  \hspace{1cm} (52)

where $A = \frac{1}{a} \sum p_i q_i r_i^2, B = \frac{1}{a^2} \sum b_i p_i q_i r_i^2 + \cdots$. If all pencils have the same intensity, that is if the source has uniform radian, then $p = 1/n$ where $n$ is the total number of pencils altogether. Further, if all paths through the absorber contain the same uniform concentration of absorbers, then $q_i = 1$ and, if all paths are the same length, $r_i = 1$. Even if the line-shape function of the absorbers is not independent of position, which is an extremely unlikely occurrence, an equation of the form of eqn (50) still holds but simple analytic expressions for the value of the constants $A, B, C, \ldots$ in terms of geometric factors and line-shape functions do not exist.
Temperature Dependence of the Collisional Deactivation of Excited Iodine Atoms I(5^P_1/2) 

D. H. Burde
Department of Applied Physics
Cornell University
Ithaca, New York 14853

and

R. A. McFarlane
School of Electrical Engineering
and Materials Science Center
Cornell University
Ithaca, New York 14853

Support for this research was obtained from the Materials Science Center, Cornell University and from the Air Force Office of Scientific Research (AFSC) under Grant #75-2781.

Abstract

The collisional deactivation of excited iodine atoms $I(5^5 P_{1/2})$ by $I_2$, $O_2$, $H_2$, HD, and $D_2$ has been studied as a function of temperature from 295° k to 600° k. The decay of the excited iodine atom concentration following dye laser photolysis of molecular $I_2$ was detected by time-resolved atomic absorption (295° k) and by time-resolved atomic fluorescence at 1.315 μm. The advantages and disadvantages of the two techniques are considered and the experimental results are compared to an earlier study. Very substantial discrepancies in the temperature dependence of quenching by molecular $I_2$ are observed when the present results are compared with previous measurements.
I. Introduction

The collisional deactivation of electronically excited iodine atoms \( I^*(5^5P_{1/2}) \) has been the subject of many experimental\(^1\)\(^-\)\(^3\) and theoretical\(^4\)\(^-\)\(^6\) investigations. The majority of the experimental work has employed the technique of time-resolved atomic absorption to monitor the \( I^* \) concentration. These studies have generally employed high energy flashlamps to flash photolyze \( I_2 \) or iodine compounds to produce \( I^* \) atoms. In a new technique developed in this laboratory, a tunable dye laser was used instead of a broadband flashlamp system\(^7\) to selectively photolyze \( I_2 \). Combined with time-resolved absorption, the excited atom concentration could be monitored on a very much shorter timescale than was previously possible.

The excellent time response and sensitivity of the system were utilized to investigate the collisional production of \( I^* \) atom from excited \( I_2 \) molecules\(^7\)\(^,\)^\(^8\) and to measure the quenching rate of \( I^* \) by several gases at room temperature.\(^9\)\(^,\)^\(^10\)

The present paper reports the rates of quenching of \( I^* \) atoms by \( I_2, O_2, H_2, HD, \) and \( D_2 \) over a wide temperature range. The quenching rates were first determined at room temperature using time-resolved absorption. Then, the quenching rates were determined between room temperature and 300° C using time-resolved fluorescence from \( I^* \) atoms at 1.315 \( \mu \). The advantages and disadvantages of the two techniques are considered. The validity of the modified Beer-Lambert law used extensively in analysis of time-resolved absorption experiments is discussed in detail. Finally, the experimental results are compared
to an earlier study of the temperature dependence of \( I^* \) quenching which employed the absorption technique exclusively. Very substantial discrepancies are observed in the case of quenching by molecular iodine.

II. Time-Resolved Atomic Absorption: Room Temperature Data

A. Relation Between Observed Absorption Signals and Absorber Concentration

In absorption experiments, the observed absorption signal must be related to the absorber concentration in order to extract useful kinetic data. In general, the relation between absorption and absorber concentration is complicated and approximations are usually made. In particular, the modified Beer-Lambert law \( I_{tr} = I_0 \exp[-(cN)^{\gamma}] \) describing the light intensity transmitted through an absorbing sample has appeared extensively in the literature in the analysis of time-resolved absorption experiments. There has been some confusion as to the limits of validity of this approximation and the physical meaning of "\( \gamma \) factors". This section will discuss these considerations.

Let \( I(\nu_R) \) be the intensity of a monochromatic wave of frequency \( \nu_R \) propagating in a homogeneous medium. Let \( N_2 \) denote the concentration of species in the upper state of the transition involved and \( N_1 \) denote the concentration of species in the lower state. As the wave propagates, the variation in the intensity due to induced transition is given by

\[
\frac{dI(\nu_R, z)}{dz} = - \{ N_1 \frac{g_2}{g_1} - N_2 \} \frac{c^2 A_{21}}{8\pi \nu_R} \ g(\nu_R) \ I(\nu_R, z) \quad (1)
\]
where \( g(v) \) = the normalized absorption lineshape function for the transition. Therefore, the intensity varies with distance as

\[
I(v_R, z) = I(v_R, 0) e^{-\alpha(v_R)z}.
\]  

(2)

For most experiments employing absorption techniques, \( N_2 << N_1 \frac{g_2}{g_1} \) and therefore

\[
\alpha(v_R) = \frac{c^2 A_{21} g_2}{8\pi v_R^2 g_1} g(v_R)N
\]

(3)

where \( N \equiv N_1 \). The atomic (or molecular) absorption coefficient at frequency \( v_R \) is given by

\[
\varepsilon(v_R) = \varepsilon_L g(v_R)
\]

(4)

where \( \varepsilon_L = \frac{c^2 A_{21} g_2}{8\pi v_0^2 g_1} \).

(5)

Here \( v_R \) has been (very closely) approximated by \( v_0 \), the line center transition frequency because only for values of \( v_R \) very close to \( v_0 \) is \( g(v_R) \) non-zero.

Finally, the intensity after path length \( l \) is

\[
I(v_R, l) = I(v_R, 0) e^{-\varepsilon(v_R)Nl}.
\]

(6)

This is the Beer-Lambert law for a monochromatic wave. The absorber concentration \( N \) may, of course, be a function of time.
In general, the radiation entering the absorbing medium (as from a resonance lamp) is not monochromatic but rather has a finite bandwidth which can be described by a normalized lineshape function \( p(v) \). In this case, an integration over frequency is necessary and gives

\[
I(\lambda) = I(o) \int_{-\infty}^{\infty} p(v)e^{-\epsilon L N g(v)} dv. \tag{7}
\]

Therefore, unless the absorption lineshape function \( g(v) \) is constant over the range of frequencies in the emission line, a simple Beer-Lambert law will not accurately describe the intensity variation. Usually, the detailed lineshapes \( g(v) \) and \( p(v) \) are not known and may be very complicated. What is needed is a relation which is analytically tractable and approximately correct over a limited range of absorption. A modified Beer-Lambert law of the form

\[
I_{tr}(\lambda) = I(o) e^{-(\epsilon NL)^{\gamma}} \tag{8}
\]

has been proposed.\(^{15}\) In this relation, \( I_{tr} \) is the light intensity transmitted through an absorption cell of length \( L \) and \( I(o) \) is the intensity of the transmitted light when \( N = 0 \). \( \gamma \) is an empirical parameter, \( \gamma \leq 1 \), which must be determined experimentally. For a \( \gamma \) factor of 1, this law reduces to the simple Beer-Lambert law. However, \( \gamma \) values much less than 1 indicate a significant deviation from the simple law. In that case, this approximate law will generally only be useful over a limited range of absorption. It should be
noted here that, unfortunately, in much of the earlier work this law was written as $I_{tr} = I(0)\exp[-\varepsilon(N\%)^\gamma]$, resulting in units of $(N\%)^{-\gamma}$ for $\varepsilon$. To be correct dimensionally, Eqn. (8) must be used. In either case, the kinetic analysis of the experimental results depends only on the fact that the concentration $N$ appears to the power $\gamma$. Therefore, both forms yield the same results.

The utility of the modified Beer-Lambert law for time dependent kinetic studies is immediately obvious by observing that $\ln[I(0)/I(t)] = (\varepsilon N(t)\%)^\gamma = \text{const} \times (N(t))^\gamma$. As the overwhelming majority of the time-resolved experiments involve monitoring a simple exponential decay of the absorber concentration, $N(t) = N(t_0) \exp(-kt)$, the observed time dependence is therefore described by $(N(t))^\gamma \exp(-kt)$, again a simple exponential decay but with an observed decay rate of $k_{OBS} = k\gamma$. Thus, use of an approximate law of this form simplifies analysis of kinetic data.

The validity of this modified Beer-Lambert law has been studied in detail. The transmission integrals for a variety of emission and absorption lineshapes were numerically integrated and $\gamma$ values were determined as a function of percent absorption. As expected, $\gamma$ values were not strictly constant over a wide range of absorptions. However, for absorptions of less than 15%, $\gamma$ values in the range 0.8 to 1.0 gave good approximations to the theoretical calculations for a wide variety of lineshapes. The calculations show that as absorption $\rightarrow 0$, $\gamma \rightarrow 1$ regardless of lineshapes.

A gamma factor can be found experimentally where absorbers are produced by a photolysis pulse at $t = 0$ by plotting $\ln\{\ln[I_{tr}(t=0)/I_{tr}(t=0_+)]\}$.
versus \( \ln N(t = 0^+) \). This yields a straight line of slope \( \gamma \) if this modified law is valid. A curvature in the plot would indicate that \( \gamma \) is not a constant over that particular range of absorptions. For many experimental conditions, \( \gamma \) has been found to remain nearly constant over a reasonable range of absorptions and this modified Beer-Lambert law has proved to be a useful approximation.

For the experimental arrangement used in the present study, \( \gamma \) was found to be \( 0.89 \pm 0.07 \) for absorptions of up to 15%. This is in good agreement with the theoretical calculations and only a minor correction to the simple Beer-Lambert law is necessary. This is one significant advantage of the present experiment which involved only small absorptions over earlier studies in which absorptions greater than 50% were typical. For small absorptions, the effects of complex lineshapes are minimized, "\( \gamma \) factors" are close to 1, and the simple Beer-Lambert law is nearly correct. Although the signal-to-noise ratio is relatively poor for a single shot, the signal averaging technique very effectively improves this to acceptable levels. Computer fits utilizing a few hundred points per average absorption trace can give decay rates accurate to a few percent.

B. Experimental

A block diagram of the experimental apparatus is shown in Figure 1. A nitrogen laser was used to pump a dye laser. The nitrogen laser produced a 10 nsec, 2 mJ pulses at 337.1 nm at a repetition rate of approximately 20 Hz. The dye laser produced 8 nsec pulses of 50-150 \( \mu \)J with a bandwidth of roughly 0.1 Å, tunable from 470.0 nm to 525.0 nm
using 4-methylumbelliferone dye in an acidic methanol solution.

The dye laser pulses (or the N\textsubscript{2} laser pulses, in experiments with n - C\textsubscript{3}F\textsubscript{7}I) were admitted to an externally mirrored cell and underwent a multiple bounce path down the cell. Atomic iodine resonance radiation produced by a microwave powered iodine lamp passed through the cell and into a McPherson Model 225 vacuum ultraviolet monochromator which was used to isolate the 206.2 nm line corresponding to the transition I(6s \textsuperscript{2}P\textsubscript{3/2}) \rightarrow I(5p \textsuperscript{5}2P\textsubscript{1/2}). Absorption at this wavelength permitted the observation of the excited atom I*(5p \textsuperscript{5}2P\textsubscript{1/2}) concentration as a function of time following each laser pulse. The absorption signal was monitored by a Hamamatsu type R1060UH photomultiplier tube and was digitized by a Biomation Model 8100 transient recorder. Following each laser pulse, the waveform was digitally transferred to a Northern Scientific Model 575 signal averager. The time constant of the detection system was measured to be 20 nsec. Due to the relatively weak absorption and low single shot signal-to-noise ratio, typically $10^4$ absorption traces were signal averaged. The data was transferred to magnetic tape using a Texas Instruments Model 733ASR electronic data terminal. The data was then read into an IBM 370 computer and analyzed using non-linear least squares fitting routines.\textsuperscript{12}

Pressure measurements of the gases in the absorption cell were made by two gauges attached directly to the cell. A very high precision capacitance manometer (MKS Baratron Type 305AH-10) was used to measure pressures up to 10 torr with a sensitivity of $10^{-4}$ torr. In addition, a monel bourdon tube type pressure sensor (Robinson-Halpern Model 144A)
was used to measure pressures up to 760 torr. The absorption cell was attached to a grease-free gas handling system evacuable to $10^{-6}$ torr.

Research grade $\text{O}_2$, $\text{H}_2$ (Linde), HD (Merck, Sharp, and Dohme), and D$_2$ (Air Products) were used directly. Individual batch analyses showed negligible impurity levels. Baker reagent grade I$_2$ was distilled onto P$_2$O$_5$ to remove water vapor and then fractionally distilled into the absorption cell. The n-C$_3$F$_7$I (PCR) was fractionally distilled twice from dry ice-methanol baths to remove impurities.

C. Room Temperature Data and Results

The rate of decay of excited iodine atoms following the photo-lyzing flash is given by

$$\frac{d[I^*]}{dt} = -(A_{nn'} + k_D + \sum Q_k Q) [I^*] = -k[I^*].$$

(9)

The contribution to the overall decay by spontaneous emission, $A_{nn'}$, and diffusion, $k_D$, were negligible. Under these conditions,

$$\frac{d[I^*]}{dt} = -\sum Q_k Q [I^*] = -k[I^*]$$

(10)

which upon integration yields

$$[I^*(t)] = [I^*(0)] \exp(-kt)$$

(11)
where the photolyzing flash occurs at \( t = 0 \). The terms of the form \( k_Q [Q] \) represent quenching due to collisions between an excited iodine atom and a molecule of species \( Q \).

The modified Beer-Lambert law \( I_{tr}(t) = I(o) \exp[-(cN(t)c)] \) was used in the analysis where \( N(t) = [I^*(t)] \) and \( \gamma = 0.89 \). For the small absorptions observed (< 10%), the exponential term may be accurately approximated by expanding in a Taylor's series keeping only first order terms to give

\[
I_{tr}(t) = I(o) \{ 1 - (c\gamma) [I^*(t)]^\gamma \} \quad \text{or} \quad (12)
\]

\[
I_{tr}(t) = I(o) - \text{const} \times [I^*(t)]^\gamma \quad \text{or} \quad (13)
\]

where \( [I^*(t)] = [I^*(o)] \exp(-kt) \) (Eqn. 11). The observed decay rate is therefore \( k_{OBS} = \gamma k \) and \( k = k_{OBS}/\gamma \). For each experimental run, \( k \) was calculated in this manner from \( k_{OBS} \).

In the experiments with \( \text{H}_2 \) and \( \text{D}_2 \), \( n - \text{C}_3\text{F}_7\text{I} \) was used as the source material for \( I^* \) atoms. The \( \text{N}_2 \) laser was used directly to photolyze \( n - \text{C}_3\text{F}_7\text{I} \) as this compound absorbs in the ultraviolet. For the studies employing \( \text{HD} \), \( I_2 \) was photolyzed by the dye laser at 505.0 nm. The pressure of \( I_2 \) in the absorption cell was held constant by immersing a sidearm coldfinger containing excess \( I_2 \) crystal in a 0°C bath, yielding \( P_{I_2} = 0.03 \text{ torr} \), which was monitored using the capacitance manometer. All data were taken at room temperature.

The data for \( \text{H}_2 \), HD, and \( \text{D}_2 \) are plotted in Figures 2-4. The second order quenching rate constants at 295°C \( k \) are summarized in
Table I. The results for $I_2$ and $O_2$ have been reported and discussed earlier.\textsuperscript{9,10} Of particular interest here is the striking difference observed in quenching efficiency between $H_2$, HD, and $D_2$. In the work of Butcher et al.,\textsuperscript{6} the relative rates $k_{HD} > k_{H_2} > k_{D_2}$ were explained in terms of resonant $E \rightarrow V + R$ exchange. Zimmerman and George carried out rigorous quantum mechanical calculations for collisions restricted to collinear configurations to yield transition probabilities between the spin-orbit states of the atom ($^2P_{1/2}$ and $^2P_{3/2}$) and vibrational states of the molecule. Their findings predict the same ordering of quenching efficiencies as Butcher et al. The present results confirm the earlier findings of these large isotope effects. The temperature dependence of these quenching rates can be useful in elucidating the details of the quenching mechanism.\textsuperscript{5,6} This is discussed in the following section.
III. Time-Resolved Fluorescence: Temperature Dependence of the Quenching Rates

A. Experimental

The temperature dependence of the quenching rates for $I_2$, $O_2$, $H_2$, HD, and $D_2$ were investigated from room temperature to approximately 300°C. In order to eliminate the complication of a $\gamma$ factor and its possible variation with temperature, these studies were carried out using the time-resolved fluorescence technique. A block diagram of this experimental setup is shown in Fig. 5. A cylindrical fluorescence cell was constructed of pyrex and wrapped with heating tape. Three thermocouples were placed along the cell to provide temperature measurements. A temperature controller was used to control the current applied to the heating tape and to thereby maintain the cell at selectable fixed temperatures. Fluorescence was observed at 90° to the photolyzing dye laser beam through a double window assembly, evacuated to provide thermal insulation. An InSb detector was used in conjunction with an infrared bandpass filter to detect 1.315 $\mu m$ radiation corresponding to the transition

$$I^*(5^5 2p_{3/2}) + I(5^5 2p_{1/2}) + h\nu(1.315 \mu m). \quad (14)$$

The observed fluorescence intensity is directly proportional to $[I^*(t)]$, greatly simplifying the analysis. Therefore, the observed fluorescence signals were of the form (Eqn. 11)

$$I_{f1}(t) = I(0) \exp(-kt). \quad (15)$$
The A coefficient for this electric-dipole forbidden transition is very small\textsuperscript{18-20} and hence this radiation is relatively weak. Significantly greater concentrations of excited atoms were required for acceptable signals in this system as compared to the absorption system. For this reason, a higher energy flashlamp-pumped dye laser (Phase-R DL2100C) was used to flash photolyze molecular I\textsubscript{2} to produce I\textsuperscript{*} atoms. The laser was run untuned with coumarin 102 and produced 300 nsec, 50-150 mJ pulses centered near 480 nm to promote I\textsubscript{2} molecules into the B state continuum and produce I\textsuperscript{*} atoms by photodissociation.\textsuperscript{7} The remainder of the system was identical to that shown in Fig. 1. The response time of the fluorescence detection system was limited by the InSb detector and was approximately 1 μsec. The use of molecular I\textsubscript{2} as the photolyzed material rather than an iodine compound eliminated the possibility of contributions to the observed decay by any radicals produced during photolysis. These radicals may have significantly affected earlier high-power flashlamp photolysis studies.

B. Data Analysis and Results

\[ I_2 \]

The first experiments were carried out with pure I\textsubscript{2} in the fluorescence cell. In order to confirm our previously reported value of \( k_{I_2} \) at room temperature obtained by the atomic absorption technique,\textsuperscript{9} a series of runs were carried out at different I\textsubscript{2} pressures as controlled by a sidearm coldfinger attached to the fluorescence cell. The data is plotted in Fig. 6. The value \( k_{I_2} = 3.7 \pm 0.3 \times 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ sec}^{-1} \) was obtained, in excellent agreement with our previous result which also has been confirmed by other workers.\textsuperscript{21-23}
In the work of Deakin and Husain who studied the temperature dependence of $k_{I_2}$ employing time-resolved absorption, a series of runs were also taken at room temperature and a value of $k_{I_2} = 4.1 \times 10^{-12} \text{ cm}^3 \text{ molecule}^{-1} \text{ sec}^{-1}$ was obtained, a very serious discrepancy. In their experiment, no coldfinger containing excess I$_2$ crystal was directly connected to the reaction vessel. Rather, helium, used as a buffer gas, was circulated through a glass spiral containing I$_2$ crystals held at various slush temperatures and then into the reaction vessel. It was assumed that the (partial) pressure of I$_2$ was equal everywhere in the system to its vapor pressure at the slush temperature. The reaction vessel was then sealed off and an experimental run taken. It is possible that incomplete mixing resulted in a pressure of I$_2$ in the reaction vessel of less than that expected, resulting in a slower observed decay and therefore in a much smaller indicated value of $k_{I_2}$. There may also have been an additional drop in I$_2$ pressure once the reaction vessel was sealed off. In our own work using the high precision capacitance manometer, it has been clearly seen that if I$_2$ vapor is admitted to a cell without excess crystal in a coldfinger and the cell is sealed off with a greaseless teflon stepcock, the pressure invariably falls. This effect is also evident visually as a brown staining of the teflon. Therefore, in all experiments requiring a fixed pressure of I$_2$ vapor, it is recommended that a coldfinger with excess I$_2$ crystal be attached to the cell.

For all of the present temperature dependent studies, a coldfinger containing I$_2$ crystals attached to the fluorescence cell was immersed in a 0° C bath. The coldfinger tube diameter was greater
than ten times the mean free path of $I_2$ molecules and therefore thermal transpiration effects between the coldfinger and the heated section of the fluorescence cell were negligible. The degree of thermal dissociation of $I_2$ vapor was also considered. Several workers$^{24-27}$ have studied the dissociation process $I_2(g) \rightarrow 2I(g)$. The equilibrium constant for this process, $K_p = (P_1)^2/P_{I_2}$ (pressure measured in atmospheres), is related to the change in the free energy by $lnK_p = -\Delta F^0/RT$. Using the latest thermochemical data for the free energy of $I_2(g)$ and $I(g)$,$^{28}$ $K_p$ was calculated from this relation yielding values in very good agreement with the experimental data. At the highest temperature reached in the present studies, $T = 643^\circ K$, $K_p = 1 \times 10^{-7}$. Thus, for $P_{I_2} = 0.03$ torr, $P_{I} = 0.0015$ torr, or 5% of $P_{I_2}$. At lower temperatures this percentage drops very rapidly. Under these conditions of negligible thermal dissociation and the absence of thermal transpiration effects, the pressure of $I_2$ is constant at 0.03 torr everywhere in the fluorescence cell. The concentration of $I_2$ molecules in the heated section of the cell is given by $[I_2]_H = P_{I_2}/k_BT_H$ where $P_{I_2} = 0.03$ torr and $T_H$ is the temperature.

The observed first order decay constant is given by $k = k_1 [I_2]_H$. By dividing $k$ by $[I_2]_H$, $k_{I_2}$ was determined over the temperature range $T = 295^\circ K$ to $643^\circ K$. The data are conveniently expressed in terms of the Arrhenius expression $k_Q = A_Q \exp(-E_Q/RT)$ where $E_Q$ is the effective activation energy for quenching by species $Q$. A plot of $ln k_{I_2}$ versus $1/T$ is shown in Fig. 7. The Arrhenius parameters are summarized in Table II. The activation energy is positive and $k_{I_2}$ increases slightly with temperature. This is in disagreement with the
earlier study in which a large negative value for the activation energy was obtained. In view of the large error in the room temperature rate of the earlier study, it is quite possible that effects of incomplete mixing of I$_2$ vapor with the buffer gas perhaps further complicated by temperature gradients along the circulating system were responsible for the previously observed temperature effects. The activation energy determined in this study is +0.5 kcal/mole indicating a relatively small energy barrier. At 643° K, $k_{I_2}$ has increased to approximately 150% of its room temperature value.

$$\frac{0_2}{2}$$

The deactivation of excited iodine atoms by oxygen molecules was found by Derwent and Thrush$^{29}$ to proceed predominantly by the near resonant $E \rightarrow E$ energy transfer process

$$I^*(5^2P_{3/2}) + O_2(3^2P_{g}) \rightarrow I(5^2P_{3/2}) + O_2(1^1A_g) \quad (16)$$

which is endothermic by 0.8 kcal/mole. The room temperature rate constant of $2.6 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ sec$^{-1}$ is extremely large. To study the temperature dependence of the O$_2$ quenching rate, the fluorescence cell coldfinger was immersed in a 0° C bath yielding a pressure of I$_2$ of 0.03 torr. O$_2$ was then admitted to the fluorescence cell, the pressure recorded, and the cell closed off while at room temperature. The main body of the fluorescence cell was then heated to a selected temperature and after equilibration, a run was taken to determine the fluorescence decay rate. The cell was then heated to
other temperatures and subsequent runs taken. This procedure was repeated several times at different temperatures. The cell was then cooled and evacuated and the procedure was repeated with a fresh fill of gas.

As described above, the iodine molecule concentration in the heated section was calculated by the relation \( [I_2]_H = P_{I_2}/k_BT_H \) where \( P_{I_2} = 0.03 \) torr. In the case of a uniformly heated cell, the pressure of the added gas (in this case, \( O_2 \)) increases as the temperature is raised while the concentration remains constant \( (N_0) \). However, in the present case, because the coldfinger was not heated (11% of the total cell volume), as the temperature of the main body of the cell was raised the added gas concentration decreased slightly in the heated section and increased in the coldfinger. The concentration in the heated volume \( V_H \) at temperature \( T_H \) was related to the initial room temperature concentration \( N_0 \) by the relation

\[
N_H = \frac{N_0 (V_H + V_C)}{V_H + \frac{T_H}{T_C} V_C}
\]

(17)

where \( V_C = \) coldfinger volume

\( T_C = \) coldfinger temperature.

This correction factor was employed for all of the data analyzed. The heated cell concentrations were always within 12% of the room temperature fill value even at the highest temperatures employed.

For each experimental run, the observed decay rate was given by

\[
k = k_{I_2} [I_2]_H + k_{O_2} [O_2]_H
\]

for that particular temperature, \( T_H \). Using
the best fit Arrhenius parameters for $k_{12}$ found in the pure $I_2$ temperature dependence studies, the value of $k_{12} [I_2]_i$ was determined and subtracted from $k$. The value of $k_{02}$ was then calculated, using Equation 17 to give the (corrected) value of $[I_2]_{H^*}$. The data are plotted in Fig. 8. The Arrhenius parameters are presented in Table II. The activation energy found was substantially greater than the value obtained by Deakin and Husain\textsuperscript{11} and indicates a significant energy barrier for this process.

$$H_2, HD, D_2$$

The rate of quenching of $I^*$ at room temperature was found to differ significantly among these species, the quenching rate differing by more than two orders of magnitude for HD and $D_2$. It was of particular interest to study the temperature dependence of the quenching by these gases. The experimental procedure was identical to that followed for the $O_2$ temperature dependence studies. The experimental data and the best fit Arrhenius parameters are shown in Fig. 9-11 and Table II.

The quenching rate by $H_2$ increased dramatically to $5 \times 10^{-13} \text{ cm}^3 \text{ molecule}^{-1} \text{ sec}^{-1}$ at 300$^\circ$C. The activation energy of 2.6 kcal/mole is substantially higher than the value reported by Deakin and Husain.\textsuperscript{11} The quenching rate by $D_2$ was found to decrease with temperature but much more slowly than reported in the earlier study. The temperature dependence of quenching by HD has not been previously reported. The rate was found to increase slightly with temperature to approximately double the room temperature rate at 300$^\circ$C.
The temperature variation of the quenching of I* by H_2 and D_2 has been discussed in terms of resonant E→V+R transfer processes of the form

\[ I^* + H_2(v'',J'') \rightarrow I + H_2(v',J') + \Delta E_T \]  

(18)

where \( \Delta E_T \) is the energy transferred to translation. It was proposed that the rate of quenching of I* was dependent primarily on three factors. Channels for which \( \Delta E_T \) was small should be greatly enhanced. Also the quenching rate should depend on the average collision frequency and on the population of the relevant \( v'', J'' \) states as a function of temperature. This elementary theory predicted a substantial positive activation energy for the quenching by H_2. The present results support this conclusion. For D_2, a small negative activation energy was predicted in quantitative disagreement with the earlier experimental results. The results of the present study do in fact show a very small negative activation energy for quenching by D_2. Further theoretical work on the H_2, HD, D_2 system would be beneficial. In particular, extension of earlier quantum mechanical studies to include temperature dependence would be of value.
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Table I

Second order quenching rate constants for the deactivation of I*(2p_{1/2}) at 295° K as determined by time-resolved atomic absorption.

<table>
<thead>
<tr>
<th>Quenching Molecule</th>
<th>k_Q(cm^3 molecule^{-1} sec^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>This work</td>
</tr>
<tr>
<td>I_2</td>
<td>3.6 ± 0.3 x 10^{-11} (a)</td>
</tr>
<tr>
<td>O_2</td>
<td>2.5 ± 0.3 x 10^{-11} (b)</td>
</tr>
<tr>
<td>H_2</td>
<td>9.8 ± 1.0 x 10^{-14}</td>
</tr>
<tr>
<td>HD</td>
<td>3.1 ± 0.3 x 10^{-13}</td>
</tr>
<tr>
<td>D_2</td>
<td>2.4 ± 0.3 x 10^{-15}</td>
</tr>
</tbody>
</table>

(a) From Reference 9.

(b) From Reference 10.
Table II

Arrhenius Parameters ($k = A \exp(-E/RT)$) for the Deactivation of $I^*({^2P_{1/2}})$

<table>
<thead>
<tr>
<th>Quenching Molecule</th>
<th>$A \text{ (cm}^3\text{ molecule}^{-1}\text{ sec}^{-1})$</th>
<th>$E \text{ (kcal/mole)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_2$</td>
<td>$8.0 \pm 0.8 \times 10^{-11}$</td>
<td>$0.5 \pm 0.1$</td>
</tr>
<tr>
<td>$O_2$</td>
<td>$1.6 \pm 0.5 \times 10^{-10}$</td>
<td>$0.8 \pm 0.2$</td>
</tr>
<tr>
<td>$H_2$</td>
<td>$4.6 \pm 2.3 \times 10^{-12}$</td>
<td>$2.6 \pm 0.3$</td>
</tr>
<tr>
<td>HD</td>
<td>$1.6 \pm 0.2 \times 10^{-12}$</td>
<td>$0.9 \pm 0.1$</td>
</tr>
<tr>
<td>$D_2$</td>
<td>$2.3 \pm 0.8 \times 10^{-15}$</td>
<td>$-0.2 \pm 0.2$</td>
</tr>
</tbody>
</table>
Figure Captions

Figure 1. Block diagram of the experimental apparatus used in the time-resolved atomic absorption studies.

Figure 2. Quenching of I* by H₂ at 295° K as determined by time-resolved atomic absorption.

Figure 3. Quenching of I* by HD at 295° K as determined by time-resolved atomic absorption.

Figure 4. Quenching of I* by D₂ at 295° K as determined by time-resolved atomic absorption.

Figure 5. Block diagram of the experimental apparatus used in the time-resolved atomic fluorescence studies.

Figure 6. Quenching of I* by I₂ at 295° K as determined by time-resolved atomic fluorescence.

Figure 7. Quenching of I* by I₂ as a function of temperature as determined by time-resolved atomic fluorescence.

Figure 8. Quenching of I* by O₂ as a function of temperature as determined by time-resolved atomic fluorescence.

Figure 9. Quenching of I* by H₂ as a function of temperature as determined by time-resolved atomic fluorescence.

Figure 10. Quenching of I* by HD as a function of temperature as determined by time-resolved atomic fluorescence.

Figure 11. Quenching of I* by D₂ as a function of temperature as determined by time-resolved atomic fluorescence.
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Figure 8

The figure shows a plot of \( \ln k_{O_2} \) (in cm\(^3\) molecule\(^{-1}\) sec\(^{-1}\)) against \( 1/T \times 10^3 \) (°K\(^{-1}\)). The data points are scattered along a line, indicating a linear relationship between the variables.
Figure 9
Figure 10

The figure shows a plot of \( \ln k_{\text{HD}} \) (in \( \text{cm}^3 \text{ molecule}^{-1} \text{ sec}^{-1} \)) against \( 1/T \times 10^3 \) (\( ^\circ \text{K}^{-1} \)) for different temperatures in the range of 800 to 300 °K. The data points are connected by a straight line indicating a linear relationship.