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This report documents research performed under RADC contract F98601-74-C-0296 by Polytechnic Institute of New York in the area of software modeling. Research in the areas of software error, reliability, and availability models (such as Markov availability models, bug tagging estimates of initial error counts and error models incorporating error generation), test models and techniques (such as determination of the number of the tests necessary to execute all program paths and statistical test models), and complexity models (such as measured measures like testedness and natural language theory).
measures) that was described in previous progress and technical reports is summarized and unfinished research (in areas such as acceptance test models and automatic programming techniques) not previously reported is described. The significant results are highlighted along with their interrelations and potential.
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The necessity for producing more reliable, lower cost software for such military applications as command and control and avionics has led to the desire to develop newer tools, techniques, and predictive aids for improving the method in which software is currently being developed and tested. This desire has been expressed in such documents as the Joint Logistics Commanders Software Reliability Working Group report (Nov 1975) and in numerous industry and Government sponsored conferences and symposia. As a result, efforts have begun to develop and test mathematical models for predicting the error content of a software package as well as determining test criteria and measures of complexity. However, early efforts to develop such models have been fragmented and have not produced models with the desired accuracy and usability.

This effort was initiated in response to this need for developing accurate software predictive models and fits into the goals of RADC TPO No.R5A, Software Cost Reduction (formerly RADC TPO No. 11, Software Sciences Technology), in particular the area of Software Quality (Software Modeling). The report summarizes models developed in the areas of software reliability and availability models, software test criteria, and measures of software complexity. The importance of the model development mentioned in this report is that it represents the first cohesive attempt to solve the entire range of software modeling problems, and in addition to develop models that truly reflect the actual software development process, and thus provide more accurate, more usable models.

The models developed under this effort will provide much needed tools for use by software managers in adequately tracking the progress of a software development in terms of the success of testing. In addition, the models developed under this effort will provide the basis for further model development that will eventually produce a complete modeling capability for the Air Force in the software area. Finally, models developed under this effort will be applicable to current Air Force software development projects and thus help to produce the high quality, low cost software needed for today's systems.

ALAN N. SUKERT
Project Engineer
1.0 Summary and Results

1.1 Objective

This report documents the research performed under Contract No. F-30602-74-C-0294 by the Polytechnic Institute of New York for Rome Air Development Center during the period April 1, 1974 to October 31, 1977. Research described in previous progress and technical reports is summarized and unfinished research not previously reported is described. The significant results are highlighted along with their interrelations and potential.

1.2 Organization

The technical contents are organized into four major subdivisions, Chapters 4.0, 5.0, 6.0, and 7.0. Chapter 1.0 and the following two chapters provide summary, introduction, and applications of the research performed.

Chapter 4.0 contains a technical summary of the work in Reliability Modeling. Similarly, test models and techniques are described in Chapter 5.0, and complexity models in Chapter 6.0. In Chapter 7.0, newly started or continuing projects are introduced.

Chapter 8.0 contains the relevant references for this document. Chapter 9.0 contains the complete list of papers, reports, talks, symposia, books, and theses. Chapter 10.0 lists the researchers supported in part or in whole by this contract.

1.3 Major Results

The major thrust of the work is divisible into three areas: software reliability and availability models, test models, and complexity models.

Building upon previous modeling work by Shooman in the reliability area, new macro and micro reliability models have been developed, namely:

(1) a Markov availability model;

(2) estimator formulas and tagging methodology for estimating the initial and subsequent number of errors;

(3) the macro model was made more realistic through the incorporation of error generation effects;

(4) a micro model based upon path traversal of the software.

The approach in the area of testing has been to classify and model as well as to provide test techniques. The research has resulted in:

(1) a new method of test data selection;
(2) a classification of types of tests;
(3) the construction of automatic test drivers;
(4) a statistical model of testing;
(5) a model of an exhaustive test.

Complexity measures have been sought which relate problem complexity to program effort and reliability. The major accomplishments were:

- (1) modest advances in the application of the classical theory of recursive function theory to software problems (the method has practical drawbacks).
- (2) development of software structural measures such as accessibility and testability;
- (3) experimental verification and theoretical proofs that Zipf's law applies to computer languages;
- (4) development of estimator formulas for computing the Zipf's law complexity measure.

1.4 Dissemination of Results

An important aspect of any research is the prompt dissemination of results so that (1) other researchers may explore the validity of the conclusions, and (2) practitioners may assimilate the techniques to their work. A complete list of all publications, either fully or partially supported, correlated to this contract appears in Chapter 9.0. There were 20 journal and conference papers, 22 technical and progress reports, 31 talks and seminars, and 5 Master's, Engineer, and Doctoral theses.

1.5 Major Accomplishments

The following major accomplishments by senior investigators deserve special mention:
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The leadership of two international symposia on Software Engineering included the senior investigators on this contract. These conferences were: 1975 International Conference on Reliable Software, Los Angeles, April 21-23, 1975, and Polytechnic Symposium on Computer Software Engineering, New York, April 20-23, 1976.

Two new courses incorporating selected research in this area have evolved. These are: a graduate course CS606 - Software Engineering, developed by Professors Shooman, Laemmel, and Flynn, and an undergraduate course CS204 on Data Structures, developed by Professor Ruston.
2.0 Introduction and Overview

2.1 State of the Art

During the course of this contract there has been a dramatic change in the developing field of Software Engineering. Between 1968 and 1972 the military services were the first to point out the tremendous costs and difficulties associated with writing software. The growth of software complexity and its concomitant costs were spurred by increasingly more complex mission requirements and the vast array of new powerful computer hardware.

The first national symposium in the area of software reliability was held in 1973, and the first professional organization devoted to this area was the IEEE Computer Society Technical Committee on Software Engineering, formed in 1974. Subsequent conferences have been heavily attended, thus demonstrating the high interest in the field of software engineering.

Many of the sessions at these conferences focus on the need for qualitative and quantitative theory, design tools, and development techniques. In the past, progress has been slow, but lately it has been accelerating. Two common conference themes are modern versus classical program design, and probabilistic models versus program proofs. We still lack well-tested tools and techniques for the engineering of software, and those which exist are just beginning to be applied. Continued effort is necessary as computers increasingly pervade all phases of our life.

As a further complication, an entirely new class of software problems will occur during the late 1970's and early 1980's due to the microprocessor. Now that every electrical engineer has a powerful CPU and 500 to 2000 words of Random Access and Read Only Memories available at low cost, there will be a tremendous growth in the number of dedicated processors and their associated programs. Thus, the question of whether to use distributed processing is vacuous, and distributed microprocessors will proliferate electronic circuitry unless the military legislate against its use except in CPU's. One of the unique features which will accompany the introduction of the microprocessors will be volume production of both hardware and possibly the software, in both civilian and military applications.

2.2 Need for Modeling Research

The software industry needs a wide variety of design, analysis, and management tools to develop software in an efficient and cost effective manner. In some cases merely the classification and codification of design and testing approaches represents an advance; however, our end goal is analysis and design techniques. The specific needs are outlined below:

In the reliability area we specifically need:

- to estimate the dollar and man-hour costs of removing software errors,
to rationally decide whether to release, continue testing, or completely redesign a software product,

to analyze the initial and life cycle costs of competitive designs,

to provide definitions of terms and techniques for the collection of software reliability data,

to provide quantitative goodness measures for assessing a particular design or a new technique.

In the testing area, the specific needs are:

to obtain parameter values for some of the reliability and error models,

to classify and model the testing process,

to suggest new means and strategies of testing,

to estimate the costs of software testing,

to measure and manage progress during the test phase of software development.

The complexity of the posed problem, the design developed, and the code produced, interrelate in many ways. The problems center about how to define the relevant relationships, model the effects, and obtain practical complexity measures related to:

development time and costs,

amount of testing and number of bugs,

type of architecture and speed of computer,

memory size and type,

skill and number of programmers,

maintenance and life-cycle costs.

The above gives an overview of the research needs which are addressed in Chapters 4 through 7.
3.0 Applications to Software Engineering

3.1 Design Phase

Design is inherently an iterative process, involving many separate steps, repeated at different stages of the project. During the initial stage the proposed design and its alternatives are evaluated for feasibility and performance. One of the first steps is to gauge the overall scope and feasibility of the job by assessing its complexity. The common approach is to equate it with similar past systems, on which data exists, and draw comparisons. Such a technique is imprecise and of diminished usefulness in a military environment, where most new tasks eclipse their predecessors in complexity.

Some of the complexity measures developed under this contract (c.f. Sec. 6.4) are related to fundamental properties of the problem and should allow the extrapolation of past results into the future. To utilize the complexity model during early design, we tabulate the input and output quantities, and estimate what proportion of the available operators in the chosen language will be used. These values are substituted into a formula which predicts the operator-operand (token) length. One then relies on historical data for the ratios of errors/token and man-hours/token. Although these ratios depend on historical data, the scaling procedure based upon token complexity is objective, repeatable, and has been shown (in our small number of retrospective estimates) to be reasonably accurate.

The reliability model discussed in Sec. 4.3 can be used to roughly predict the software failure rate and mean-time between software errors at the design stage. One of the inputs to this model is the instruction length of the program. This can be estimated from the token length and historical data on the number of instructions/token in the chosen language. An additional parameter needed in the model is the error discovery rate constant. This constant relates the number of occurrences of external operational errors to the number of residual internal errors. (Note: An internal error is a potential one which only becomes an actual external error when the particular data which excites it is processed.) Much of the research described in this report involves techniques for measuring these model parameters and testing the ease and accuracy of application of the above-mentioned formulas (c.f. 4.2, 5.2, 7.3, 7.5, 7.11).

3.2 Testing and Debugging Phase

The contributions to this phase contain several techniques for: selecting test data, calculating the number of tests, and automatic testing. In addition, contributions were made to classifying software by the ease of testing and classifying tests by their degree of completeness.

The technique for selecting test data involves the mapping of constraints on the output into the equivalent set of constraints on the input test data. A description of this technique is given in Section 6.3.
The knowledge of the number of tests is essential for bounding the
test costs and developing a test plan. The method described in Section 5.4
consists of a sequence of stages. First, the control structure of the
software is modeled by a graph. Second, matrices representing the graph
structure are constructed. Lastly, matrix manipulations are performed to
obtain the desired number of tests.

The automatic testing technique developed in this contract yields a
test driver. This driver analyzes the source code and modifies it. The
modification allows the generation of test data which exercises the software
in a specific manner. The modification is such that each IF statement is
associated with either a bit string variable of 0 or 1, representing the two
outcomes. Similarly, the passage of a DO WHILE loop is controlled. Lastly,
various program modules are exercised for the initial values. The details of
this method are given in Section 5.5.

The classification of software is based upon accessibility of certain
modules, ease of testing such modules, and the use of resources in such
tests. The details of this classification are given in Section 6.3.

3.3 Operational Phase

Many of the models described previously can also be applied to the
operational phase. As an example, the release of large software systems to
the field is accompanied by a flurry of software errors. The field debugging
process can be controlled by the reliability models described in Section
4.3.

Once steady-state prevails in the field, the most significant parameter
of software performance is its availability. The Markov availability models
described in Section 4.1 may be used to predict the steady-state availability
of the software.

The immediate predecessor of the operational phase is the acceptance
test. This test delineates the transition between development testing and
operational deployment. Section 7.2 describes one type of such test. The
philosophy of the acceptance test divides the acceptance into two parts. The
first part involves testing of each feature within the nominal range. The
second part involves testing of stressful conditions as well as boundaries of
the range. The software is accepted only if a prestated high percentage of
the tests are successful.

Section 7.2 delineates the suggested procedures to be followed if the
software is not accepted.
4.0 Software Error, Reliability, and Availability Models

4.1 Introduction

We shall present here brief summaries of work documented in technical reports and papers relating to models of software errors and their effect on operational reliability and availability. These models are needed for a number of technical and management functions, namely:

- To estimate the cost and development time related to the excision of the errors initially residing in the program.
- To provide an analysis technique for one of the three decisions; that is, (1) to continue more testing, (2) to terminate testing and to accept the software, and (3) to abort a hopeless effort.
- To provide a technique for cost-reliability trade-off among competitive designs. Such trade-off calculations are needed, for example, to choose between a time consuming technique which produces software with few errors and a fast technique leading to many errors.
- To provide definitions and techniques for operational data collection and measurement. The collected data is needed for the determination of model parameters and the measurement of operational system reliability.
- To provide quantitative measures of goodness which enable researchers to assess the promise of a new technique. This can be done by contrasting the error content and reliability of software constructed with and without such a technique.

The research supported under this contract has advanced the field by providing:

- a Markov model of availability,
- an estimate of initial error content of software based upon a tagging procedure,
- a software reliability model incorporating errors generated during the debugging process,
- a micro reliability model based upon path traversal of the software.

4.2 Reliability Models

The initial trust of modeling focused on: (1) the number of software errors, (2) the rate of their removal during the testing phase, and (3) the operational failure rate resulting from residual errors. This work leads to three phases of models, to be described here.
4.2.1 Macro Models

The model developed in the first phase portrayed just the gross features of interest. It provided expressions for the number of remaining errors as the debugging process unfolded. Certain reasonable assumptions were made to relate the number of residual errors to the operational system reliability. One of the assumptions postulated the constancy of the sum of the removed errors and the remaining errors.

The model of the first phase was named the macro model, because it only considered the gross or exterior behavior of the removal process. Such a model is analogous to modeling the exterior input-output relationships of the system without regard as to the interior structure of the system. The macro model is described in References 13, 14, and 15.

4.2.2 Macro Model with Error Generation

The macro model was refined in the second phase. The refinement consisted of incorporating the errors generated during the debugging. The generated errors were modeled in several ways. Their rate of removal was modeled as a function of the project's manpower, giving rise to a related investigation of manpower deployment strategies. The complete development of the error generation model and the effect of deployment strategies is described in Reference 7.

4.2.3 Micro Model

The completion of the second phase, just described in Section 4.2.2, indicated that further improvement in the fidelity of the model will necessitate the incorporation of factors related to the structure of the software. The model which was investigated is based upon the program flowcharts (or equivalent representation, e.g., pseudo-code), its paths, and the execution and the error frequencies along each path. Such a model is based on the assumption that the software system can be decomposed into a modest number of mostly independent paths (structured programs generally satisfy this assumption). Any gross failure of the decomposability or independence features invalidate such a model. The micro model is described in Reference 16.

4.3 Techniques for Estimation of Error Counts

A method has been developed for the estimation of errors residing in software at any stage of its construction. This method is based on either seeding or tagging of errors in the program under construction. The initial idea of seeding comes from statistical techniques for estimating the size of wildlife population, and was first adapted by H. Mills (Reference 17). Mills experimented with the addition of seeded bugs to those naturally residing in the program. After partial debugging by another programmer (i.e., one who does not know of the seeded bugs), the bugs found are separated into the seeded and the natural categories. By using the total number of seeded bugs, the number of seeded bugs found, and the number of natural bugs found, Mills obtained estimates for the initial number of natural bugs. A major problem in applying this technique is the difficulty in "manufacturing" realistic bugs for seeding.
To avoid this difficulty it has been suggested (Ref. 18), that instead of seeding program errors, a tagging technique be used. This technique is implemented by having the program debugged independently by two or more testers. A different person, acting as the analyst, analyzes the lists of bugs found and identifies common bugs found by two or more programmers. The number of common bugs found by multiple programmers serves the same purpose as the seeded bugs in the former techniques. The disadvantage of the method is the need for additional personnel (i.e., the independent debuggers). However, this cost is largely offset by the extra bugs that the additional personnel finds.

The tagging method has a number of advantages over the seeding one:

1. The difficulty of manufacturing realistic seeded bugs is eliminated.
2. None of the testing and debugging funds are used for the finding of known seeded bugs.

Because of the promise of the method, a major effort was undertaken resulting in a comprehensive report (Reference 8). This report derives several estimator formulas for mean and variance for different sample sizes. The report also describes how the method is to be used for the case of two, and for the case of several debuggers. A small scale experiment has been performed, and the data is presently being analyzed.

The method is especially useful in estimating the initial number of bugs, to provide measures (1) of the cost of testing and (2) of a parameter in the reliability model. It is also useful for obtaining information for management decisions at certain key points of software development.

4.4 Markov Availability Models

Models have been developed (Ref. 6) for the determination of availability of an operational (i.e., field deployed) computer software. For many systems the reliability is not the crucial measure, but rather the ratio of up-time to the total operating time, that is, the system availability.

The models developed are based upon Markov processes. The initial up-state assumes the system to be running with undiscovered bugs. When the first software error is discovered, the system enters the second up-state which represents n-1 bugs. The model thus consists of a sequence of up and down states. The transition probabilities between up and down states are essentially the software failure rates. The transition probabilities between down and up states are the probabilities of repair taking place in a given time interval.

The model leads to difference and differential equations for the state probability (e.g., the probability that the system is in a particular up or down state). The reports show solutions for several different cases involving various assumptions on the failure and repair rates.
5.0 Test Models and Techniques

5.1 Introduction

We shall present here brief summaries of work documented in technical reports and relating to test models and techniques. These models are needed for a number of technical and management functions, namely:

- To obtain parameter values for certain models described in Chapter 4.
- To classify and model the testing process.
- To suggest new means and strategies of testing.
- To estimate the costs of software testing.
- To manage and measure progress during the test phase of software development.

The research supported has advanced the field by providing:

- a new method of test data selection,
- a classification of types of tests,
- the construction of automatic test drivers,
- a statistical model of testing,
- a model of an exhaustive test.

5.2 Small Scale Testing

In order to explore the verification of theoretical models (e.g., the tagging estimates), and to estimate parameters needed for other models, four programs have been written by student programmers and careful records were kept on their debugging experience. The initial effort and the four programs are described in Ref. 5 (pp. 22-31), along with the reporting scheme.

The four programs were constructed in increasing order of complexity: (1) salary payroll adjustment, (2) roots of a cubic equation, (3) library search, and (4) ballot counting procedure. Each debugger recorded: (1) the number of bugs and their types discovered during each test run, (2) the time required for analysis of each error and the computer time of the run needed to correct the error, and (3) the chronology of removal of inherent bugs and bugs generated during the testing phase.

As the data reduction continues, we intend to utilize the new measure of complexity (i.e., Zipf’s Law, see Ref. 9) to explore the relationship between complexity and the initial number of program bugs. We also intend to correlate the Zipf’s Law measure of complexity with intuitive subjective estimates of relative complexity by programmers (e.g., consensus estimation, see Reference 19).
5.3 Data Selection Studies

The crucial problem in testing is the selection and generation of an appropriate set of test data. This difficult problem has been studied from several viewpoints. One such view will be described here; several other viewpoints appear in the sections to follow.

The method used in this study uses constraints imposed on the variables. Tracing of all constraints resulted in the determination of bounds on the variables, and thus construction of test input data. The method requires the construction of dependency tables and has been described in Reference 1 (pp. 10-12) and in Reference 2 (pp. 33-50). A more complete treatment is given in Reference 20. At present the method is very tedious because of a laborious hand-tracing through the dependency tables. Future efforts will attempt to mechanize the effort (e.g., by perhaps writing a program replacing the hand-tracing) and to apply it to modest size programs. Even though the present method is traceable to programs of any size, the tediousness of the hand-tracing makes it impractical for other than small programs.

5.4 Determination of the Number of Tests

One of the pertinent questions of interest is the number of tests required of software, so as to verify such software to a desired degree of completeness. A complete verification requires perhaps an exhaustive test, that is, a test for all possible sets of inputs. Obviously such a test is almost always impractically large. Consequently, practical considerations demand lesser levels of testing. Hierarchies of such tests have been categorized (Ref. 21, Chapter 4) and assigned level numbers from 0 to 4. Type 0 test exercises each program statement. The highest level is an exhaustive test. The in-between levels represent tests more complete than the 0 type but not exhaustive (e.g., level 2 is execution of all paths in the program). Also intermediate levels can be introduced, such as type 1.5 for example, which identify all the levels of the one level and some of the second level.

We have investigated analytical methods for computing the number for type 2 tests. This work was reported in Reference 2 (pp. 3-11), Reference 3 (pp. 40-49), and Reference 4 (pp. 10, 14-16). A more detailed discussion is given in a technical report presently in typing. The method starts with a graph of the control flow of the program. Theorems from graph theory have been applied to determine the number of type 2 tests. This entails visual search through graphs, which is very cumbersome for large problems. The alternate approach is to represent the control graph by a connectivity matrix. Such a matrix can then be manipulated via matrix transformations to yield the desired number. The matrix method is amenable to computer processing.

5.5 Automatic Test Drivers

Another approach to the generation of test inputs evolved in the construction of a so-called test driver. Such a driver is a generalized program. The

---

Two different scales for levels have been introduced. The earliest scale went from 0 to 3. The newer scale extends from 0 to 4.
input to the driver is the program to be tested. The driver generates
signals necessary for forcing the traversal of each program path.

The initial driver was implemented in LISP and is described in Reference 5 (pp. 14-17). Further work is reported in References 12 and 22. These references describe the progress achieved in the development of the driver. In particular, the present implementation is in PL/I, which allows driver testing of wider classes of programs. The initial version, for example, was restricted to the loopless program; the present version no longer suffers this constraint.

The essence of the algorithm is to associate a binary digit with the
predicate (i.e., condition) of each decider (implemented in PL/I by the IF
statement). The state of all the deciders can then be represented by a
binary number made up of an ordered concatenation of the individual digits,
with each digit representing a single decider. The algorithm generates the
entire valid set of such binary numbers, and derives the appropriate driving
signals from them.

Similar techniques are used to reduce the testing of a DO loop to just
the first and the last passes. Such a reduction greatly reduces the run time
of a complete test. For the details, the reader is again referred to the
cited references.

It should be observed that the assumptions on the control structure
being composed of only simple sequences, repetitions, and selections, are
satisfied by a structured program. With the present emphasis on usage of
structured programming techniques, these assumptions are not very limiting.

5.6 Statistical Test Models

A statistical test model has been developed which relates different
program errors to the input data set (or sets) which excite and thus display
a particular error. The model also gives the probability that these errors
will cause the program to fail. This work was reported in References 3 (pp.
19-30), and 4 ( pp. 17-19 ). A more detailed description of the model
appears in Reference 23.

The model assumes that there are $N$ total possible test inputs, (i.e.,
input data sets). It is further assumed that each input is equally likely to
occur either as the tester’s or the user’s input. A certain number of these
inputs, say $W$, will result in operational errors. During the development of
the program only the subset $t$ of the $N$ possible inputs is used to test the
program. The model relates $P_e$, the probability of the error occurring during
the program use, to the parameters $W$, $N$, and $t$. The model also yields a
rectangular grid representing the test process. Each grid point $(j,i)$ is
interpreted as the excitation of the bug $i$ by the input $j$. The graph also
portrays the two situations when (1) a single input excites several bugs, and
(2) different inputs excite the same bug. These two situations are displayed
by either a horizontal or vertical interconnection of grid points.

A related study utilizes a similar model to evaluate the probability
that a particular sequence excites a bug. This work is reported in Reference 4 ( pp. 17-19 ).
5.7 The Exhaustive Test Model

It is obvious that an exhaustive test is prohibitive in time and cost for almost all practical programs. Nevertheless, the number of tests for an exhaustive test plan still represents a useful upper bound on the actual number of tests that will be used in practical testing. These upper bounds have use in comparing the test efforts needed to test different programs.

The knowledge of the number of tests needed for an exhaustive test is needed if one wishes to use test coverage (that is, the number of the tests performed to the number of possible tests), as a figure of merit. Because of these applications, the modeling of an exhaustive test was studied and the results are reported in References 12, 21, 22, and 24.

The exact computation of the number of tests was made in Reference 24, for a particular example of a small program. In this example, the program extracted the roots of a quadratic equation, and was designed in PDP-8 assembly language. The number of exhaustive tests depended upon the range of possible values for the three coefficients of the quadratic and the 12 bit word length of the computer.
6.0 Complexity Models

6.1 Introduction

The fundamental problem in the development of software is to construct a product of minimum cost which still meets the quality and reliability design specifications. When the product is completed records often show that the development costs greatly exceed the initial projection. A major cause of the poor estimation is the strong influence of complexity and the difficulty in measuring and assessing its effects.

Complexity, to be more specific, has a major effect on:

- development costs,
- development time,
- amount of testing,
- number of bugs,
- memory needs,
- size of host computer,
- skill and number of programmers,
- maintenance,
- life-cycle-costs,

and many others. Complexity is a very elusive type of measure, with its importance perceived by everyone but in an ambiguous and fuzzy fashion.

Complexity affects all the above listed developmental parameters in a nonlinear, hard-to-determine way. Clearly one needs a more sophisticated measure than a mere count of the number of lines of code. There are many examples of simple large programs and complex small programs. The problem of complexity is a difficult one as is evidenced by the number of highly competent researchers working on this problem and the relatively few important results published so far.

The research supported under this contract has advanced the field by providing:

- A comprehensive study of classical methods of complexity with emphasis on recursive function theory. The results were theoretically appealing; however, practically difficult to apply and extend.

- An approach in which software complexity is decomposed into simpler software components. One such component is accessibility, which is a measure of the software structure. Another component is testability, which is the ease with which a module may be accessed and tested. A third component is testedness, which measures the frequency of execution during the testing phase. This approach shows promise but more work is needed.

- A measure of complexity based on Zipf’s Law and other results in natural language theory. This approach links known results from natural language and information theories to software complexity.
questions. [The paper on this subject (Ref. 25) has received the best paper award at the Fall 1977 IEEE COMPCON conference.] The results give answers to such questions as the expected length of program given the initial estimate of the number of variables and the types of needed algorithms. The formulas derived from fundamental principles give answers which correlate well with those obtained independently through software science formulas (Reference 27).

6.2 Application of Recursive Function Theory to Program Complexity

The initial study of software complexity focused on the theories of computational complexity, with the intent of extending such theories to realistic programming problems. Recursive function theory was selected as the most promising candidate for such a study.

Strictly speaking, recursive function theory applies solely to mathematical functions. However, the programming solution to a problem often can be viewed as a function or functional. Thus, the first question of interest is how to reduce a general program to a function. In theory, each output variable can be related to input variables, but the practical problem of obtaining the mathematical functional relationship is not an obvious one. This is further complicated in that classical recursive function theory deals with integer variables.

In our work we extended recursive functions to the domain of non-integers and character strings (Reference 10). Unfortunately, the method is difficult to apply and suffers from several limitations. Consequently, we conclude that the method is of limited use for classifying practical problems in terms of their complexity.

6.3 Component Measures for Evaluation of Software Complexity

One approach to measuring complexity is to decompose it into simpler, easier to comprehend, components. Such an approach has been undertaken and in fact, some of the more promising measures can also be applied to determining the quality of software.

The first component developed and studied was named accessibility. Accessibility measures how easily a module can be reached and thus describes the difficulty in testing such a module (Reference 3, pp. 53-55). The second component was named testability. This component used both accessibility as well as a measure of resources required to test a program module. (Reference 3, pp. 55-56). The third component was named testedness and was defined as a function of testability and the frequency of execution during the testing phase (Reference 3, pp. 56-57).

Additional work on these concepts is described in References 20 and 26. This work is very promising but more effort is needed on obtaining more components and correlating them with the overall software complexity.
6.4 Language Theory Measures of Complexity

The use of number of statements as a measure of complexity is often used. It is recognized that such a simplistic measure does not truly gauge the program. Often there are programs with a few lines considerably more complex than programs with many lines. As a better measure Halstead (Reference 27) suggested operator and operand count. The analogy between operators, operands and verb nouns suggested the application of Zipf’s Law from natural languages to programming languages.

The relationships between number of operators and operand types, as well as their frequency of occurrence, was shown to follow the basic Zipf’s Law. An extended form of Zipf’s Law has been derived which more closely models some of the experimental data.

The theory culminates in an equation which relates operator and operand length to the number of types (References 9 and 25). If we estimate early in the design the number of input and output variables and operators (which will be used in the program) we can obtain an estimate of the program length.

These results correlate well with the results which Halstead has obtained using software science techniques (Reference 21, Chapter 3, and Reference 27).
7.0 Other Research in Progress

7.1 Introduction

As is usual in any research endeavor, there are a number of tasks which are in different stages of completion. Some of these represent new work, not reported in previous progress summaries. Other work has been reported earlier, but has not as yet reached the point where a comprehensive technical report is justified.

The brief sections of this chapter describe such tasks. These descriptions have been included, to record the ideas and their stage of progress, in order to provide continuity in the follow-up research.

The eleven technical sections of this chapter can be broadly classified into the following categories:

1. Models: Sections 7.2, 7.3, 7.4
2. Complexity: 7.4, 7.5
3. Software Management Tools: 7.6, 7.7
4. Data Collection: 7.8, 7.9, 7.10, 7.11
5. Design Techniques: 7.12

Each of these sections is self-contained with appropriate literature references to related work. It is anticipated that several of these will be developed into comprehensive technical reports, while others will be incorporated in future research.

7.2 Acceptance Test Models

Most of our research on testing has involved the development phase of software production (Ref. 11, 12, 22, and 24). This section describes some preliminary work which we have done on the structure of an acceptance test. Such a test is one of the most important milestones in the management of software development. An acceptance test is basically a vehicle whereby the contractor convinces the contractee that the software is good, correct, and should be accepted. The test which we have proposed consists of two parts.

1. A group of k test cases are selected which test each feature or mode of operation of the program. All parameters are selected well within the normal range of operation.

2. A collection of n test cases are devised such that they include all known extreme and difficult cases which constitute \( n_1 \) tests; the remaining \( (n-n_1) \) cases are distributed over the normal range of operation.
The specific test cases are devised by the contractee (or his representative if third party testing is used) and are unknown to the contractor. If all k cases run successfully, and at least x% of the n test cases, then the software is accepted; however, the contractor is given a short amount of time to fix the n(1-x/100) errors. If either part 1 fails or part 2 does not meet the required threshold of x% successful tests the contractor is given time to improve the software. After the software improvement the acceptance test (i.e., both parts) is rerun with different test cases.

Work is presently continuing on these ideas with regard to identifying the contractor and contractee risks and relating the test results to the software reliability.

7.3 Comparison and Test of Software Reliability Models

Major questions in the research and application of software reliability models concerns the basic assumption, range of applicability, and ease of use of one model versus another. A good summary of the models proposed in the past and their comparison is given in References 28 and 29.

Answers to the above questions can be developed in several ways. One obvious approach is the theoretical investigation of the models, their underlying assumptions, and their limitations using mathematical statistics. This approach, taken by several workers (c.f. Ref. 14), suffers from drawbacks. In some cases the computations are intractable. In other cases it is difficult to assess the practical impact of the nonexistence of an entity (e.g., a particular moment) or the bias of an estimator.

The best overall test of such models is to use them for the analysis of sufficient actual field data with well-known outcome. If the predictions by-and-large agree with the field experience, we will be less concerned with the mathematical quirks. However, we never have field data in sufficient varieties to relieve our concern.

In order to supplement the field data, we propose to generate additional data by simulation (Reference 30). We may fabricate data of particular type to pin-point and study certain model weaknesses. Suppose, for example, that a reliability model is suspected of being insensitive to changes in failure rate in time. We can generate three sets of simulated data: (1) with constant failure, (2) with linearly increasing failure, (3) with exponentially decreasing failure. We can now study how the model responds to these three pure data patterns. Such study is not possible with real data which contains many patterns.

7.4 Application of Graph Theory to Software Reliability

The application of graph theory to problems in software reliability was studied. The motivation for this study is the fact that linear graphs (i.e., vertices connected by edges in various configurations), suggest themselves as
logical structures for representing computer programs. However, the detailed application of these concepts is not obvious. To be sure, some elementary approaches suggest themselves at the outset, and the flowchart concept, so basic to computer program documentation, is very close to a linear graph. For example, the vertices of the graph may be operational symbols of the chart, and similarly, the graph edges are the flow lines of the chart. Alternatively, the vertices may represent stages reached in the program, and the edges indicate the passage between stages (see Ref. 21, pp. 3-73ff). Such models can be used to study the path structures in the code. This in turn can relate to the kind of testing required to achieve various levels of software reliability. Covering a graph with paths and related concepts form a standard part of graph theory. The interplay between this material and software testing algorithms has received attention from a number of investigators.

Graph theory may contribute to other aspects of software reliability, as well as forming the basic representational structure just described. Several such aspects have been considered. These are briefly described below for possible future use even though they were not carried beyond the initial stages. These aspects deal with complexity and fundamental characterization of software.

As in the case of hardware, complexity as a concept carries both positive and negative aspects for reliability. On the one hand complex systems may be expected to be less reliable than simple ones; on the other, a major technique for improving reliability is enhancing system design which may increase complexity. It becomes clear that a conceptual use of "complexity" is not satisfactory, but specific and quantifiable definitions are required. In graph theory there are several definitions of graph complexity, the most well-known being cyclomatic complexity (discussed in Ref. 21, pp. 3-73ff and Reference 32). Two other measures of complexity are well defined. One uses the information content in a graph and its underlying automorphic group structure and was developed largely by Monshowitz (see Reference 33). Another approach to complexity has been formulated by Minoli and is described in Reference 34. He specifies a set of desirable properties for a complexity measure and defines its mathematical form. These measures of complexity were not developed with software applications in mind. It is likely that more appropriate measures can be produced by starting from basic needs of software analysis.

As another approach to complexity, consider activity on the linear graph or network (representing computer software) rather than the static (logical) structure alone, as is the case for the complexity measures mentioned above. One such approach is due to Flynn and is discussed in detail in his dissertation (Reference 35).

Though most people see at once a connection between software code, flow charts, and linear graphs, deep consideration exposes a lack of fundamental characterization. One wishes to employ mathematics to the study of a variety of computer software problems, but in fact, it is not clear what kind of mathematical object represents a particular computer software. Indeed, the
representation may differ depending upon need and intended usage. For example, consider the characterization of complexity. How should one represent the software and then impose a goal oriented definition of complexity upon the resulting mathematical object? In any case, regardless of specific representations, one should have a mathematical characterization of the software. Study indicates that such characterization would be likely to follow set theoretic formulations. This in turn leads to linear graphs which have a direct correspondence to subset structures. This basic characterization, however, has not been completed as yet.

An aid to the study of the interplay between graphs and code is the automatic generation of linear graphs which represent computer code. A program to take FORTRAN code and produce a graph from it was started using PL/I. The procedure looks promising and will be further studied in the future.

7.5 Correlation of Program Errors with Complexity Measures

In order to assess the validity of complexity measures advanced in Refs. 9 and 27, a data collection has been planned using an IBM 370-125 computer operating under DOS. All output generated by the computer is stored on the output queue of the operating system generated file POWERQ. The process is cumulative and continues until POWERQ is filled, which takes approximately one week.

As a next step the POWERQ output file will be run through a program which scans it for FORTRAN programs. When a FORTRAN program is found, the program copies the job card information, then continues scanning for syntax and run time errors. These are identified by the prefix ILF in the output queue. There are a total of 301 such errors detectable by the system. The errors are copied after the job card information. The process continues until the entire POWERQ file has been scanned. The sought-after information is copied onto a tape.

The resulting tape will then be sorted according to job number, name and program number, which will provide unique identification of the program. After sorting, the tape will be merged with a master tape on which the following information will be accumulated:

1. A count of all runs which contain syntax errors. Syntax errors are those with error numbers from 1 to 206.
2. A count of all runs which contain run time errors. These are identified by error numbers 207 to 301.
3. A count of all error free runs. It will be assumed that the number of logical errors is one less than the number of error free runs.
4. A total count of all runs.
The final version of each program will be collected from the students and read onto a tape using the job card with which it was run. These programs will then be run through the modified version of a program obtained from Professor Halstead, which counts frequency and other parameters.

Using the frequency counts \( F_i \), the entropy measure (i.e., \( \sum f_i \log_2 p_i \)) will be obtained and stored, together with job card information, on a tape. The probabilities \( p_i \) will be obtained from:

1. previously run programs
2. the current programs which are being tested.

The tape so generated will eventually be sorted. This tape, containing the complexity measure, will then be compared to the error counts, and a correlation determined, if one exists.

Most of the programming effort to date has been spent on the program needed to handle the POWERQ file. Methods were studied to access and process this file. The program is now almost ready and only minor changes remain. This work will be a part of a forthcoming Ph.D. thesis.

7.6 Choice of Strategy in Software Revision

For a wide variety of reasons, software undergoes changes and revisions during its life cycle. Examples of such reasons are:

1. A new or changed specification has to be incorporated.
2. The host computer or source language for the software has been changed.
3. Peripheral equipment has been changed.
4. Significant bugs are found in the deployed software.
5. Format changes in input or output are required.
6. The program is to be used as a module in different software and the interfaces must be matched.

When confronted with such changes, the first decision concerns the choice among the following approaches:

1. should the code be discarded and new code written,
2. should the code be retained, but major modification be made,
3. should only minor modifications be made.
The choice among these three alternatives is predicated upon: the quality of the software under consideration, the extent and significance of the required change, the expected life-time of the new software, and the budgeted resources. The selection of alternative has to be made on a technical and managerial basis. At present there are few objective tools to aid in such decisions.

Early work in this area by S. Amster (Ref. 36) correlated various subjective and objective measures of program quality. The subjective measures elicited opinions on the extent of changes needed to improve clarity, decrease memory size, and decrease run-time. The objective measures included such factors as number of lines of code, number of GoTo's, number of calls, and so on.

More recently M. Halstead (Ref. 27, Chapter 7) has classified several so-called program "impurities," which detract from clarity. The elimination of these impurities improves the program readability.

We are investigating the use of Amster's and Halstead's techniques, as well as others, to produce a ranking to aid the designer and the manager in their decision.

7.7 Effect of Organizational Structure on Software Development

On all large technological tasks, the organizational structure of the project team has a large influence on the productivity, reliability, and quality of the product. These effects are especially strongly exhibited in software development (see Reference 39). A major phenomenon of interest is that productivity is often not proportional to man hours. This fact has been observed by many and articulated by Brooks (see Reference 37). In fact, at some stages of software development, adding workers to the project slows the pace of progress.

We have initiated research in this area by studying the research literature on graph theoretic models of organizational behavior. Much of the qualitative literature relates to research done by psychologists prior to 1950. This work, which supplies graph structures for various group organizational structures, is summarized in Reference 38.

A simplistic assumption is usually made that programming productivity is a direct function of charged time. However, this is not a satisfactory assumption because charged time represents raw man hours composed of personal time (coffee breaks, conversations, etc.), studying time, communication time, and lastly, productive time. We can assume that the proportion of personal time is fixed at say 10% regardless of the organizational structure. However, the remaining time divisions are highly dependent on the organizational structure. Preliminary results indicate (see Ref. 40) that we are able to model the communication links as paths in the graph structure, and the constraints (a fixed number of man hours or a fixed number of programmers). The object is to evaluate the merits of various organization schemes so as to minimize the need for communication and thus increase the productivity.
A simple example illustrates the phenomenon of increased man hours resulting in decreased productivity. Suppose 10 men work on a project, and their total of 400 hours per week are spent on 40 hours of personal time, 160 hours of studying and communications time, and 200 hours of productive time. A programmer is added to the group, and since he is new, he spends his 40 hours on 4 hours of personal time, 16 hours of productive time, and 20 hours on studying and communications. Thus, he adds 16 hours of productive time to the task. However, suppose that the integration of this new man into the group requires 1 hour review of the project attended by all. This is a group loss of 10 hours of productive time. In addition, the new man is assigned to spend a day (8 hours) with an experienced team member to help him get started on his assigned task. Thus, another 8 hours are lost, and the net result of this added worker is a two hour loss.

Work is presently continuing on establishing further relationships among the organizational structure and productivity, reliability and quality, and of designing a realistic model of this task.

7.8 Collection, Storage, and Retrieval of Software Reliability Data

The collection, storage, and availability of reliability data is of vital importance to the worker in the field of software reliability. The data is needed by experimentalists to suggest models. It is needed by theoreticians to test the hypothesis of their postulated models and to evaluate their parameters. Finally, it is needed by managers and designers as a data base for design decisions.

A preliminary study supported by RADC (Ref. 31) discusses the scope, specific techniques, and feasibility of establishing a software reliability data base. In the course of writing material on software engineering (Ref. 21), the following rough estimates were made on the amount of information generated annually in writing software for the Air Force.

a. The total number of bugs/year is roughly between $7.5 \times 10^5$ and $7.5 \times 10^6$.

b. Assuming that ten data descriptors/bug must be stored, one needs between $7.5 \times 10^6$ and $7.5 \times 10^7$ words of storage. All these words may be stored on a few reels of tape and disks.

d. Assuming microfiche is used for permanent backup storage, one needs between $7.5 \times 10^9$ and $7.5 \times 10^8$ microfiche.

Further details and the underlying assumptions are given in Reference 21.

7.9 Classification and Enumeration of Program Errors

In order to obtain some preliminary quantitative data on the various types of programming errors, approximately 1,000 programs were analyzed manually. In this work, described in Ref. 1, we classified the errors into
three broad categories, namely, syntax, semantic, and algorithmic. Within these three categories, we enumerated 117 different errors. Rather than listing individual numbers of occurrences, we rated the errors on the scale from 1 (typifying a rare occurrence) to 5 (for a frequent occurrence).

The desired statistics were obtained from programs in a first and in a second programming course for the following three reasons:

1. The student programs were under our control.

2. In a typical programming assignment given to a class of 25 students, the same program is run approximately 50-100 times (about 2-4 runs per student, with the extra runs for debugging or cosmetic improvements). Since the assignments are known, we know the results and can note the presence of algorithmic errors, a task that will be impossible in a "strange" program.

3. The student programs are a good sample because the number of errors is nearly constant in a programming assignment. This is so because at the start of the semester, even though the students are inexperienced, the assignments are simple and have a few lines of code. Later in the semester the students are more experienced and make fewer errors per line of code, but the assignments are harder and require more lines of code.

We tried to gather various statistics on programming errors by issuing forms to students and asking them to record various program bugs. However, this method was not successful. Some students were suspicious that these forms were used for grading purposes. Other students did not want to admit to a high number of errors or runs. Consequently, we abandoned this voluntary method. What we did instead was to modify the output for the student programs so as to produce two identical printouts of each program. One was returned to the student, and the other was retained for us in the computer center. We collected these duplicate programs and used them in our analysis. This duplication was made possible by the fact that the students' programs, written in the PL/I language, are compiled with the PLAGO interpreter (which implements a subset of PL/I) developed here and completely under our control.

To compile the statistics we used the form described in Reference 1. Such forms were compiled for each student. From these forms we enumerated the number of different errors. For details we again refer to Reference 1.

The tediousness of the manual analysis and the large volume of programs to be recorded lead to plans for automatic collection. Two such plans are described in the next sections (Sections 7.10 and 7.11).

7.10 Modifications of the PLAGO Interpreter

The manual classification of compile and execution time errors was discussed in Section 7.9. This work indicated the need for automatic collection for the following two main reasons:
1. The volume of errors was too large for manual collection and reduction.

2. The students' reporting data was not always reliable. These forms often reported fewer errors than actually occurred, because they thought that such good results will please the instructor.

Consequently an automatic collection scheme was undertaken. The purpose of the collection was to obtain the following information:

1. The number of PLASO programs submitted. PLASO is a PL/I dialect containing a scientific subset of PL/I, developed at the Polytechnic and used in our programming courses. PLASO was chosen as the subject language, because it is entirely in our control.

2. The number of errors in each category. Such recording is possible, because each category is identified by an error number. These categories include both compile and execution time errors.

3. Certain logical errors occurring during execution. This can be done by requiring students to use prescribed variable names in programming assignments and recording the results which are different from the correct ones.

All these tasks were undertaken as a Master Thesis by a student. Unfortunately, he took a leave of absence which continues at this time.

A similar effort, using the FORTRAN compiler, is described in Section 7.5. Nevertheless, we hope to continue the PLASO error collection in the future either with the returning student or with other personnel.

7.11 Small Scale Tests

In order to study, verify, and measure parameters of the theoretical models developed (Refs. 8, 9, and 14), small scale tests were planned and began. The tests consisted of four tasks, programmed by student programmers, with careful records kept on their debugging experience. The four tasks and the reporting form are described in Reference 5 (pp. 22-31).

The student programmers were of sophomore-junior standing, with high interest and ability in programming topics. Because of their selectivity we believe their product to be equivalent to programs produced by programmers with intermediate experience. Consequently, we consider the obtained test data to be representative of normal practice.

The programmers were made aware of the importance of maintaining careful and truthful records. They were also given the following specific instructions:

1. The problems were to be analyzed and coded, with both analysis and coding times recorded.
2. The initial program was to be corrected of just the syntax errors. Their number, number of runs needed for their correction, and run times were to be recorded. All printouts were to be saved and numbered.

3. The programs were presented to us (i.e., to either M. Shooman or H. Ruston) for inspection. We then asked the program author and other members of the group to debug each copy independently, recording:

   a. Number of bugs and types found in each debugging shot.
   b. Analysis time and computer time for each debugging shot.
   c. History of removed bugs and generated bugs.

4. A programmer who reached a blind alley had to consult with us. He could neither ask for other help, nor abort the program.

5. The programs were constructed with the following constraints:

   a. Structured design was to be followed.
   b. The instructions were to contain no impurities (Reference 27).
   c. The main program was to be the control structure, with calls to modules (i.e., blocks or procedures) for various tasks.
   d. No module was to exceed 50 lines.

The first three programs were written by five different student programmers. Most have been completely debugged and documented. We must still debug the remaining programs, record data on the fourth program, and analyze the data. Present plans envision the continuation of this effort during the summer of 1978, when student programmers are available.

7.12 Automatic Programming Techniques

This study addresses itself to three questions, namely,

   a. Can a better applications program design be obtained if certain program blocks are available in a computer library? (By better we mean all the goodness factors of a design — less cost, more reliability, etc., however, we do not necessarily count run time or memory size as long as they are within reason).

   b. If the answer to the first question is in the affirmative, what blocks should be written and placed in the library,

and
c. how is the information about these blocks to be transmitted to the program designer?

In the research to be described, we assume that the answers to these three questions are:

a. If program blocks are already available, the incorporation of these blocks certainly simplifies the design task. This statement is evidenced by the fact that to design around available code is the standard design technique. A further advantage of reusing available code is that inexperienced junior programmers may produce reliable software, if critical parts have been designed by better or more experienced programmers. Also, many applications programs are written by personnel more experienced with the application than with programming techniques, and such a system might significantly improve the quality of their programs.

b. The question regarding block contents can only be answered in a general way. If we accept the hypothesis that there exists a high degree of commonality in classes of commercial and scientific applications, then a set of blocks can be defined whose members appear frequently in most designs for such classes of applications. Clearly, different blocks are needed for those writing payroll software than for the designers of a wind tunnel simulation. Hence blocks must be grouped in certain sets which form a library. Each library applies to related applications.

c. The mode of transmission of the library is a crucial one. A listing of available programs in some volume is of little use to an inexperienced programmer, because such programmer may not know, for example, that he can utilize program #123 to advantage in his design. Just the title of such a program (say Gram-Charlier interpolation) may impact no meaning to our designer. Even if this program has a short description of its use, often such description is for the practitioner rather than for the tyro.

In view of these questions and the stated answers, a technique has been investigated, called here automatic programming. Our implementation of this technique is an interactive terminal system which allows on-line queries.

This work, described in Refs. 3, 4, and 5, consists of two major units, the programs FLOW and AUTO. The program FLOW uses four types of blocks to generate a flowchart of the program. The blocks are:

1. The Control Block. This is a conditional decision block and is written by the programmer.

2. The Functional Block. This is the library block to be used in the design.

3. The Stop Block. This block signals the end of the path and is coded by the STOP statement.
4. The User's Code Block. This block contains the code written by the programmer, exclusively for the application at hand.

Upon completion of the flowchart generation, the control passes to the second unit, that is, to the program AUTO.

The purpose of the program AUTO is to aid the program designer in the choice of the library member. If there are several such suitable library programs, AUTO will help in the selection of the most appropriate one.

How is this done? The user will specify to AUTO what he likes to do, and AUTO will advise which of the available programs do this. AUTO will also tell the characteristics of each method (e.g., will tell that trapezoidal formula approximates each pair of points of the function by straight line segments) in response to each query.

This work forms the nucleus of a Ph.D. dissertation presently in progress.
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