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1. INTRODUCTION AND SUMMARY. A scientific inquiry into any major problem in general consists of several independent investigations separated in time and space and differing in quantitative and possibly qualitative aspects of design. Very often the results of the individual investigations are inconclusive, and it becomes necessary to pool the diverse pieces of evidence. If the problem concerns the truth or falsity of a scientific hypothesis, then in different investigations it may be formulated as different statistical hypotheses, and appropriate tests of significance are applied. The aggregate of these tests, possibly of marginal significance individually, can lead to scientifically decisive conclusions if their results are viewed as a whole. In scientific reporting the most common device used for summarizing results of tests of significance is their P-values. The P-values, also known as the significance probabilities, are simple to interpret marginally and the search for a suitable combination statistic, i.e., a compound of the P-values, on which to predicate an objective judgment about the basic problem is the subject of the theory of combining tests.

Even though many of the classical combination statistics were introduced and are most commonly used for the purpose of combining tests and the greater bulk of literature on their study has grown around this aspect, the simple hypothesis of goodness-of-fit has been an equally strong motivation behind them. Indeed, at an early stage of their development E.S. Pearson (1938) explicitly discussed the dual role of combination statistics, and almost parallel streams of articles on these two applications have developed over the past forty-five years. The well known uniform distribution resulting out of the probability integral transformation is the common
core of the twin applications. Because of it the simple hypothesis of fit in canonical form is the hypothesis of uniformity, and the null distribution of the P-values is uniform. The combination statistics have also been discussed in the solutions to several other problems, e.g. the two sample problem, testing composite hypotheses of fit, and several testing of hypothesis problems in multivariate analysis. The role of the statistics in these solutions stems from the two basic applications mentioned earlier, namely the combination of tests and the goodness-of-fit. However, the study of these statistics, which must perform differently in different solutions has, in the context of these problems, just begun.

Specifically, let $T_i$, $i = 1,2,...,k$ be $k$ independently distributed statistics, from the $k$ investigations with continuous distribution functions $F_{i,\theta_i}$ for testing the respective null hypotheses $H_{0i}: \theta_i = \theta_{i0}$ against respective alternatives $H_{1i}: \theta_i > \theta_{i0}$, $i = 1,2,...,k$. If the large values of $T_i$ are significant, then so are the small values of the P-values $P_i = 1 - F_{i,\theta_i}(T_i)$. On the one hand, the problem of combining the tests is to find a suitable combination statistic $T(P_1,P_2,...,P_k)$ for testing the overall null hypothesis $H_0 = \bigcap_{i=1}^{k} \{H_{0i}: \theta = \theta_0\}$, the logical conjunction of $H_{0i}$, against $H_1: \bigcup_{i=1}^{k} \{H_{1i}: \theta > \theta_0\}$, where $\theta = (\theta_1,\theta_2,...,\theta_k)$ and $\supset$ denotes the coordinatewise partial order, viz: $\theta_i \supset \theta_{i0}$ for $i = 1,2,...,k$ with at least one inequality strict. On the other hand, given a sample $X_1,X_2,...,X_n$ from a population with distribution function (d.f.) $F$, the simple hypothesis of goodness-of-fit is $H_0: F = F_0$, where $F_0$ is a specified d.f.. Under $H_0$, $Y_i = F_0(X_i)$, $i = 1,2,...,n$, similar to $P_i$ in the earlier case, are uniformly distributed so that a combination
statistic \( \phi(Y_1,Y_2,\ldots,Y_n) \) is useful for testing goodness-of-fit.

The best known combination statistics include (i) the earliest proposed \( V_T = \min \sum_{i=1}^{k} P_i \) due to H. Tippett, (ii) \( V_F = \prod_{i=1}^{k} P_i \) due to R. A. Fisher, (iii) \( V_P = \prod_{i=1}^{k} (1-P_i) \) due to K. Pearson, and relatively new

(iv) \( V_N = \sum_{i=1}^{k} \phi^{-1}(1-P_i) \), where \( \phi(\cdot) \) is the standard normal d.f., due to Liptak. These are easy to compute and all have simple null distributions: 

-2 \( \log V_F \) and -2 \( \log V_P \) are \( \chi^2_{2k} \) - variables, \( V_N \) is normally distributed, and \( V_T \) is distributed as the smallest uniform order statistic. Another statistic of this sort, termed the logit statistic, is considered by George (1977) and George and Mudholkar (1977b). It is the focus of the present paper.

The literature on the theory and methodological and practical applications of the combination statistics is substantial. The theory of combining tests is well summarized in George (1977), and the monograph by Oosterhoff (1969). The applications to the goodness-of-fit problem are described and reasonably referenced in Chapman (1958), Lin (1977), and George (1977). The connection to the two-sample problem may be seen e.g. in Bell, Moser and Thompson (1966); and to the multivariate testing problems in Mudholkar and Subbaiah (1977). This essay reviews recent progress in the study of the logit combination statistics in various applications.

The logit statistic and its null distribution are described in Section 2. In Section 3, the principal approaches to studying the methods for combining independent one-sided tests are surveyed and the logit statistic is reviewed in the light of some of these studies. This section also contains brief illustrative summaries of two simulation experiments conducted with a view to comparing the logit and the classical combination statistics.
for combining independent and quasi-independent (i.e. independent only under $H_0$) tests. The logit statistic is considered in the context of the goodness-of-fit problem in Section 4. In the same section we present some empirical results about the power functions of the variations of a test, for the composite hypothesis of exponentiality, obtained by using Fisher's, Pearson's and the logit statistics. Finally, Section 5 is devoted to miscellaneous remarks including one on the weighted logit statistic.

2. **THE LOGIT STATISTIC.** Let $P_1, P_2, \ldots, P_k$ be $k$ independently distributed $P$-values, or their analogues in the other applications described in Section 1. Following Berkson (1944) the sum of the log-odds ratios, i.e. the logits, of $P_i$

$$W_L(P_1, P_2, \ldots, P_k) = \sum_{i=1}^{k} \log[P_i/(1-P_i)], \quad (2.1)$$

is termed the logit statistic. Under the null hypotheses the $P_i$ are uniform $(0,1)$, the $\log[P_i/(1-P_i)]$ are distributed according to the logistic law with the d.f.

$$F(z) = [1 + \exp(-z)]^{-1}, \quad (2.2)$$

and consequently $W_L$ is distributed according to the $k$-fold convolution $F_k(\cdot)$ of $F(\cdot)$. It is easy to verify that

$$1 - F_2(z) = z[e^{-z}/(1 - e^{-z})]^2 + (z - 1)[e^{-z}/(1 - e^{-z})] \quad (2.3)$$

and

$$1 - F_3(z) = e^{-z}/(1 + e^{-z}) - 2ze^{-z}/(1 + e^{-z})^2 + (z^2 + \pi^2)e^{-z}/2(1 + e^{-z})^3. \quad (2.4)$$

George and Mudholkar (1977), by inverting the Mittag-Leffler expansion of the characteristic function of $W_L$ obtain closed form expressions.
FIGURE 1. The Distribution Function* (Right Scale) of the Standardized Logit Statistic, and the Error (Left Scale) in its Approximation by (2.5).

--- k=2  ------- k=3.

*On the scale the distribution functions, symmetrical about 0, are indistinguishable for k=2 and k=3.
for $F_k(z)$ for general $k$. However, for practical purposes, the null distribution of the logit statistic admits a simple and very accurate approximation in terms of a student's t-distribution. This approximation is suggested by the fact that the logistic distribution is close enough in shape to the normal distribution to have emerged as a substitute for it in applications such as bioassay. In case of $\nu_L$, this similarity is enhanced because of the central limit effect. Yet both the logistic distribution and its convolution are heavier tailed than the normal distribution, and may be better approximated by another heavy tailed distribution, namely an appropriate multiple of a student's t-distribution. Specifically, letting $t_\nu$ be the student's t-variable with $\nu$ degrees of freedom, it is proposed that

$$\sum_{i=1}^{k} \log[p_i/(1-p_i)] \approx \pi \sqrt{\frac{k(5k+2)}{3(5k+4)}} t_{5k+4},$$

(2.5)

where $\approx$ denotes the equivalence in law, and where the degrees of freedom $(5k+4)$ and the scaling constant $\pi \sqrt{\frac{k(5k+2)}{3(5k+4)}}$ are obtained by equating the variances $(k\pi^2/3$ and $\nu/(\nu-2))$, and the coefficients of kurtosis $(4.2k$ and $3+6/(\nu-4))$, of the logit statistic and $t_\nu$, respectively.

The quality of the approximation (2.5) for $k=2$ and $k=3$ may be seen in Figure 1, which shows the difference between the d.f. $F_k(z/(k\pi^2/3)^{1/2})$ of the standardized logit statistic $\nu_L/(k\pi^2/3)^{1/2}$ and the approximation for it. It also displays the d.f.'s for $k=2,3$. Even for $k=2$ the approximation is reasonable, especially in the tails.

3. THE COMBINATION OF TESTS. The importance of the classical combination statistics such as Tippett's $\nu_T$, Fisher's $\nu_F$ and Pearson's $\nu_p$ lay, at least when they were introduced, in the simplicity of their null
distributions. Since then these have been variously adapted to discrete
distributions (e.g. Lancaster (1949), E. S. Pearson (1950), Wallis (1944))
and generalized (e.g. Good (1955)) with some loss of the simplicity.
The earliest systematic view of the problem of combining one-sided
independent tests described in Section 1 is given by Birnbaum (1954) when
he initiated the study of the admissibility properties of the combination
methods. Among the workers who have since contributed to the development of
of the theory of combining tests are Liptak (1958), Lancaster (1961),
Schaafsma (1968), van Zwet and Oosterhoff (1967), Oosterhoff (1969),
Littel and Folks (1971, 1973), Brown, Cohen and Strawderman (1976) and
George (1977). Also noteworthy are the contributions by Davies and
Puri (1967), Davies (1969) and others, all stimulated by the needs of
Neyman and Scott (1967) for combining rainfall data.

Unlike the common one-parameter problems in statistical theory, the
problem of combining one-sided independent tests, a multiparameter problem,
does not in general admit solutions which are U.M.P., U.M.P. invariant or
U.M.P. unbiased. The theoretical investigations of the subject have there-
fore centered either on studies of properties such as admissibility, Bayes
character, and most stringent character, on derivation of complete class
theorems for the tests, or on studies of their asymptotic behavior. In
this section we review some properties of the logit statistic $T_L$
used for combining tests in the light of these studies and give some
supportive Monte Carlo evidence.

**Finite Sample Studies.** In order to examine the combination methods
for independent one-sided tests theoretically, the problem may also be
formulated in terms of the distributions of the P-values instead of, as
in the Introduction, in terms of the distributions of the test-statistics
T_i. Both Birnbaum (1954) and Liptak (1958) consider the case in which the only assumption made about the P-values is that the density of each, uniform under the null hypothesis, is nonincreasing in the parameter under the alternative, or equivalently that the family of the distributions of each T_i has monotone likelihood ratio (M.L.R.). For this situation they show that any monotone level $a$ combination test is most powerful against an alternative, where a combination test using a statistic $\Psi(P_1 , P_2, \ldots , P_k)$ is said to be monotone if rejection of the overall null hypothesis $H_0 = \cap_{i=1}^{k} H_{0i}$ for a vector $(P_1, P_2, \ldots , P_k)$ of the P-values implies its rejection for any $(P^*_1, P^*_2, \ldots , P^*_k)$ such that $P^*_i \leq P_i$, $i = 1, 2, \ldots , k$.

All the monotone methods are thus admissible in this mode. Birnbaum, by restricting the model by postulating exponential families for the distributions of $T_i$, shows that for the admissibility of a combination method, its acceptance region must be convex in the space of $T_i$, $i = 1, 2, \ldots , k$.

In this restricted model, which includes tests for normal means when the variances are known but excludes the combination of the t-tests and the analysis of variance tests, the logit method is inadmissible. Liptak on the other hand further examines the subclass of tests based upon statistics of the form $\sum_{i=1}^{k} \omega_i h(P_i)$ in the original model, where $h(\cdot)$ is monotone and $\omega_i$ are nonnegative weights. He demonstrates the Bayes character of such combination tests and shows that they are unbiased if each component test is unbiased. Clearly the logit method, and its weighted version introduced later, shares the admissibility (by virtue of being the most powerful against an alternative), the Bayes character and the unbiasedness with all classical combination tests.
The combination tests have also been studied by assuming that the independent investigations are such that the distribution of the P-values under the alternatives may be assumed to belong to specific parametric families of distributions, as, for example in Yates (1955). For instance, if $P_i$ are independent beta-variables with parameters $(a_i, b_i)$, then the null hypotheses reduce to $H_{0i}: a_i = b_i = 1, i = 1, 2, \ldots, k$ and the most powerful test against simple alternative $\{(a_i, b_i), i = 1, 2, \ldots, k\}$ rejects $H_0 = \bigcap_{i=1}^{k} H_{0i}$ when $\prod_{i=1}^{k} [P_i (1-P_i)]$ is large. Thus Fisher's test is U.M.P. against all alternatives satisfying $\{a_1 = a_2 = \ldots = a_k < 1, b_1 = b_2 = \ldots = b_k = 1\}$ and the logit method is U.M.P. against all alternatives $\{a_1 = a_2 = \ldots = a_k < 1, a_i + b_i = 2, i = 1, 2, \ldots, k\}$. Lancaster (1961) has developed a more interesting method of evaluating any combination method at a specified alternative by using the series representation of the alternative distribution in terms of the set of functions orthonormal with respect to the null distribution. But such analyses, although very useful locally, are not best suited to overall comparisons of the combination tests.

There are a number of elegant complete class theorems for the multi-parameter problems which are either obtained in the framework of the problem of combining (not necessarily independent) tests or are applicable to it. For example, in terms of the partial order $\succ$ for vectors, defined in the Introduction, Oosterhoff (1969) defines the joint density $f(t; \theta)$, $t, \theta$ both vectors, as possessing a strict M.L.R. in $t$ if for $\theta < \theta^*$, $[f(t; \theta)/f(t; \theta^*)]$ is strictly increasing in $t$. If $T_i$ are independent then strict M.L.R. for $f(t; \theta)$ is equivalent to strict M.L.R. for the density of each $T_i$. For the case of strict M.L.R. if, in addition, $f(t; \theta) > 0$ for all $t$ and the family is dominated by a nonatomic
measure he shows that the class of monotone tests is essentially complete. Brown, Cohen and Strawderman (1976) on the other hand prove a complete class theorem in a more general framework and as an application show that under the above conditions the class of monotone tests is complete. The logit method obviously has membership in such complete classes.

Asymptotic Studies. Oosterhoff (1969) in his monograph describes and uses a number of asymptotic approaches to studying the combination tests. For example, in one, by appealing to the limiting distributions of the test statistics, the problem is reduced to that of combining tests for the means of normal variables with unit variances, and in another the shortcoming of the tests as their levels tend to zero is used as the criterion. However, an effective asymptotic scheme, which is not discussed in the monograph, is Bahadur's (e.g. 1971) method of comparing the exact slopes adapted to the combination problem by Littel and Folks (1971). This method, unlike other asymptotic methods and the traditional approaches described previously, yields measures which describe the operating characteristics of the major combination tests over broad sets of alternatives, and successfully narrows the class of the contenders substantially.

If the null hypothesis is false, then for any fixed alternative the P-value P of any reasonable test converges to zero (exponentially) as the sample size n tends to infinity. The exact slope C(θ) at an alternative θ, which measures the rate of the decline of P with respect to n, is the a.s. limit of -(2/n)log P, provided that it exists. The computation of the exact slope, in general a nontrivial task, often relies upon a well known technique as summarized, for example, in Theorem 7.2 of Bahadur (1971), which requires the large deviation probability result for the exact null distribution of the test statistic and the a.s.
limit of the test statistic scaled appropriately by a power of \( n \). In the problem of combining the \( k \) tests, suppose that \( P_i \), the P-value of the test of \( H_{0i} : \theta_1 = \theta_{10} \), is based upon a sample of size \( n_i \), \( i = 1, 2, \ldots, k \). Let \( n = \sum n_i/k \) and denote the d.f. of a combination statistic \( \psi = \psi(P_1, P_2, \ldots, P_k) \), under \( H_0 = \bigcap_{i=1}^k H_{0i} \), by \( F_n(\cdot) \). Suppose that (i) \( (n_i/n) \to \lambda_i \); as each \( n_i \to \infty \), (ii) \( (\psi/\sqrt{n}) \to b(\theta) \), a.s., where \( \theta = (\theta_1, \theta_2, \ldots, \theta_k) \), and \( 0 < b(\theta) < \infty \); and finally (iii) \(- (1/n) \log[1 - F_n(\sqrt{n}\psi)] \to f(t)\), as \( n \to \infty \), where \( 0 < f(t) < \infty \), and \( f(t) \) is continuous at least for \( t \) in the range of \( b(\theta) \). Then the exact slope \( C(\theta) \) of the statistic \( \psi \) at the alternative \( \theta \) is given by \( C(\theta) = 2 f(b(\theta)) \).

In the analyses of the combination statistics composed of the P-values, it is assumed that the exact slope of the component test of \( H_{0i} \) at an alternative \( \theta_i \), which may as well be regarded as a function of the alternative \( \theta = (\theta_1, \theta_2, \ldots, \theta_k) \), is \( C_1(\theta) = \lim_{n_i \to \infty} (-2/n_i) \log P_i \) a.s., \( i = 1, 2, \ldots, k \). With this assumption Littell and Folks (1971) compute the exact slopes of several combination statistics including \( \psi_F \), \( \psi_T \) and \( \psi_N \). In order to compute the exact slope of the logit statistic \( \psi_L \), George and Mudholkar (1977b) use the expressions for the convolution of the logistic distributions obtained earlier (1977a) and show that the large deviation function \( f(t) \) for the exact null distribution of \( \psi_L \) is the identity function, i.e. \( f(t) = t \). Furthermore, for \( \psi_L \), \[ b(\theta) = \sum_{i=1}^{k} \lambda_i C_1(\theta)/2. \] Consequently it is concluded that the exact slope of the logit combination test is

\[
C_L(\theta) = \sum_{i=1}^{k} \lambda_i C_1(\theta), \tag{3.1}
\]
the same as the exact slope of Fisher's $\psi_F$ obtained earlier. Littell and Folks later (1973) prove that the exact slope of any monotone combination test is no greater than the exact slope of Fisher's combination test. Clearly, therefore, with respect to the criterion of exact Bahadur A.R.E., the logit combination method is optimal in the class of monotone combination methods.

It is to be emphasized that for obtaining the exact slope as described above, the distribution of the combination statistic is needed only under the overall null hypothesis; under the alternative only the (a.s.) limiting value of the scaled statistic is needed. As a consequence, the method of analysis can be readily applied to the problem of combining tests based on statistics which are independent under the null, but not necessarily under the alternative hypothesis. Using this approach, Mudholkar and Subbaiah (1977) show that if the components of Rao's (1972) test for additional information are combined using Fisher's method then the resulting test is equivalent, in terms of the exact slopes, to the $T^2$-test based on all variables. More generally, it is shown that the same equivalence holds between Hotelling's $T^2$-test for the problem of testing the significance of the mean of a multivariate normal population, and the Fisher combination of the t-tests in J. Roy's stepdown procedure adapted and investigated by them earlier (1975, 1976) for this problem. Furthermore, in this context, the asymptotic behavior of the logit combination, in this sense, can be shown to be identical to the Fisher combination.

Two Simulation Studies. Two Monte Carlo experiments, which are in progress and are expected to give some indication to the efficacy of the logit method for combining tests as compared with a few classical methods, are now summarized. In the first experiment $k$ independent t-tests based
on samples of size $n$, for the significance of the means of $k$ normal populations against one-sided alternatives, are combined. In the second experiment Hotelling's $T^2$-test for the significance of a mean-vector using a sample of size $n$ from the $p$-variate normal population is compared with the tests constructed, as in Mudholkar and Subbaiah (1977), by variously combining the $p$ quasi-independent (i.e. independent only under the null hypothesis) $t^2$-tests in J. Roy's (1958) stepdown method.

**TABLE 1**

ESTIMATED POWERS* OF THE COMBINATIONS OF ONE-SIDED INDEPENDENT T-TESTS, $n = 5$, $\alpha = .05$.

<table>
<thead>
<tr>
<th>$k$</th>
<th>Configuration</th>
<th>Noncentrality parameter $u$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Test</td>
</tr>
<tr>
<td>2</td>
<td>($\mu$)</td>
<td>Fisher</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logit</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Liptak</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pearson</td>
</tr>
<tr>
<td></td>
<td>($\mu$)</td>
<td>Fisher</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logit</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Liptak</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pearson</td>
</tr>
<tr>
<td>4</td>
<td>($\mu$)</td>
<td>Fisher</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logit</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Liptak</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pearson</td>
</tr>
<tr>
<td></td>
<td>($\mu$)</td>
<td>Fisher</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logit</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Liptak</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pearson</td>
</tr>
</tbody>
</table>

*Each estimate is based on 3000 samples.

Because of the invariance structures in the problems only normal variables, with unit variance but different means, need to be simulated, for which Marsaglia's (1972) Super-Duper package is used. The P-values and percentiles are obtained using the well known IMSL routines. The power function, which involves $k$ noncentrality parameters in the first
experiment and $p$ in the second, is obtained on a fine grid in the parametric space when $k = 2 - p$. For higher values of $k$ and $p$, several configurations are included in the simulation but two are always used. In the first, the noncentrality is distributed equally among the alternatives in all the tests, and in the other it is concentrated entirely in only one of the component tests. The above Table I and the following Table 2 give capsule summaries of the currently available results on the power functions being estimated in the two experiments.

### TABLE 2

**ESTIMATED POWERS** of $T^2$-TEST AND THE COMBINATION TESTS, $n = 20$, $\alpha = 0.05$.

<table>
<thead>
<tr>
<th>$p$</th>
<th>Configuration</th>
<th>Test</th>
<th>Noncentrality parameter $u$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>$\mu$</td>
<td>$T^2$</td>
<td>.055</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fisher</td>
<td>.056</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logit</td>
<td>.054</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tippett</td>
<td>.056</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pearson</td>
<td>.049</td>
</tr>
<tr>
<td></td>
<td>$\mu$</td>
<td>$T^2$</td>
<td>.049</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fisher</td>
<td>.048</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logit</td>
<td>.047</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tippett</td>
<td>.049</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pearson</td>
<td>.047</td>
</tr>
<tr>
<td></td>
<td>$\mu$</td>
<td>$T^2$</td>
<td>.049</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fisher</td>
<td>.050</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logit</td>
<td>.048</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tippett</td>
<td>.046</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pearson</td>
<td>.052</td>
</tr>
<tr>
<td>3</td>
<td>$\mu$</td>
<td>$T^2$</td>
<td>.050</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fisher</td>
<td>.052</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logit</td>
<td>.052</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tippett</td>
<td>.048</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pearson</td>
<td>.047</td>
</tr>
</tbody>
</table>

*Each estimate is based on 3000 samples.
The consistently poor performance of Pearson's statistic in the two problems is the most striking feature of the two tables. In combining the t-tests, the power of the logit test, at the displayed alternatives, is between those of Fisher's and Liptak's tests. Fisher's test is marginally superior along the coordinate axes, and Liptak's is so along the equiangular line. However, results not in the table indicate that Liptak's test is considerably inferior at distant points along the coordinate axes without possessing comparable superiority when $u_1 = u_2 = \ldots = u_k$. The logit test is a good overall performer for this problem.

For Hotelling's problem, when $u_1 \neq 0$ and $u_2 = u_3 = \ldots = u_p = 0$, Fisher's and $T^2$ tests are indistinguishable, and both are superior to the logit and slightly inferior to Tippett's test. However, when the noncentrality is equidistributed, i.e. $u_1 = u_2 = \ldots = u_p \neq 0$, $T^2$, the logit and Fisher's tests are indistinguishable and all three are superior to Tippett's test.

4. **The Goodness-of-Fit Problem.** Let $X_1, X_2, \ldots, X_n$ be a random sample from a population with the d.f. $F(\cdot)$ and consider the problem of testing a simple goodness of fit hypothesis $H_0: F = F_0$, where $F_0$ is a given continuous d.f.. Under $H_0$ the probability integral transforms $Y_i = F_0(X_i), i = 1, 2, \ldots, n$, are similar in distribution to the P-values in the problem of combining one-sided tests, i.e. they are uniform $(0,1)$ variables. Hence the combination statistics can also be used for testing $H_0$. However the analogy between the two problems does not go very far beyond that, and the results of the studies of the statistics in combining tests are only marginally relevant in the present context. The major factors differentiating the two problems include the following three:
1. Because of the large variety of possible alternative hypotheses, neither small, nor large, or any other specific kind of values of $Y_i$ may necessarily be significant against $H_0$. The combination statistics are therefore used for two-sided as well as one-sided tests of fit. 2. In asymptotics, which comprise a substantial portion of the studies, the number $k$ of the test statistics is fixed and $n_i \rightarrow \infty$ in combining tests; whereas in the goodness of fit problem, $n$, the sample size is allowed to diverge. 3. For the problem of goodness of fit, starting with the work of Kolmogorov (1939), a large class of well known studies and practically applicable alternatives, to the combination statistics, has evolved.

The literature on the study of the combination statistics in the context of the tests of fit is not vast but it is hard to isolate it fully from the truly large body of work on the problem of goodness-of-fit in its generality. Some references to and evaluations of combination statistics as test statistics for testing the hypotheses of fit may be found e.g. in Chapman (1958), Cs"orgo, Sheshadri and Yalovsky (1975), Hegazy and Green (1975) and Lin (1977). It may be noted that in the problem of combining one-sided tests Fisher's method possesses several optimality properties and is widely used, but Pearson's method is not in general considered to be a contender. In the context of goodness-of-fit, however, neither is superior nor can be eliminated from consideration. The logit statistic which, in a way, is a compromise between the two may be expected to have a good overall performance. At present we are engaged in studies of various aspects and properties of this statistic in testing goodness-of-fit. In this section some of these are briefly outlined.

The null hypothesis $H_0$: $F = F_0$, in parametric models such as $F = F_0^{0+1}$, or $F = 1 - (1 - F_0)^{0+1}$, reduces to $H_0: \theta = 0$. By considering various
composite alternatives in terms of sets of $\theta$ it is easy to obtain various one-sided and two-sided tests, based upon Fisher's $\Psi_F(Y_1, Y_2, \ldots, Y_n)$ and Pearson's $\Psi_p(Y_1, Y_2, \ldots, Y_n)$, as the U.M.P. or U.M.P. unbiased tests. In the model $F = [F_0^{\theta+1} + 1 - (1 - F_0)^{\theta+1}] / 2$, $0 \leq \theta < 1$, also the null hypothesis is again $H_0: \theta = 0$, and for example, the one-sided test based upon the logit statistic $\Psi_L(Y_1, Y_2, \ldots, Y_n)$ is the locally most powerful test. Other models of this variety, their meaning, and the properties of the logit statistic are under investigation.

In terms of the distribution of $Y = F_0(X)$ one such model is

$$\Pr(Y \leq y) = G(y) = \begin{cases} a(y/a)^{\theta}, & 0 < y \leq a < 1 \\ 1 - (1 - a) [(1 - y)/(1 - a)]^{\theta}, & 0 < a \leq y < 1. \end{cases}$$

In this model the null hypothesis reduces to $H_0: \theta = 1$, and various two-sided alternatives are considered. These problems have been reduced to simpler problems involving Lehmann-type alternatives by using the transformation $Z = \min \{ Y/a, (1 - Y)/(1 - a) \}$. Chapman (1958) introduces a simple and elegant technique for evaluating maximum and minimum powers of one-sided tests of fit against alternatives at a fixed "distance" from the simple hypothesis. Using this technique he shows that, in terms of the maximum power, Pearson's test is superior to Fisher's test, and also to such conventional tests as those due to Anderson and Darling, Cramér and von Mises, and Kolmogorov and Smirnov. The price for this superiority is paid in terms of lower minimum power. The logit statistic, a compromise between Fisher's and Pearson's is under evaluation using Chapman's method. More interestingly, as outlined by George (1977), this approach is being extended, by using the $Z$ transform, to two-sided goodness-of-fit tests, and more complex problems involving heaviness of tails.
The asymptotic methods used in the analyses of the goodness-of-fit tests are more traditional and better known, but they do not reduce the class of competing tests to the extent accomplished, using the exact slopes, in the problem of combining tests. Asymptotic analyses of the logit statistic for testing the simple, and some composite hypotheses of goodness-of-fit, using Pitman's, Bahadur's, and Chernoff's (1952) measures of A.R.E. are in progress. We conclude this section by describing a use of the combination statistics for testing the composite hypothesis of exponentiality and an empirical comparison of Fisher's, Pearson's and the logit statistics in this context.

**Combination Statistics for Testing Exponentiality.** Let $X_1, X_2, \ldots, X_n$ be nonnegative i.i.d. random variables and consider the problem of testing the composite hypothesis that their common distribution is exponential. Let $D_{n,i} = (n-i+1)(X_{(i)} - X_{(i-1)})$, $i=1,2,\ldots,n$ denote the normalized spacings of the ordered $X$'s, $X_{(1)} \leq X_{(2)} \leq \ldots \leq X_{(n)}$, $X_{(0)} = 0$. Also let $\delta = \frac{X_{(1)}}{X_{(n)}}$, $r=1,2,\ldots,n$, and $Z_{r:(n-1)} = \delta_r/\delta_n$, $r=1,2,\ldots,n-1$. It is well known that if, and only if, the $X$'s are exponentially distributed then (i) $D_{n,i}$'s $i=1,2,\ldots,n$ are i.i.d. exponentials, and (ii) $Z_{r:(n-1)}$, $r=1,2,\ldots,n-1$ are distributed as the $(n-1)$ uniform order statistics.

In view of these characterizations, Csörgo, Sheshadri and Yalovsky (1975) suggest the Pearson statistic $W_p = -2 \sum \log Z_{r:(n-1)}$ for testing exponentiality of the $X$'s. Obviously, there are several competitors including other combination statistics $W_p = -2 \sum \log (1-Z_{r:(n-1)})$, $W_L = (W_F - W_p)/2$, and empirical distribution function statistics such as Anderson-Darling $A^2$, all to be used in two-sided tests. The following Table 3 contains a small illustrative selection of the results of a
Monte Carlo experiment performed with a view to comparing these as the tests of exponentiality, over several alternatives. The parameters of the simulation, which uses Marsaglia's (1972) Super-Duper package as a basis for generating various random variables, are $n = 20$, $a = .1$, and each estimate is based upon 1000 samples. More detailed results are given by Lin (1977).

5. **REMARKS.** The following miscellaneous comments stated in terms of the problem of combining tests are also relevant to the other applications of the combination statistics.

1. **Weighted Logit Statistic.** Analogous to the weighted version $\Pi P_i^{\omega_i}$ of Fisher's statistic, the weighted logit statistic $v_{L,\omega}$ with weights $\omega_i$, $i=1,2,...,k$, is given by

$$v_{L,\omega} = \frac{1}{k} \sum_{i=1}^{k} (\omega_i \log[\Pi_i/(1-P_i)]).$$

Under the null hypothesis, $v_{L,\omega}$ may be approximated in law by a scaled t-variable $C\cdot t_v$. The constant $C$ and the d.f. parameter $v$ are determined by (i) equating the variances: $C^2 v/(v-2) = \pi^2 \sum \omega_i^2/3$, and (ii) equating the excesses of kurtosis: $6/(v-4) = (1.2) \sum \omega_i^2/(\sum \omega_i^2)^2$. 

* Each estimate is based upon 1000 samples.
The quality of this approximation is expected to be similar to that in Section 2.

2. Selection of the Weights. There is no obvious or simple method known for selecting of the weights \( w_i \). If there is some clue to the alternative hypotheses then it may indicate some approach to the solution as indicated in Section 3. Otherwise, one may attempt to use the asymptotic argument suggested by Lancaster (1961), or J. Hemelrijk's adaptive approach discussed by Oosterhoff (1969).

3. Discrete P-values. If the P-values are discrete then one method is to use the randomized probability integral transforms, which lead to randomized tests. An alternative, which leads to nonrandomized tests, is to replace the logits \( \log(P_i/(1-P_i)) \), using arguments similar to Lancaster (1949), by their conditional expectation, or simpler approximations for them. This method makes such adjustments in the expectation and the variance of the statistic as to render the error due to ignoring discreteness negligible.

4. Two-sided P-values. The Z-transformation mentioned in Section 4, in the context of Chapman's method, is introduced in George (1977) as a one-parameter family, \( \min[F_o(T)/\lambda, (1-F_o(T))/(1-\lambda)] \), \( 0 \leq \lambda \leq 1 \), of two-sided P-values. A manuscript discussing the choice of the parameter \( \lambda \) and various applications is in preparation.

5. Exact Slopes and Power. It is now generally recognized that the relationship between the two methods of comparing tests, viz. in terms of the power and the exact slopes, is tenuous. A reasonable empirical approach to investigating the finite sample behavior of tests with equal slopes is to focus on estimating some location parameter the P-values possibly transformed by the logs or logits.
6. **Two-Sample Problem.** Several aspects of the logit statistic and the $Z$ transformation in the context of the two-sample problem and its one-sample limits, as outlined in Chapter 5 of George (1977), are under study.
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