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This report describes in detail the necessary steps involved and the problem areas discovered in transporting (bootstrapping) the UNIVAC 1108 SIMPL-T compiler to a CDC 6700 computer system. SIMPL-T is an elementary procedure-oriented language that conforms to the standards of structured programming and modular design. Certain informal experiments relating to software engineering were conducted during this project. A brief summary of software engineering experiments and results follows.
A detailed log of the man-hours of work needed to complete this task was partitioned according to the following categories: design (22 percent), coding (23 percent), testing (45 percent), and other (10 percent). The initial manpower estimates were low by about 17 percent. Both the use of a “program description language” and a “high level programming language” appear to have improved programmer productivity. Also, error analysis indicated that the number of errors made per line of code for high level lines of code (SIMPL-T) and assembly lines of code (COMPASS) was about the same.
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INTRODUCTION

Two approaches to compiler bootstrapping are presented: classical and SNOBOL. The project environment and technical background information provided allows the reader to be better acquainted with the project.

BOOTSTRAPPING TECHNIQUE

Two approaches to bootstrapping as used to transport a compiler from one machine to another are discussed below.

Classical Approach

In a classical approach, the code generator of the host computer's compiler is modified to produce code (e.g., assembly language or a higher order language) to be executed by the target computer. The specific code generated by the host is itself a compiler to be run on the target machine.

In general, a transportable compiler in the host machine is written in the language of the compiler (e.g., the AED compiler is written in the AED language; the XPL compiler is written in the XPL language; and the SIMPL-T compiler is written in SIMPL-T language). However, there are necessary interface routines with the operating system which are not part of the compiler, but are essential to the use of the compiler. These interface routines (also called “run-time” routines or “language support” routines) are written in the assembly language of the host machine. Therefore, the transporting of a compiler from the host machine to the target machine requires a twofold installation. Not only must the compiler itself be transferred to the target machine (via modification to the code generator of the host machine’s compiler as described above), but the interface routines (e.g., input-output, conversion, and string handling routines which normally complement the basic language) must be written for the target machine as an essential supplement to the basic compiler.

To implement the system described, the compiler generated by the host machine (in a target machine language) is actually installed on the target machine with its accompanying interface routines. As a check, the compiler (written in the language of the compiler) is compiled for the first time on the target machine's compiler. The resulting output, in a target machine language, should correspond one
to one with the compiler as it was generated by the host in the same target machine language (for implementation on the target machine). Diagram 1 presents the classical approach to compiler bootstrapping.

Assuming successful testing, a self-contained compiler is running on the target machine, with no further dependence upon the host machine.

Diagram 1. Classical Approach

<table>
<thead>
<tr>
<th>GIVEN</th>
<th>GOAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_H^H [S^H] \Rightarrow C_H^H$</td>
<td>$C_T^T [S^T] \Rightarrow C_T^T$</td>
</tr>
</tbody>
</table>

Compiler (C) in machine language, running on the host machine (superscript H) and generated on the host machine (subscript H), is given a source (S) as input. The source (S) is a compiler written in its own language that generates machine language for the host computer (superscript H).

The result, $C_H^H$, is a compiler (C) written in machine language, that runs on the host machine (superscript H) and is generated on the host machine (subscript H).

Compiler (C) in machine language, running on the target machine (superscript T) and generated on the target machine (subscript T) is given a source (S) as input. The source (S) is a compiler written in its own language that generates machine language for the target computer (superscript T). The result, $C_T^T$, is a compiler (C) written in machine language, that runs on the target machine (superscript T) and is generated on the target machine (subscript T).

Where

- $C =$ compiler in machine language [When $C$ has a subscript, the subscript indicates the machine that generated the compiler (C); and when $C$ has a superscript, the superscript indicates the machine that the compiler (C) runs on.]
- $H =$ host computer
- $S =$ source: the input, the compiler written in the compiler’s own language [When $S$ has a superscript, the superscript indicates the machine that the source compiler (S) generates code for.]
- $T =$ target computer
Diagram 1. Classical Approach (Continued)

<table>
<thead>
<tr>
<th>PROCEDURE</th>
<th>COMMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C^H_H [S^H] \rightarrow C^H_H )</td>
<td>(given)</td>
</tr>
<tr>
<td>( C^H_H [S^T] \rightarrow C^T_H )</td>
<td>Input to the host’s compiler is a source (S) written to generate machine language for the target computer (superscript T). The result is the compiler in machine language (C) generated by the host computer (subscript H) to run on the target computer (superscript T).</td>
</tr>
<tr>
<td>( C^T_H [S^T] \rightarrow C^T_T )</td>
<td>The compiler created above ( (C^T_H) ) to run on the target machine (superscript T) is run on the target machine, with a source ( (S^T) ) as input that generates code for the target machine. The result ( (C^T_T) ) is a compiler ( (C) ) written in machine language, generated by the target machine (subscript T) to run on the target machine (superscript T).</td>
</tr>
<tr>
<td>( C^T_T [S^T] \rightarrow C^T_T )</td>
<td>The compiler generated above ( (C^T_T) ) receives ( S^T ) as input and yields ( C^T_T ).</td>
</tr>
</tbody>
</table>

**SNOBOL Approach**

The major advantage of this approach over the Classical Approach is that it does not require the use of the host computer. Assume the existence of a standard SNOBOL program that will convert a SIMPL-T program to a standard FORTRAN program, both the standard SNOBOL program (functioning as a SIMPL-T compiler) and the FORTRAN program produced would be capable of running on either the target or the host machine. Therefore, the SIMPL-T compiler could be bootstrapped onto a target machine using only the target machine.

The procedure for compiler bootstrapping is accomplished in small steps, with the first two steps being the same as for the classical approach:

1. Modify the code generator of the host computer’s compiler to produce code for the target machine.

2. Write the necessary run time interface routines for the target machine.
3. Compile the modified compiler (modified to produce code for the target machine) on the target machine using the SNOBOL program which converts SIMPL-T programs to FORTRAN. The resulting FORTRAN program performs the same function as the original modified SIMPL-T compiler; namely, the FORTRAN program is a SIMPL-T compiler, accepting SIMPL-T as input and yielding a machine language for the target machine.

4. Compile the modified SIMPL-T compiler (the SIMPL-T compiler written in SIMPL-T, but modified to produce code for the target computer) on the target computer using the SIMPL-T compiler (generated in FORTRAN). This process yields a SIMPL-T compiler for the target computer that produces machine language for the target computer.

Diagrams 2 and 3 illustrate the procedure explained above.

Diagram 2. SNOBOL Approach

<table>
<thead>
<tr>
<th>GIVEN</th>
<th>GOAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B^T )</td>
<td></td>
</tr>
<tr>
<td>(Note: the host machine is not used.)</td>
<td>( C^T ) [( S^T )] ( C^T )</td>
</tr>
</tbody>
</table>

Where

- \( B^T \) = standard SNOBOL program run on the target machine that converts a SIMPL-T program(s) to an equivalent FORTRAN program (F)
- \( S^T \) = SIMPL-T compiler written in SIMPL-T to generate code for the target machine (superscript T)
- \( F^T \) = standard FORTRAN program generated by the target machine to run on the target machine that acts as a compiler in converting a SIMPL-T program to machine language
- \( C^T \) = SIMPL-T compiler written in machine language by the target machine to run on the target machine
Diagram 2. SNOBOL Approach (Continued)

<table>
<thead>
<tr>
<th>PROCEDURE</th>
<th>COMMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^T [S^I] \Rightarrow F^T_T$</td>
<td>Input for the SNOBOL program ($B^T$) is the SIMPL-T compiler written in SIMPL-T ($S^I$). The result is the same SIMPL-T compiler written in FORTRAN ($F^T_T$).</td>
</tr>
<tr>
<td>$F^T_T [S^I] \Rightarrow C^T_T$</td>
<td>Input for the FORTRAN SIMPL-T compiler ($F^T_T$) is the SIMPL-T compiler written in SIMPL-T ($S^I$). The result is the SIMPL-T compiler written in machine language for the target computer ($C^T_T$).</td>
</tr>
<tr>
<td>$C^T_T [S^I] \Rightarrow C^T_T$</td>
<td>The compiler generated above receives $S^I$ as input and yields $C^T_T$.</td>
</tr>
</tbody>
</table>

Diagram 3. SNOBOL Approach: Flow Diagram

Step 1
SIMPL-T SOURCE with MODIFIED CODEGEN

Step 2
SIMPL-T to FORTRAN COMPILER WRITTEN IN SNOBOL

Step 3
SIMPL-T to Machine Language COMPILER WRITTEN IN FORTRAN

Step 4
SIMPL-T to Machine Language COMPILER WRITTEN IN SIMPL-T
BACKGROUND

SIMPL Family

SIMPL-T is just one of several languages which belong to a family. A family is a set of languages with a common base. The SIMPL family is united on the basis of a common set of language features, including control and data structures, scoping rules, etc. Separate languages within the family facilitate the solving of problems in certain areas. For example, there is a system version of SIMPL (SIMPL-S\(^5\)) and there is a real arithmetic version of SIMPL (SIMPL-R\(^7\)). A graphic version of SIMPL (SIMPL-G\(^8\)) is planned.

The SIMPL-T language is the transportable version of the family-designed to be relatively machine independent, with compilers that are relatively transportable to a variety of machines. It is a procedure-oriented language that was designed to conform to the standards of structured programming and modular design. There are three data types in SIMPL-T: integer, character, and string. SIMPL-T is an elementary, straight-forward language which supports recursion. Its control statements are: the “CASE” statement, the “IF...THEN...ELSE” statement, the “WHILE...DO” statement, and the “CALL” statement. The language has a three-level scoping structure and it has no “GO TO” statements.

Computer Systems

The host computer for this project was the UNIVAC 1108 (at the University of Maryland). It has a 36-bit word length and some character instructions (quarter word). The target computer was a Control Data Corporation 6000 series computer (6200, 6400, 6500, 6600, and 6700). The computer has a 60-bit word length and no character instructions. Some forms of the SIMPL language are available for the following computers: Data General’s NOVA, Digital Equipment’s PDP 11/45, and the IBM 360/370 (currently being bootstrapped).
Environment

There was only a minimal amount of documentation available on the SIMPL-T compiler. The host computer (UNIVAC 1108) is located approximately 70 miles from the target computer (CDC 6700). Interactive computing was used on both machines whenever possible.

Estimations

Some initial estimations concerning projected time expenditures were made before the project was undertaken. The original estimates were as follows:

PHASE 1 – UNIVAC 1108

Background and Design 1 mo
New SIMPL-T code generator 1 mo

PHASE 2 – CDC 6700

CDC SIMPL-T runtime routines/ functions 1 mo
Testing 1 mo

Total estimated work on projects 4 mo

PROJECT

BOOTSTRAPPING PROCEDURE

SNOBOL Approach Abandoned

For this experiment, the SNOBOL program was not used; although, a SNOBOL program exists that converts a SIMPL-T program to a FORTRAN program. The necessary run-time support routines were already available in FORTRAN, and the
SNOBOL approach was used for the IBM 360/370 bootstrapping. However, it was not feasible to use SNOBOL in this study. An explanation for this decision is provided below:

1. The original SNOBOL system on the target machine (the CDC 6700) only supported 30-bit words and the SIMPL-T compiler required at least 32-bit integer arithmetic.

2. The SNOBOL conversion program needed several scratch files, but the SNOBOL system on the target machine only provided one.

The scratch file problem might have been corrected, but there was no obvious way to solve the inconsistency in word lengths; therefore, two other different versions of SNOBOL were requested from different universities.

The first alternate SNOBOL system received, supported the full 60-bit word but did not have all of the SNOBOL-4 functions used by the SNOBOL conversion program. In addition, the character set was different from the one in use on the target machine. Here, the character set problem could be corrected, but the missing functions in this version of the SNOBOL system made it unusable.

After a considerable time delay, the second SNOBOL system arrived. This SNOBOL system had support for a 36-bit word and all the necessary SNOBOL-4 functions. However, there was a character set difference, and the added task of installing the SNOBOL compiler on the target computer seemed unnecessary in the light of current developments. Were there no other alternatives, this alternative could have been pursued.

Progress on the classical approach to bootstrapping was made during the considerable time delay (several months) that occurred while searching for an adequate SNOBOL system. The SNOBOL approach was therefore abandoned.

**Classical Approach — General Discussion**

The classical approach can be divided into two phases. The first phase is oriented toward the UNIVAC 1108 computer (the host machine). The code generator of the host computer's compiler was redesigned and reprogrammed to take into consideration the run-time environment of the target machine (CDC 6700). The decision to use CDC assembly language (COMPASS) as the target language was made to keep the project as uncomplicated as possible. This decision reduced the over-all
analyst/programmer time expenditure for the project, increased compiler flexibility, and the COMPASS code could be executed on different operating systems and/or could be changed more easily than binary. Due to the magnitude of this decision, a more detailed explanation of this choice of target language follows at the conclusion of this section.

The second phase of the classical approach is oriented to the target machine. The necessary run-time support routines (string packages, input/output, etc.) which enable the new compiler to integrate successfully with the target computer's operating system were written in COMPASS for the CDC machine. Actual installation of the new compiler (the SIMPL-T compiler produced by the host and written in COMPASS for the target machine) followed. After installation, the new compiler on the CDC 6700 was used to recompile the modified SIMPL-T compiler (written in SIMPL-T). Once tested, this compiler provides a closed system, separate and apart from the host machine. Any changes to the CDC version of SIMPL-T are made directly on the target machine.

The basic ways that the CDC compiler is restricted in comparison to its UNIVAC 1108 version follow:

1. All procedures and functions are recursive.
2. Case statement numeric selectors must be between 0 to 99.
3. The call statement arguments list cannot contain more than 20 parameters.
4. Most trace and statistical options are not supported.
5. The READ command is not supported. (The compiler does not make use of this command. This command will be incorporated at a later date.)
6. Both operands of a logical operator (.AND., .OR., ...) are always evaluated.

Returning to the topic of the selection of the target machine, CDC assembly language was chosen over machine language (relocatable binary) for reasons discussed below:

1. The generation of relocatable binary is cumbersome in the CDC system. The major reason for this difficulty lies in the fact that up to four machine instructions can exist within one 60-bit word. This density of instruction demands that the algorithms for relocating code and forward references be more sophisticated than they are for other large-scale machines.
2. The CDC 6700 operating system was, at the time, in the process of being converted over to a new operating system (from SCOPE 3.3 to SCOPE 3.4). When the project started, it was unsettled as to possible changes in relocatable format, character set, and input/output and system macro routines.

3. An important reason for producing assembly language was the distance between the two systems (host about 70 miles away from target machine). No tele-processing or tele-communication existed between the two computer sites. It was realized that it would be desirable to be able to make minor changes (i.e., a program error in the code generator) efficiently and quickly. This would be extremely difficult if relocatable binary code were being produced [i.e., not only would the error have to be corrected, but a corresponding adjustment in the error detection binary bit count (check sum) would probably have to be made].

4. Using assembly language eased testing of the code generator on the host computer. Visual checking had to be done of the code generated on the UNIVAC system. Symbolic code is more easily read than a binary representation.

5. This approach meant that two different internal character codes were no problem. If binary code had been used, the code generator would have to do additional code conversion. Since assembly language (COMPASS) was used, the checkout could be done entirely in the UNIVAC character set. Before the UNIVAC file was shipped to the CDC system, it would first be converted from the UNIVAC code to the CDC code.

The above reasons were the basis for selecting COMPASS as the target language. The primary consideration for the selection was the fact that COMPASS produced a functional system within a minimum amount of time.

The bootstrapping process required five versions of the SIMPL-T compiler:

1. The first version ran on the UNIVAC 1108 and produced COMPASS code for the CDC 6700 (i.e., crosscompiler).

2. The second version ran on the CDC 6700 and was not overlaid.

3. The third version was an overlaid version for the CDC 6700.
2. The CDC 6700 operating system was, at the time, in the process of being converted over to a new operating system (from SCOPE 3.3 to SCOPE 3.4). When the project started, it was unsettled as to possible changes in relocatable format, character set, and input/output and system macro routines.

3. An important reason for producing assembly language was the distance between the two systems (host about 70 miles away from target machine). No tele-processing or tele-communication existed between the two computer sites. It was realized that it would be desirable to be able to make minor changes (i.e., a program error in the code generator) efficiently and quickly. This would be extremely difficult if relocatable binary code were being produced [i.e., not only would the error have to be corrected, but a corresponding adjustment in the error detection binary bit count (checksum) would probably have to be made].

4. Using assembly language eased testing of the code generator on the host computer. Visual checking had to be done of the code generated on the UNIVAC system. Symbolic code is more easily read than a binary representation.

5. This approach meant that two different internal character codes were no problem. If binary code had been used, the code generator would have to do additional code conversion. Since assembly language (COMPASS) was used, the checkout could be done entirely in the UNIVAC character set. Before the UNIVAC file was shipped to the CDC system, it would first be converted from the UNIVAC code to the CDC code.

The above reasons were the basis for selecting COMPASS as the target language. The primary consideration for the selection was the fact that COMPASS produced a functional system within a minimum amount of time.

The bootstrapping process required five versions of the SIMPL-T compiler:

1. The first version ran on the UNIVAC 1108 and produced COMPASS code for the CDC 6700 (i.e., crosscompiler).

2. The second version ran on the CDC 6700 and was not overlaid.

3. The third version was an overlaid version for the CDC 6700.
4. The fourth version allowed constants of any size. (This version had no checking of size of constants, thus, allowing the bypass of the 36-bit word size difference.)

5. The fifth version was overlaid and supported 60-bit constants.

The following section deals with the development of these five versions.

**Classical Approach – Detailed Steps**

Diagrams 4, 5, 6, and 7 show the basic bootstrapping steps used to move a SIMPL-T compiler written in SIMPL-T (and running on the UNIVAC 1108) to the CDC 6700. Five different compilers were generated. A description and reason for each step of the procedure is given below.

Diagrams 4, 5, 6, and 7 show the flow as each compiler generates the next. The diagrams have been organized in the following manner:

.0 Each page begins with an integer block that represents the new version of the SIMPL-T compiler, as it exists on the computer in its executable state (i.e., in machine language).

.1 Represents the source (a previously existing SIMPL-T compiler) written in SIMPL-T and used as input for the .0 boxes.

.2 Represents the COMPASS version of the changed SIMPL-T compiler – the output of feeding the contents of the .1 box through the .0 box.

.3 Represents the runtime routines (the user library) which allow interfacing with the operating system.

.4 Represents the installation process – the combining of the COMPASS version of the new compiler with the necessary runtime routines from the user library. The installation process always results in a new executable version of the SIMPL-T compiler.
Diagram 4. SIMPL-T Compiler 2
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Diagram 5. SIMPL-T Compiler 3
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Diagram 6. SIMPL-T Compiler 4
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Within each block, the number in the upper right corner indicates the specific computer on which the program was designed to execute. The number in the lower right corner of the box indicates the specific computer that produced the program. (Note that the notation is consistent with the superscript/subscript notation of earlier discussions of the host and target machines in Diagrams 1 and 2.)

**Step 1.0 - New Code Generator.** The SIMPL-T compiler consists of three basic passes: pass 1 (scanner), pass 2 (parser), and pass 3 (code generator). All three passes are written in SIMPL-T. The UNIVAC version can only have 36-bit constants as the word size is 36 bits.

The first step was to replace pass 3 (the code generator) with a code generator that would produce CDC COMPASS (assembly language for the CDC 6700). This generated a UNIVAC 1108 SIMPL-T cross compiler which produced CDC 6700 COMPASS.

Block 1.0 of Diagram 4 represents the initial compiler of the host machine (the UNIVAC 1108) as the compiler exists in the machine in its executable state (i.e., as machine language). As the diagram proceeds, any block assigned an integer label (1, 2, 3, etc.) represents a new executable stage of the compiler existing on the designated host or target in machine language.

**Step 1.1 - CDC SIMPL-T Source.** The three parts of a compiler (scanner, parser, and code generator) were needed in a format (part word addresses) especially suited to the CDC machine. The existing SIMPL-T source code for the UNIVAC 1108 was used as the basis for creating the needed CDC source code.

The SIMPL-T language has part-word operators which are used in the compiler for bit manipulation. Due to the word size difference (between the UNIVAC 1108 and CDC 6700) and the bit addressing scheme used by SIMPL-T, the part-word expressions of the source code of the 1108 SIMPL-T compiler had to be changed. Since the SIMPL-T compiler on the UNIVAC 1108 is written with macros, these part-word macros were redefined for the CDC word size. Using the new macro definitions and the macro source as input to the macro translator, the result, a CDC non-macro SIMPL-T compiler source program (Block 1.1), was obtained.

In block 1.1, the resulting source version of the compiler used only the right 36 bits of its larger 60-bit word and could accept only 36-bit constants. Actually, the COMPASS code generated was assembled into 60-bit words; but data (SIMPL-T constants) were, at this point, restricted to 36-bit words, sign extended.
Note in consulting Diagrams 4 through 7 that once on the target machine (the CDC 6700), successive modifications to the compiler were accomplished specifically to relieve the word size restriction. The final form of the compiler accepts 60-bit constants as data.

**Step 1.2 – SIMPL-T COMPILER Generated on the UNIVAC 1108 for the CDC 6700.** The CDC SIMPL-T source generated in step 1.1 was the input into the modified UNIVAC 1108 compiler of step 1.0. The resulting output was the SIMPL-T compiler written in CDC COMPASS (CDC assembly language). This version of the compiler may be run on the target machine. SIMPL-T is its input and it generates CDC COMPASS.

**Step 1.3 – CDC Run-Time Routines.** The necessary SIMPL-T compiler run-time support routines were written in CDC COMPASS. The run-time support routines include I/O, string, part-word, traceback, error handling, setup, and memory management routines (a complete list is given in Appendix A).

This is the beginning of Phase 2 (the CDC phase). The initiative now shifts to work on the target machine. All computing from this step on is accomplished on the CDC 6700, with no additional need for the host machine (exception noted later).

**Step 1.4 – Assembly and Load (on the CDC 6700).** Block 1.4 illustrates the actual installation of the new compiler on the target machine (the CDC 6700) for the first time. Installation involved the integration of the compiler written in COMPASS (block 1.2) with the necessary runtime routines (block 1.3). The details of this procedure follow.

The initial installation of the SIMPL-T compiler on the target machine was a more complicated procedure than the installation of the successive versions of the compiler (blocks 2.4, 3.4, and 4.4). This installation (of block 1.4) was complicated by the fact that the SIMPL-T compiler written in CDC COMPASS (block 1.2), as generated by the UNIVAC 1108, was not in a format compatible for input into the CDC 6700. Before the COMPASS output from the UNIVAC 1108 (hereafter referred to as the COMPASS file) could be assembled on the CDC 6700, it had to be converted from UNIVAC internal character code (ASCII) to CDC internal character code (display). To facilitate the conversion, a program was written for the UNIVAC 1108 to read the COMPASS file and produce a tape reorganizing the file into an acceptable format for the CDC 6700.
The resulting tape was physically carried to the target machine. It represented
the information of block 1.2 translated into a format acceptable to the CDC 6700.
In this form, the COMPASS version of the SIMPL-T compiler (block 1.2) was
assembled (block 1.4) to produce the relocatable CDC binary version of the
SIMPL-T compiler.

An essential aspect of the assembly procedure is the integration of the compiler
(1.2) with its necessary runtime support routines (1.3). In block 1.4, both were
combined on the binary level to produce a functional SIMPL-T compiler for the
CDC 6700 (block 2.0). The CDC SCOPE 3.3 operating system does not have a
standard loader which allows a user library like the SIMPL-T run-time library.
Therefore, the nonstandard LINK loader from New York University was used in this
capacity.

**Step 2.0 – Non-Overlaid CDC SIMPL-T Compiler.** The first SIMPL-T compiler
assembled on the target machine (block 2.0) was a non-overlaid version requiring
about 55,000 60-bit words of storage. Diagram 5 traces the procedure involved in
converting this compiler (block 2.0) to a fully overlaid version (block 3.0).

**Step 2.1 – CDC Overlay Structure.** The size (55K) of the non-overlaid version
(block 2.0) required more than half of the available user memory (about 100K) on
the CDC 6700. (Maximum memory size of the CDC 6700 computer is 131K
words.) In the CDC SCOPE 3.3 multiprogramming, multiprocessing operating system
turnaround time of a job is based upon a job’s memory usage, its CPU utilization
(execution time), and its external priority. The target site has elected to make
memory usage the primary consideration in determining job turnaround time.
Therefore, the SIMPL-T compiler in its non-overlaid version (a program requiring
more than half of the available user memory) would command a low priority in the
multiprogramming environment. Its turnaround time would be several hours,
disallowing the use of interactive programming. For these reasons, a more efficient
overlaid version of the compiler was sought.

Overlays in the CDC system must be called in as a part of the source program.
Therefore, the source program (block 2.1) was the object of modifications to effect
the desired overlay version of the compiler. Specifically, the main driving routine of
the SIMPL-T compiler (written in SIMPL-T) (block 1.1) was rewritten (block 2.1) to
call in the various desired overlays. The overlay structure used was similar to that
used on the UNIVAC 1108 version. The scanner, parser, code generator, error
handler, and cross reference generator each became an overlay call by the main
driving routine of the compiler. The symbol table along with the main driving
routine are in the root (resident) overlay.
**Step 2.2 – COMPASS for Overlay Version.** The new main driving routine with overlay calls was compiled by the non-overlaid SIMPL-T compiler. Note that this is the first time that a version of the SIMPL-T compiler has been used on the CDC 6700. The resulting output (block 2.2) is an overlaid COMPASS version of the SIMPL-T compiler written in COMPASS.

**Step 2.3 – Overlay Support Added.** A routine to interface SIMPL-T with the system overlay loader was added to the run-time support routines.

**Step 2.4 – Assembled and Load.** The COMPASS overlaid version was assembled and linked with the run-time routines.

**Step 3.0 – CDC SIMPL-T Compiler.** The SIMPL-T compiler produced by the step 2.4 required about 28K* core. This compiler could be run interactively, and batch turnaround time was below an hour. At this point (block 3.0), there existed a useful CDC SIMPL-T compiler. Only the lack of 60-bit constants remained a serious problem and the object of further modifications.

**Step 3.1.** As stated earlier, the SIMPL-T compiler checks the size of constants. The scanner portion of the SIMPL-T compiler written in SIMPL-T (blocks 1.1 and 2.1) had a check for 36-bit constants and the scanner itself used a 35-bit constant. This check was a carry-over from the UNIVAC 1108 version where it was necessary to insure that no constant would exceed the effective UNIVAC 1108 word size of 36 bits. However, on the CDC 6700, the greater word size allows for a 49-bit integer word and a 60-bit octal or binary word. The checks in the compiler that restricted the word size of constants to 36 bits were obsolete and inhibiting on the CDC machine. Changing the compiler's scanner to include a check procedure oriented to the CDC 6700, first required the generation of a compiler with no checking (4.0) which would allow for the assembly of a compiler with modified checking procedures (4.1).

Note that a modified compiler allowing a greater word length (60 bits) could not be assembled on the existing compiler because checking (block 3.0), as the mere introduction of the constant, would set the new limits (because said constant would exceed 36 bits) and would abort the compiling procedure. Therefore, the SIMPL-T version of the compiler was modified to allow no checking of constants (block 3.1).

*For size comparison only, CDC FORTRAN and COMPASS each take a minimum of 20K and COBOL about 24K.
Step 3.2 – COMPASS Version With No Checking for Constants. The SIMPL-T source, which would allow any size constants and did not contain any constants over 36 bits itself (block 3.1), was compiled by a previously generated compiler (block 3.0) and produced a COMPASS version (block 3.2).

Step 3.3 – CDC Runtime. No change was necessary.

Step 3.4 – Assemble and Load. The modified compiler (3.2) with no checking was installed on the CDC 6700, as were the run-time support routines (3.3).

Step 4.0 – CDC SIMPL-T Compiler Without Checking of Constants. This version of the compiler was only used to compile the succeeding version of the compiler which did checking for the CDC word length.

Step 4.1 – Modify Source to Allow 60-Bit Constants. The SIMPL-T version of the compiler was rewritten (block 4.1) to allow a checking procedure based on CDC’s hardware which supports 49-bit integers (48 bits plus 1 bit for sign). The reinstated checking procedure allowed a 48-bit integer constant and 60-bit octal or binary constants.

Step 4.2 – COMPASS with 60-Bit Constants. All the necessary changes had been made to the SIMPL-T source (4.1) to have a complete overlaid version of a CDC SIMPL-T compiler which supported the full-word size of the CDC computer (5.0). This source (4.1) was compiled and produced the final COMPASS version of the compiler (4.2).

Step 4.3 – CDC Runtime Routines. No changes were necessary.

Step 4.4 – Assemble and Load. The final compass version was assembled and linked with the run-time routines.

Step 5.0 – CDC SIMPL-T Compiler. The final compiler was a self-contained system capable of recompiling (4.1) and enhancing the compiler. The bootstrapping had generated a total of five compilers for the end purpose of developing the CDC version of the SIMPL-T compiler in its final state. This final compiler was functional on the CDC 6700 computer with overlay capabilities and support for the target machine’s greater word length.
DIFFICULTIES

Testing Problems

Overview. As expected, testing proved to be the most complex aspect of the project. Testing accounted for approximately 45 percent of the total project time. The testing would have been more efficient if better programs had been written for this purpose. In retrospect, better sample programs should have been designed to serve as tests and more time should have been allowed for this phase.

A bootstrapping project causes some subtle testing problems not found in other projects. The testing procedures must take into consideration the following constraints:

1. The run-time routines for the target machine are necessary in order to check out the target code generator (which is initially generated on the host machine).

2. The target compiler is needed (at some time or another) to check out the run-time routines.

If this sounds like the typical circular argument about chickens and eggs and first and last, then the reader has begun to appreciate the problem. If the code generator produces correct code the first time the code is executed on the target computer, and if at the same time the run-time routines (some are necessary in order to run any program on the target machine) are correct, then there is no problem. The project is complete and no testing is needed. Unfortunately, this is seldom the case.

As stated above, problems do occur. Because the coding is not perfect, there is the necessity for carefully structured testing procedures. The primary reason that the code generator and run-time routines must be correct (adequately tested) is that testing and correcting an error can require a great deal of time. Just determining what code (e.g., code generator, run-time routine, etc.) is causing a given problem can prove to be difficult. In this project, the fact that some of the test programs and parts of the SIMPL-T compiler (i.e., scanner and parser) were not familiar to the tester made the testing phase of paramount importance.

In order to give the reader the proper scope and depth of the testing phase, the events are described in their chronological sequence as attempted during this project. A standard approach was used for testing the code generator. However, the testing procedure used for the CDC run-time routines was more optimistic than the
standard approach (i.e., writing the run-time test routines in COMPASS). The optimistic approach assumed that the code produced would, in fact, be correct (or at least sufficient to make the initial testing possible). At the conclusion of this section, a discussion of other possible approaches will be presented.

Testing the Code Generator. A standard testing approach was used. About 40 SIMPL-T routines were written to test the code produced on the initial UNIVAC 1108 version of the modified code generator. The checking was done visually, and was very tedious. When an error was located, it frequently required the rerunning of the test cases. For this checking, a convenient CDC computer would have proved beneficial (as opposed to the 70-mile separation of computers in this project).

Testing the Run-time Routines. In order to check the CDC run-time routines (written in COMPASS), there must exist a calling routine (in this case, a program written specifically for testing purposes). This test program (calling routine) may either be written in SIMPL-T, compiled on the UNIVAC 1108 and run on the CDC 6700, or it may be written in COMPASS, assembled and run on the CDC 6700. Writing the test programs in SIMPL-T is the approach requiring the least effort.

A logical approach to testing was used in this project. The basic premise in this approach was that the untested code generator (only visually checked) on the UNIVAC 1108 must be capable of producing correct CDC COMPASS code. Once this premise is accepted, checking logic is as follows: each SIMPL-T test routine has the primary function to test a CDC run-time routine. If an error occurs, then it is logically assumed to be in the run-time routine. This approach minimizes the amount of time required to write test routines because they are written in SIMPL-T rather than COMPASS. An additional benefit is the fact that this method produces a set of test cases that can be used in testing modifications to this compiler and any other future bootstrapping projects involving this compiler (currently being used for bootstrapping SIMPL-T to the Nanodata QM-1). Also, this method allowed the tester to make use of test routines that were previously developed in the SIMPL-T language for the UNIVAC SIMPL-T compiler effort.

One disadvantage to this approach appears when an error is made in the code generator. In fact, an error in the code generator compounds the problem by requiring debugging both the code generator and the run-time routine at the same time. Another disadvantage in using this method (of particular significance in this project) is the difficulty in tailoring the test program to isolate a run-time routine error. This difficulty arises because the change of even one line of code in the
SIMPL-T program may require returning to the UNIVAC 1108 computer, making the change, recompiling, and then repeating the run on the CDC 6700. Once again, the distance between the host and target machine used in this project proved to be bothersome and time-consuming. The COMPASS version of the SIMPL-T program could be modified by using the CDC INTERCOM (interactive editor) system program to change or add new COMPASS statements to the test program, because COMPASS rather than machine language was used.

If a standard approach had been selected (as was selected in the original UNIVAC 1108 bootstrapping project), COMPASS would have been used to write the testing programs. The advantage in this method of operation lies in the fact that COMPASS does not require the use of the SIMPL-T compiler; therefore, the run-time routine may be carefully tested before any compiler generated code is run. An additional advantage lies in the fact that work could be apportioned between groups or locations. For example, Group A could be working on the code generator on the host machine while Group B worked on run-time routines on the target machine.

The one serious drawback to this approach is the complexity of writing test cases in COMPASS instead of writing them in SIMPL-T. The division of work responsibility among groups would have the disadvantage of increasing the number of man-hours spent on the project. (Intercommunication, low-level programming, and some redundant effort would affect this condition.) The fact that the test programs would have only minimal potential in checking future efforts should also be considered a drawback to this programming approach.

The decision to write the test programs in SIMPL-T can be summarized in the following three justifications:

1. There was no redundancy in coding or designing test routines, therefore leading to greater efficiency. Routines could be used later. High level language could be used throughout debugging routines.

2. The target language being produced by the modified SIMPL-T code generator was COMPASS and could, therefore, be modified (using interactive computing) to correct a minor code generator error or could be changed to a slightly different test case.

3. Since one person was working on the project, there was no need to partition the project into two parts (one for the host and one for the target sites), as in the traditional approach.
Once the decision was made to use SIMPL-T, the following approach was used. A group of about 20 SIMPL-T test programs was written to check the CDC run-time routines. First, the test cases were run on the 1108 SIMPL-T system, and the answers were saved for further comparison. Then, the programs were compiled on the modified code generator version and the resulting COMPASS was run on the CDC system. A visual comparison of the outputs (UNIVAC 1108 and CDC 6700) was made. Any differences were accounted for and corrected. The types of problems that could (and did) occur were: (1) error in the UNIVAC 1108 SIMPL-T system; (2) error in the code generator; (3) differences in word sizes; (4) differences in routine implementation due to imprecise SIMPL-T language definitions; (5) error in the CDC SIMPL-T runtime routine; and (6) error or failure (software or hardware) of either computer system.

**Testing the Combined CDC Compiler and the Run-Time Routines.** After all the CDC run-time routines were checked and corrected in the above manner, about 20 test programs (fortunately available from the UNIVAC 1108 SIMPL-T compiler effort) were first run on the UNIVAC 1108 system and compiled, and the COMPASS was run on the CDC systems. Again, any differences between the UNIVAC 1108 answers were resolved.

The final test program was the SIMPL-T compiler itself. The compiler consisted of about 6000 SIMPL-T statements and produced about 100,000 lines of COMPASS. The COMPASS was assembled and run. Four errors were found: two errors in the code generator and two in the run-time routines (see Error Analysis Section). Finding these errors required a great deal of time due to their complexity and lack of detailed knowledge of the scanner and parser. The two code generator problems were corrected by editing the COMPASS. Therefore, there was no need to recompile the UNIVAC 1108 system. Once the two run-time routine errors were isolated and corrected, the compiler could recompile itself.

**Absolute Problems**

In this project, as with any project, problems developed that were inherent in the project and therefore unavoidable. Although some time was spent in attempting to overcome these difficulties, some could not be resolved. This section will illustrate these absolute problems.

The major problem grew out of the unavoidable fact that the project required 60-bit word size arithmetic, and the UNIVAC was designed to handle a maximum of 36-bit word size arithmetic. The fixed-length word size-dependent arithmetic of
the UNIVAC necessitated the generation of two extra versions of the SIMPL-T compiler in order to accomplish the bootstrapping operation. A SNOBOL approach was originally believed to be the solution to this problem. However, although theoretically possible, SNOBOL proved (at least the available version) to also be limited to 36-bit word size arithmetic. Without an adequate 60-bit version, the only advantage offered by SNOBOL would have been in allowing the project to be bootstrapping using only the CDC 6700. This would in no way solve the word size dilemma. No other logical alternative (except radically modifying the SIMPL-T version of the UNIVAC 1108 compiler) presented itself.

An important aspect that the above arithmetic problem presented during this project was that it proved far more difficult to move from a smaller word size machine to a larger word size machine than it would have been to accomplish the bootstrapping from the larger to the smaller. Because the compiler was implemented to support integers only at the word size of the host machine, the target machine with a larger word size than the host compiler cannot allow the larger constants (for example a 59-bit constant could not be used on the UNIVAC 1108 SIMPL-T compiler).

The fact that the arithmetic of the computers was one's complement simplified the conversion effort. That is, the internal representation of integers up to the word size of the host machine (up to 36 bits) was bit for bit compatible with the CDC integer. However, if the target machine were two's complement, extra checking and conversion would have been needed to convert from one's complement to two's complement.

Character sets are traditionally a problem in bootstrapping. In this project, the SIMPL-T compiler on the UNIVAC 1108 used 8-bit ASCII internal code and the CDC 6700 used a 6-bit display code. The compiler only required two characters which did not exist in the 6-bit code, and the compiler did not use all of the display code characters. This permitted a mapping of the 8-bit ASCII code into the 6-bit display code. The only drawback with this character set mapping was that the SIMPL-T compiler assumed that ASCII was being used. For example, the scanner used an ASCII hash coded symbol table. This forced the CDC version of the compiler to go through an extra conversion (display code to ASCII).

The primitive CDC instruction repertoire is the basis for the third problem. For the most part, the computer must execute more instructions to implement an algorithm on the CDC 6700 system than on any other computer of this class. For example, there are no character instructions and no indirect addressing on the CDC machine. There is no way to overcome this problem.
The final problem stemmed from the distance involved between the host and the target computers. Visual checking of the code produced by the UNIVAC 1108 was required, rather than checking by running test cases directly on the CDC machine. The most logical solution would be to establish a terminal to allow access to either one or both computers; however, the limited scope of this project made this solution impractical.

Enhancements

The parser in the original version of the UNIVAC 1108 compiler was simplified. The parser required the code generator to be more complex than necessary due to the failure of the parser to identify on which side of the assign statement the part string/part word operators occurred. This deficiency of the parser required the CDC version of the code generator to save all of the part string/part word operators until the assignment statement was read.

Note that after the completion of the CDC code generator, this deficiency of the parser was corrected in the original UNIVAC 1108 compiler. Consequently, the modified code generator (as written before the change for this project) performs extra checks to compensate for a deficiency that no longer exists in the parser of the original compiler.

Knowledge of this type of temporary space is needed by the code generator. For simplicity, the parser was changed to indicate the type of temporary, as part of the internal language, used by the compiler. Otherwise, determination of the type of temporary would have come from consideration of the operands or operation code.

Mendable Problems

As previously mentioned, the word size difference between the UNIVAC 1108 and the CDC 6700 computers caused problems. The SIMPL-T compiler was designed to be transportable to machines of smaller word size (including mini computer and ASCII-oriented machines). Hence, moving to a machine with a larger word size caused some special problems. Often the larger word size of the CDC was not fully utilized. For example, the SIMPL-T compiler symbol table used only the right 32 bits of the CDC's 60-bit word size capability. One way to improve on the word size would be by redefining the macros that access the compiler symbol table to use 48 of the 60 bits. Some investigations have been conducted along this line; and,
preliminary study has indicated that this method is feasible. However, problems seem likely to develop because not all routines use consistent access methods.

The part-word operators allow accessing of bit fields within a word. The SIMPL-T language defines the left-most bit (the sign bit) as bit number zero. This by itself would cause portability problems because a SIMPL-T program referencing bit zero would refer to an entirely different bit. For example, bit zero in the UNIVAC is $2^{35}$ and in the CDC bit zero is $2^{59}$. As stated earlier, macros were redefined in this project. A transportable notation having the bits numbered in the opposite manner would have been beneficial. For example, zero would be $2^0$ and bit 35 would be $2^{35}$. This would save time and improve portability.

**General Bootstrapping Problems**

This section will deal with the problems that the writer has learned to expect in any bootstrapping procedure. The problems and observations involve the development of the program from the UNIVAC to the CDC.

**UNIVAC Problems.**

1. Difficulty arose due to a lack of adequate documentation of the parser and scanner. The minimal documentation required an extra time expenditure in order to obtain the necessary basic understanding of these two parts of the compiler before writing the new code generator.

2. Work on the CDC code generator required interfacing with the other parts of the compiler (scanner and parser). The parser and scanner were being rewritten and improved at the same time the code generator was being written. Unfortunately, this caused some hindrance in the testing of the new code generator. (For example, some external and entry point names originally used in the scanner and parser were changed, causing the termination of the testing procedure of the code generator until the new names were discovered.)

3. An unanticipated overflow of the compiler tables necessitated a reorganization of the code generator into three separately compiled modules. This problem of reorganization could have been avoided if compiler table overflow had been foreseen.
CDC Problems.

1. Initially, the compiler would run on the CDC 6700 under the SCOPE 3.3 system and, later, on the SCOPE 3.4 system. Detailed knowledge of the CDC systems and computer hardware was needed. One of the more difficult problems that arose included designing a run-time environment that would be efficient and would interface with CDC COMPASS and FORTRAN.

2. Input/Output and run-time error recovery required precise knowledge of interfacing with the CDC operating system. More difficulty arose in analyzing the operating system at the technical level than in implementing the necessary interfacing.

CDC RUN-TIME LIBRARY

CDC support required the most effort of any one area of the project. The major reason was the use of COMPASS as the programming language. COMPASS appeared to be the only reasonable language in which to write most of the run-time routines. Some of them could have been written in SIMPL-T, but this would have required that the compiler produce correct code before the run-time routine could be used. Perhaps if the project were to be done again, more time could be spent in investigating the language (especially modification of SIMPL-T) for run-time routines. A complete summary of the routines that were written is given in Appendix A. The following is a brief overview of the number of routines written: compiler intrinsic routines (33); UNIVAC system routines (2); and SIMPL-T program control, error handling, and basic I/O routines (27).

IMPLEMENTATION RESTRICTIONS

Even though the writing of a basic nonoptimized code generator was chosen as the alternative to the more complicated optimized version, the rewriting and modification of the code generator for the SIMPL-T compiler were further simplified by the following restrictions:

1. Case statements were not limited in range in the UNIVAC 1108 version, causing the dilemma of whether to build a jump table or use a list. Given the alternative of limiting the case statement range or incorporating a
sophisticated decision making algorithm into the code generator, the
decision was made to limit the case statement selector range from 0 to 99
in the CDC version. Therefore, a jump table was very easily implemented.

2. The SIMPL-T language has no restriction on the number of actual
parameters. The UNIVAC 1108 code generators used a linked list within
the newly available locations of the symbol table. The UNIVAC 1108
approach required routines for allocating and deallocating this space. In
rewriting the code-generator, this approach was simplified by restricting the
number of actual parameters (20). This restriction allowed the use of
normal SIMPL-T recursive procedures coupled with a local array that
contained the actual parameters for the appropriate call statement.

STATISTICS OF PROJECT

DEFINITIONS OF TERMS

Detailed timing information was kept on a daily basis for each component of
the project. Difficulties occurred in trying to define discrete components (e.g.,
design, code, and checkout) and in being able to break down the time expenditures
of each day into these categories. The terminology involved for this portion of the
project is not standardized; therefore, the discrete categories decided upon are listed
and defined below:

DISCUSSION Discussing global aspects of project and method used to
develop the SIMPL-T UNIVAC 1108 compiler

BACKGROUND Researching reference material; writing and running special
purpose programs to display the internal workings of the
compiler (on the UNIVAC 1108); getting the necessary
background knowledge and studying source listings for the
scanner and parser

DESIGN Designing; flow charting; outlining

REDESIGN Redesigning a part of the project because the initial design
was incomplete
CODE Writing on coding sheets; including some minor designing
CHECK Visually checking logic of code; desk checking
DEBUG Detecting, locating, isolating, and eliminating mistakes, malfunctions, or faults
TEST Writing or running test cases; visually analyzing the results
KEYPUNCH Keypunching or entering code into a terminal
SETUP Preparing files, tapes, and jobs; creating bootstrap tapes on the UNIVAC 1108 and transporting them into the CDC file system
SYSTEM CHANGES Making changes required by external operating system or compiler changes
SYSTEM PROBLEMS Making corrections or redoing work as a result of a system malfunction (software or hardware)

The project was separated into two parts; the UNIVAC phase and CDC phase. Each of these two phases was divided into the twelve different components previously defined. The components were also grouped together to give percentages for the general areas of (1) designing (discussion, background, design, and redesign), (2) coding (code), (3) testing (checking, debugging, and testing), and (4) miscellaneous (keypunch, setup, system changes, and system problems).

The figures below represent work on the project over 9 calendar months (150 days or 746 hr). Only pure work hours are considered; that is, only time spent on the project.

UNIVAC PHASE OF PROJECT

The UNIVAC phase involved the general design of the code generator, the design of the CDC run-time environment, and the coding and check out on the UNIVAC 1108 of the CDC code generator. Table 1 contains the hours, percentages, and group totals for this first phase.
Table 1. Part 1 – UNIVAC Phase of Project

<table>
<thead>
<tr>
<th>Group</th>
<th>Hours</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group 1 – DESIGNING</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussion</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>Background</td>
<td>43</td>
<td>12</td>
</tr>
<tr>
<td>Design</td>
<td>34</td>
<td>10</td>
</tr>
<tr>
<td>Redesign</td>
<td>18</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>108</td>
<td>31</td>
</tr>
<tr>
<td><strong>Group 2 – CODING</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Code</td>
<td>59</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>59</td>
<td>17</td>
</tr>
<tr>
<td><strong>Group 3 – TESTING</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Check</td>
<td>22</td>
<td>6</td>
</tr>
<tr>
<td>Debug</td>
<td>37</td>
<td>10</td>
</tr>
<tr>
<td>Test</td>
<td>80</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>139</td>
<td>39</td>
</tr>
<tr>
<td><strong>Group 4 – MISCELLANEOUS</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Punch</td>
<td>17</td>
<td>5</td>
</tr>
<tr>
<td>Setup</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>System Changes</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>System Problems</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>47</td>
<td>13</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td>353</td>
<td>100</td>
</tr>
</tbody>
</table>
Note that the design percentage of the UNIVAC phase was kept to a minimum due to the use of a nonoptimized code generator. If the more sophisticated optimized code generator for the UNIVAC 1108 had been written, it would have required much more design time, perhaps 50 percent of the total work time on the UNIVAC Phase, as opposed to the actual 31 percent for this project.

**CDC PHASE OF PROJECT**

The CDC phase involved the design, the coding, and the testing of many (about 50) fairly independent and normally small run-time routines. In addition, the final testing and bootstrapping of the compiler was done in this phase. Table 2 contains the hours, percentages, and group totals for this second phase of the project.

**ENTIRE PROJECT**

Before looking at the figures for the project as a whole, some comparison and discussion should be made about the percentages for each of the two phases:

<table>
<thead>
<tr>
<th>Phase</th>
<th>Designing</th>
<th>Coding</th>
<th>Testing</th>
<th>Miscellaneous</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (UNIVAC)</td>
<td>31</td>
<td>17</td>
<td>39</td>
<td>13</td>
</tr>
<tr>
<td>2 (CDC)</td>
<td>14</td>
<td>29</td>
<td>50</td>
<td>7</td>
</tr>
</tbody>
</table>

The differences in the designing percentages are not surprising, as the second phase required very little time to design the single function, well-defined run-time routines.

Both the coding and testing for the CDC phase were greater than for the UNIVAC phase, due to the large number of small run-time routines that needed to be written and checked. Most of the difference in the miscellaneous group can be explained by the fact that professional keypunching services were not available at the UNIVAC site. Therefore, the programmer had to type the routines in at a terminal. However, this did allow on-the-spot corrections. Conversely, perhaps a little more coding time was taken in the CDC phase because of the use of coding forms and a more rigid format.

Table 3 has the combined figures for the project as a whole. Again, the designing percentage (22 percent) is probably a minimum figure. Also, 23 percent
Table 2. Part 2 – CDC Phase of Project

<table>
<thead>
<tr>
<th>Group</th>
<th>Hours</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group 1 – DESIGNING</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussion</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>Background</td>
<td>33</td>
<td>8</td>
</tr>
<tr>
<td>Design</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>Redesign</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>56</td>
<td>14</td>
</tr>
<tr>
<td><strong>Group 2 – CODING</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Code</td>
<td>114</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>114</td>
<td>29</td>
</tr>
<tr>
<td><strong>Group 3 – TESTING</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Check</td>
<td>22</td>
<td>6</td>
</tr>
<tr>
<td>Debug</td>
<td>48</td>
<td>12</td>
</tr>
<tr>
<td>Test</td>
<td>125</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>195</td>
<td>50</td>
</tr>
<tr>
<td><strong>Group 4 – MISCELLANEOUS</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Punch</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Setup</td>
<td>24</td>
<td>6</td>
</tr>
<tr>
<td>System Changes</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>System Problems</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>7</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td>393</td>
<td>100</td>
</tr>
</tbody>
</table>
Table 3. Totals for Project

<table>
<thead>
<tr>
<th></th>
<th>Hours</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group 1 – DESIGNING</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussion</td>
<td>24</td>
<td>3</td>
</tr>
<tr>
<td>Background</td>
<td>76</td>
<td>10</td>
</tr>
<tr>
<td>Design</td>
<td>46</td>
<td>6</td>
</tr>
<tr>
<td>Redesign</td>
<td>18</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>164</td>
<td>22</td>
</tr>
<tr>
<td><strong>Group 2 – CODING</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Code</td>
<td>173</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>173</td>
<td>23</td>
</tr>
<tr>
<td><strong>Group 3 – TESTING</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Check</td>
<td>44</td>
<td>6</td>
</tr>
<tr>
<td>Debug</td>
<td>85</td>
<td>11</td>
</tr>
<tr>
<td>Test</td>
<td>205</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>334</td>
<td>45</td>
</tr>
<tr>
<td><strong>Group 4 – MISCELLANEOUS</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Punch</td>
<td>17</td>
<td>2</td>
</tr>
<tr>
<td>Setup</td>
<td>32</td>
<td>4</td>
</tr>
<tr>
<td>System Changes</td>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td>System Problems</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>10</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td>746</td>
<td>100</td>
</tr>
</tbody>
</table>
for coding is probably a maximum for a project of this type. The testing percentage is about right, and 10 percent for mundane tasks and outside problems is not unusual.

An interesting observation made in the light of the percentages of Table 3 is a consideration of how these percentages would have been effected if the more sophisticated, optimized code generator had been written for the UNIVAC phase. Note that the design percentage for this project was kept to a minimum, as stated above, due to the straight forward, simple nature of the code generator, run-time, and bootstrapping procedures chosen. However, if an optimized code generator that produced relocatable code were written for the UNIVAC phase, then the designing for the entire project would have approached 35 percent, with the other areas being changed to 15 percent for coding, 40 percent for testing, and 10 percent for miscellaneous.

PRODUCTIVITY

Productivity is normally given in lines per man-year, sometimes words per man-year. Units like these are very ambiguous and, therefore, must be qualified. For this project, the following items should be considered:

1. The level of optimization desired. (Some code would have to be discarded before an optimized production system could be produced.)

2. The background of the implementor and programmer environment (timesharing, part-time, one person, etc.).

3. The language(s) being used and the type of problem being programmed.

4. The origin of the code. (For this program, all of the code was written from scratch, not borrowed from existing sources.)

5. The amount of formal specifications and documentation desired. (Here, minimum.)

Brooks\textsuperscript{10} appears to draw the conclusion that programmers produce a fixed number of statements per year regardless of the language. On the surface, this statement appears invalid for this project (compare line 1 with line 3 in Table 4: 22 vs 70 statements/day); in fact, two considerations cloud the issue:
1. This project used a computer with a primitive instruction set (CDC 6700). In the CDC 6700, for example, three instructions are necessary to transfer data from one memory location to another.

2. The second part of this project was composed of less complicated tasks than the first part. For example, there were 60 small, self-contained routines written for part 2, as opposed to the one more complex code generator written for part 1.

Table 4. Productivity

<table>
<thead>
<tr>
<th>Source</th>
<th>Statements Language</th>
<th>Statements Language</th>
<th>Statements/</th>
<th>Statements/</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part 1</td>
<td>SIMPL-T</td>
<td>SIMPL-T</td>
<td>1000*</td>
<td>1700</td>
</tr>
<tr>
<td></td>
<td>1000*</td>
<td>1700</td>
<td>9536</td>
<td>353</td>
</tr>
<tr>
<td></td>
<td>SIMPL-T</td>
<td>COMPASS</td>
<td>18606</td>
<td>20007</td>
</tr>
<tr>
<td></td>
<td>18606</td>
<td>20007</td>
<td>9536</td>
<td>353</td>
</tr>
<tr>
<td>Part 2</td>
<td>COMPASS</td>
<td>COMPASS</td>
<td>3500</td>
<td>5100</td>
</tr>
<tr>
<td></td>
<td>3500</td>
<td>5100</td>
<td>3836</td>
<td>393</td>
</tr>
</tbody>
</table>

Where:

Statements – Include only lines with executable statements (no comment lines, no declarations, and no initialization; and, includes only statements contained in the code statements) written for the code generator and CDC run-time routines (no statements from test cases).

Lines – Includes comments, declarations, etc.

Words – CDC 60-bit words (include data storage).

Hours – Total project hours – includes time spent on all aspects of the project and all 12 components considered earlier in the separate time estimates. (See Tables 1, 2, and 3).

*The SIMPL-T code generator produced COMPASS statements. These COMPASS statements (produced by the 1000 SIMPL-T source statements) are described by the second line of this table. The statistics here are a function of the quality of the code generator and the machine instruction set of the CDC 6700.

Another statement that Brooks makes (confirmed in this project) is: “Programming productivity may be increased as much as five times when a suitable high level language is used.” The comparison of line 2 in Table 4 (424 statements/day), which is the number of COMPASS statements produced per
day by the 1000 SIMPL-T statements, with line 3 (70 statements/day), programming
directly in COMPASS, indicates a ratio of 6:1. Of course, other items must be
considered in evaluating this ratio (e.g., quality of the code generator). Nevertheless,
the use of a higher order language does greatly improve programming productivity.
Brooks, when discussing productivity, mentions four studies: OS/360's data – 2000
to 3000 instructions/yr; Aron's data – 2500* instructions/yr; Harr's data – 2230
words/yr; and Corbato's data – 1200 PL/I lines/yr. For this project, the productivity
was about 5000 SIMPL-T statements and about 17,500 COMPASS statements/yr. The
project figures range from two to eight times that of the above studies. Therefore,
with a lot of assumptions, one could estimate that structured programming might
improve a programmer's productivity by about 100 percent.

ACTUAL TIME VS ESTIMATED TIME

As the data in Table 5 indicate, the initial estimations for time were, on the
average, about 17 percent low.

<table>
<thead>
<tr>
<th>UNIVAC PHASE</th>
<th>Hours</th>
<th></th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimated</td>
<td>Actual</td>
<td>Difference</td>
</tr>
<tr>
<td>Background and Design</td>
<td>160*</td>
<td>108</td>
<td>-32</td>
</tr>
<tr>
<td>Code Generator</td>
<td>160</td>
<td>245</td>
<td>+53</td>
</tr>
<tr>
<td></td>
<td>320</td>
<td>353</td>
<td>+10</td>
</tr>
<tr>
<td>CDC PHASE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDC Runtime Routines</td>
<td>160</td>
<td>192</td>
<td>+20</td>
</tr>
<tr>
<td>Testing</td>
<td>160</td>
<td>201</td>
<td>+26</td>
</tr>
<tr>
<td></td>
<td>320</td>
<td>393</td>
<td>+23</td>
</tr>
<tr>
<td>Total</td>
<td>640</td>
<td>746</td>
<td>+17</td>
</tr>
</tbody>
</table>

*One man-month was the estimate.
1 man-month = 8 hr × 20 days = 160 hr

5000: some interactions (no testing) / 2 = 2500 including testing.
UNIVAC Phase, Background, and Design. Researching and designing the modified code generator (for the UNIVAC 1108) took considerably less time than originally estimated (32 percent less time). The assumption was made that the interfacing of the new code generator would require a substantial effort since there was very little documentation to the contrary. In reality, the opposite proved true. The code used in the UNIVAC SIMPL-T compiler was straightforward and easily comprehensible. The approach of using CDC COMPASS in a nonoptimized code generator minimized the effort needed to complete the project.

UNIVAC Phase, Code Generator. The time spent in writing and in checking the code generator exceeded the original estimate by 53 percent. The coding step proved to occupy a relatively minimal amount of time, while the greatest amount of time was spent in checking the code produced by the code generator. Extra time was spent in an effort to improve this phase of the project. In spite of the procedures described below, a better approach for writing and checking the code generator could be developed.

One factor in the original underestimate was the physical location of the two computers. The 70-mi difference in machine location required a day’s traveling time between assembling, running, and verifying the code produced. This procedure proved impractical.

An attempt was then made to minimize the errors in the code generator by “desk” checking or visually checking the code generator. This approach was only moderately successful. With only one person working on the program, it was highly possible to consistently overlook a logical error. Although a structured programming language was used (SIMPL-T), and no procedure was more than 50 lines of code (one exception), the programmer was “blind” to certain minor errors that would have been caught if the program were set aside for a period of time or examined by another person.

The primitive target machine caused the generation of a high number of machine statements for each high level SIMPL-T statement. Each of these had to be checked visually; and when corrections were made to the code generator, each test program had to be rerun. Since 40 test problems were used, this approach required an inordinate amount of man-hours.

An estimated five logic errors were detected during the visual checking of the code generator itself (written in SIMPL-T) and its output (COMPASS). Most of these errors occurred in special case situations (see the Error Analysis section for a further discussion.) Approximately 10 mundane errors occurred in 1000 statements.
**CDC Phase, CDC Run-Time Routines.** More run-time routines were needed than originally estimated, and debugging and error recovery routines were needed to aid in checkout of the run-time routines. An example of a routine added to the basic routines was “trace back.” On an error, “trace back” lists information about the SIMPL-T routines that were invoked before the error occurred.

Originally overlooked was the necessity of making the CDC compiler more compatible with the CDC operating system. For example, overlay capability, dynamic file capability, and system communication enhanced the compiler.

This phase dealt solely with the designing and writing of the CDC run-time routines. All information concerning the use of the routines in providing testing for the code generator will be dealt with in the testing phase.

The designing and writing of the run-time routines took 20 percent more time than anticipated. Approximately 60 routines had to be written. They were fairly independent. A conventional technique (i.e., simple flow charts) and a more modern technique were both used to design routines.

Approximately 50 percent of the COMPASS run-time routines in this experiment were designed with each approach. In the more modern technique, even though COMPASS was being used, the program was first written (but not compiled) in a modified SIMPL-T. In other words, SIMPL-T was being used as a “design language”\(^\text{11}\) or “description language.”\(^\text{12}\) It was found that the design language approach provided a more logical procedure than the conventional approach, as it allows the designer to concentrate at the functional level (control flow level) without having to worry about the implementation level.

Fifty errors occurred (10 of which were logical and 40 mundane) in writing the run-time routines. Only three logical errors and 15 mundane errors occurred when the more modern technique of first writing in a design language was used. These figures indicate that the likelihood of an error decreased with the design language approach. The amount of time required to write routines was approximately the same regardless of the method used.

**CDC Phase, Testing.** There was a +26-percent difference in actual testing time compared to the original projection. A detailed explanation of the reasons behind the overrun is included in the Testing Problems section of this report.
ERROR ANALYSIS

This project involved three testing sections. The first testing was that of the code generator: 15 errors occurred in this phase. The second section tested was the CDC run-time routines: 50 errors occurred in this phase. The final testing involved the integrated project (installing the CDC version of SIMPL-T compiler as produced on the UNIVAC 1108 cross compiler); four errors arose in this phase. The following section will deal with explanations of the errors and possible solutions to the problem.

Analysis of Code Generator Errors. Five logical and 10 mundane errors occurred in this section. Most of the mundane errors were the result of the programmer using the wrong variables, although some mundane errors occurred when logical errors were corrected. The logical errors occurred from lack of adequate time spent on analyzing the design of the code generator. These logical errors occurred in fairly unique situations. For example, errors occurred when two of the many possible ways a formal parameter could be passed as an actual parameter were overlooked. Therefore, errors would have decreased if more time were spent in designing the code generator and if another person was available to check the design.

Analysis of Run-Time Routine Errors. A surprisingly large number of errors occurred in the run-time routines (40 mundane and 10 logical). Several of the mundane errors were of a bookkeeping nature (e.g., destroying the register, using the wrong register, forgetting a necessary operator, etc.). Most of the errors of this type are not unfamiliar to assembly language programming. Other mundane errors were due to incorrect instruction sequences. More familiarity with the hardware should decrease errors of this nature. The logical errors occurred in two areas: writing string package routines and the I/O area. Because the strings were stored 10 characters/word, the algorithm for handling the strings had to consider many boundary conditions. Some boundary conditions were overlooked. An attempt to minimize and to share code caused minor interconnection problems. The logical errors in the I/O section were due to a lack of understanding of the operating system I/O macros. Most of the problems in this section developed from lack of familiarity of programming at the assembly language level.

Analysis of Integration Errors. In spite of the fact that the first two sections of the project were checked out and thought to be correct, four errors (two in the code generator and two in the run-time routines) developed when the programs were integrated. The first error in the code generator was the result of an error in the algorithm for calculating the address of one element in a string array. This error
would only occur when involved with more than 10 characters in an element, and the element being initialized to a string of more than 10 characters. The second error involved passing an externally defined file name to a called routine. Both of these code generator errors could have been caught with better design of the code generator or more complete test routines.

The first run-time error occurred in the part string operator routine when a null-string should have been returned but was not returned by the run-time routine. This error was the result of poor documentation on treating nonfatal errors. None of the previous test cases had presented this problem. Once discovered, this error was easily repaired. The second error occurred in passing a string (by value), where the string was defined as a larger size than the current size. The run-time routines contained an error that would not allow the string to be expanded by the called routine. This particular error had not previously appeared in the test routines and, once isolated, was easily corrected.

An analysis of the error pattern points to the following observations:

1. Additional personnel should review the programs.
2. Better test cases should be written.
3. Logical errors usually occur in specialized situations.
4. Detailed knowledge of the system in use is a necessity.
5. Detailed language documentation which includes all special cases (e.g., error conditions) is essential.

**Summary of Errors.** Table 6 gives the errors involved in the testing of phases 1 and 2. There were also four errors found in the final integration testing of phases 1 and 2. It is interesting to note that the ratio of statements written to errors made (this includes only errors found, of course) appears to be relatively independent of the source language programmed in (i.e., there was one error/67 SIMPL-T statements and one error/70 COMPASS statements). If this can be shown to be consistent for individual programmers, one could show that the use of a high-order language reduces the words of storage generated per error ratio, just as it increases productivity (i.e., in this case, 636 words/error for SIMPL-T generated code vs 77 words/error for COMPASS generated code). Of course, this ratio cannot be taken too literally as a more efficient compiler should reduce the total number of words of COMPASS code generated by the CDC SIMPL-T compiler.
Table 6. Errors

<table>
<thead>
<tr>
<th>Source Language</th>
<th>Statements</th>
<th>Words</th>
<th>Errors</th>
<th>Statement/Errors</th>
<th>Word/Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIMPL-T</td>
<td>1000</td>
<td>9536</td>
<td>15</td>
<td>67</td>
<td>636</td>
</tr>
<tr>
<td>COMPASS</td>
<td>3500</td>
<td>3836</td>
<td>50</td>
<td>70</td>
<td>77</td>
</tr>
</tbody>
</table>

**SUMMARY AND CONCLUSIONS**

This project proves that a transportable compiler can be bootstrapped from one computer to another computer in a reasonable amount of time (4 to 5 man-months).

Selecting a nonoptimizing code generator and using assembly language for the target language can minimize the time required on the host computer. Assembly language also allows more flexibility in debugging the initial modified code generator on both the host and target computers.

Time estimates as described by Brooks\(^8\) state that coding should require 17 percent, design about 33 percent, and testing and integration 50 percent of the total project time. This project, with designing and coding requiring about 23 percent of the project time and testing requiring about 45 percent, would seem to support these findings if the following two items are considered:

1. This project required a minimum amount of design time.
2. It required a significant amount of coding in comparison to the design time.

Mills\(^12\) has developed an approach that devotes 5 to 10 percent of the work time for coding, a large percentage in designing, a large percentage in "desk" checking (walk-throughs), and only a small percentage for testing. He maintains that a group of three people should visually verify the code to be correct before testing on the computer. This concept was applied by visually checking the SIMPL-T source for the code generator in this project. It was found that extensive visual checking for correct code did expedite the project. However, since only one person was checking the code, more errors occurred than should with a group of three. The visual checking approach should definitely be given more study.
The use of structured programming aided the programming effort by allowing a more modular and refined approach than had previously been found in languages like FORTRAN. Productivity was improved by an estimated 100 percent by using a structured approach. Also, using a high-order language improves productivity by about 600 percent. Describing the program in a programming description language appears to aid the programmer in conceptualizing the problem before he has to be concerned with the actual implementation details.

Brooks\textsuperscript{10} points out that estimates made by programmers tended to be off by 100 percent. The fact that this project was only 17 percent off can be explained by the fact that most projects are not as clearly defined as was this one.
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APPENDIX A

CDC RUN-TIME SUPPORT RUTINES
INTRINSIC ROUTINES

ABORT ABORT SIMPL-T
CHARF Convert to character
CHARVAL Convert integer to ASCII character
DIGIT Test Character for 0 to 9
DIGITS Test string for all 0 to 9
ENDFILE Write end of file
EOI* Test for end of file (Read)
EOIC Test for end of file (ReadC)
EOIF Test for end of file (ReadF)
INTVAL ASCII integer value of character
INTF Convert to INT
LENGTH Length of string
LETTER Test for character A to Z
LETTERS Test string for all A to Z
MATCH Match a string to another
PACK Character array to string
READ* Free format read
READC Read a card

*Not supported
READF  Read a file
REWIND Rewind file
STRINGF Convert to string
TRIM Discard trailing blanks
UNPACK String to character array
WRITE Free format write
WRITEF Write file
WRITEL Write line

OPERATOR ROUTINES

PARTOPS Part word operator
STASSGS String assignment
STBRELS String relationals
STCONCS String concatenate
STSUBSS Substring operator

RUN-TIME ENVIRONMENT SUPPORT ROUTINES

GETMEMS Get more memory
PROCENS Procedure entry
PROCEXS Procedure exit
STARUPS  Start up SIMPL-T program
STALOC$  Stack allocator
STCOPYS  Copy string to stack
STFREE$  Free string temporary

OPERATING SYSTEM INTERFACE ROUTINES

CLOCK    Return clock time
DATE     Return date
CLOSE$$  Close file
DEMANDS  Return 0 if BATCH job
FLUSHBS  Flush all BUFFERS
MTRREQ$  Request monitor function
OPENF$$  Open file
OVRLAYS  Call in overlay
Q8NTRY   Initialize file tables
READC$$  Read a card (one BUFFER)
READF$$  Read a file (one BUFFER)
REMARKS  Write to dayfile
RETURNS  Release file
TIME     Return execution time
WRITEC$  Write coded file
WRITEF$  Write file (BINARY)
WRITEL$  Write line to output file

INTERNAL CONVERSION ROUTINES

CHAOUS$  Character array to output file
INTCHAS$  Integer to character array
OCT20$$  Convert word to 20 octal characters

ERROR HANDLING AND DEBUGGING

ABORTMS$  Write message and ABORT job
ERALOC$  Array location error
ERCASE$  Case statement error
RPRIVES$  Error recovery
TRBACK$  Trace back

UNIVAC SYSTEM ROUTINES USED IN THE COMPILER

$SIGNON  Date and clock time
$TIMER  Elapse time
### ADDITIONAL I/O ROUTINES

<table>
<thead>
<tr>
<th>Routine</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EOICF</td>
<td>End of coded file (READCF)</td>
</tr>
<tr>
<td>READCF</td>
<td>Read coded file</td>
</tr>
<tr>
<td>WRDATA</td>
<td>Write to output</td>
</tr>
<tr>
<td>WREND</td>
<td>Write end of file on output</td>
</tr>
</tbody>
</table>