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ABSTRACT

Methods of modelling probabilistic components which are not adequately represented by the standard continuous distributions (such as normal, gamma, and Weibull) are surveyed. The methods are categorized as systems of distributions, approximations to the cumulative distribution function, and four-parameter distributions. Emphasis is on generality, determination of appropriate parameter values, and random variate generation.

1. INTRODUCTION

A common problem in computer simulation of stochastic systems is the selection of appropriate statistical distributions for generating random observations. The selection is sometimes an oversimplified process of selecting from a few well-known standard distributions: normal, lognormal, gamma, and Weibull (including the exponential) in the continuous case; Bernoulli, binomial, and Poisson in the discrete case. These distributions are appropriately chosen in many cases. Other times they are chosen because of the ease of their pseudo-random process generation.

Ideally, an appropriate statistical distribution is chosen using a three step iterative process consisting of:

1. identification of a family of distributions which appear appropriate
2. determination of the parameter values which allow the family to best fit the situation, and
3. diagnostic checking to determine whether or not an adequate model has been found.

These three steps are repeated until the diagnostic check is satisfactory. (Rograt et al [28] give a detailed survey of techniques for selecting probability distributions.)

In those cases where the diagnostic check is not satisfactory for the standard distribution, more elaborate means must be used. This paper surveys methods useful for continuous random variables. In particular the following are discussed:

Systems of Distributions

Pearson

Johnston

Approximations of the inverse cdf

Expansion techniques

Polynomial regression

Rectangular approximation

Four-parameter distributions

Beta

Four-parameter gamma

Burr

Generalized lambda

Absolute lambda

The common property of these methods is their ability to satisfy four or more desired properties. The standard distributions usually satisfy one (exponential), two (normal, gamma, Weibull), or three (translated gamma or Weibull) properties. These properties may be moments, quantiles, location of the mode and/or other desired characteristics. The generality of a method depends on the number of properties satisfied and the combinations of properties possible.

The generality of an approach may be measured to some extent by considering the third and fourth standardized moments

\[ a_1 = \mathbb{E}(X - \mu)/\sigma \]

\[ a_2 = \mathbb{E}(X - \mu)^2/\sigma^2 \]

where \( \mu \) is the mean and \( \sigma \) the standard deviation of \( X \). \( a_2 \) is a measure of skewness and the kurtosis (tall, short and/or peakedness) may be measured by \( a_2^2 \). Since \( (a_1, a_2) \) is a measure of the shape of a distribution, the more values of \( (a_1, a_2) \) attainable by a method, the more general it is.

While other measures are also reasonable, standardized moments will be used here to motivate these methods and to compare their generality.

Figure 1 shows the \( (a_1, a_2) \) plane. The locations of Bernoulli trials, uniform, normal, Weibull, gamma, exponential, and Student-t are shown. Note that symmetric distributions lie on the \( a_1 = 0 \) axis. Bernoulli trials, the shortest tailed distribution possible, lie on the \( a_2 = a_1 = 1 \) line. The symmetric Bernoulli trial \( (p = .5) \) lies at the point \( (a_1, a_2) = (0,1) \). The normal distribution lies at \( (a_1, a_2) = (0,3) \). No Student-t distribution lies below the normal. Asymmetric distributions are scattered around the square. The exponential is at \( (a_1, a_2) = (4,9) \) which is a point on both the Weibull and gamma curves. Hahn and Shapiro [14] discuss the positions of the standard distributions in more...
A characteristic of all of these distributions is that none covers a region of the \((\beta_1, \beta_2)\) plane. The distributions usually considered general (Weibull, lognormal, gamma and Student’s t) are associated with lines while more limited models (normal, exponential, uniform) are represented by points. It is clear that the standard distributions correspond to only a small part of the available models of randomness. While the standard techniques are often appropriate due to their theoretical foundation, when theoretical reasons do not justify a standard distribution, selection from any point on the plane is reasonable and often desirable.

The property common to all the versatile methods mentioned at the beginning of this section is that each covers a region of the \((\beta_1, \beta_2)\) plane. To have this versatility, at least four parameters are necessary: two for shape (third and fourth moments), one for scaling (second moment -- variance) and one for location (first moment -- mean). Some models have more parameters.

The three groups of methods are examined in the next three sections. Generality, properties, techniques of parameter determination and techniques of random variate generation are discussed. The author apologizes for any omissions and would appreciate having them brought to his attention.

II. SYSTEMS OF DISTRIBUTIONS

The Pearson and Johnson systems each cover the entire \((\beta_1, \beta_2)\) plane by using multiple functional forms. Each functional form covers a region of the \((\beta_1, \beta_2)\) plane or is a transition between regions. Both systems were developed as statistical models before computer simulation was a factor.

PEARSON SYSTEM

The Pearson system [32] is composed of seven types (functional forms). Some correspond to standard distributions (beta, gamma, Student’s t) and the others provide a continuum over the \((\beta_1, \beta_2)\) plane. There is exactly one Pearson distribution for each point of the \((\beta_1, \beta_2)\) plane. The normal distribution is a limiting distribution of every type of Pearson distribution. Elderton and Johnson [11], Johnson and Kotz [24] and Ord [30] discuss the Pearson system in detail. Tadikamalla [36] discusses type selection, parameter estimation, and variate generation.

Due to the multiple forms, multiple parameter estimation and variate generation techniques are necessary to cover the whole \((\beta_1, \beta_2)\) plane. Johnson, et al [23] give tables of percentage points of the Pearson curves for given \(\beta_1\) and \(\beta_2\) which can aid parameter determination. Maximum likelihood estimation is difficult. However, parameters may be determined by matching the first four moments relatively easily. The Pearson system is one of the few approaches having closed form solution for matching moments. For example, Pearson types I and II (beta distribution) yield parameter values

\[
p = q = r\left[\frac{1}{2} + \frac{1}{2} (r+4) \left(\beta_1 (r+4)^{1/2} + 16 (r+1)^{1/2}\right)^{-1/2}\right]
\]

where

\[
r = 6(\beta_2 - \beta_1^{-1})/(6\beta_1^{-1} - 2\beta_2)
\]

and \(p \leq q\) according to whether \(\beta_0 \leq 0\). The only drawback is that the equations change for each type. However, the type may be found easily from \((\beta_1, \beta_2)\) charts usually reproduced whenever the Pearson system is discussed.

Variate generation is not straightforward. Each type requires its own techniques. The inverse cdf is not closed form for the more important types and rejection techniques have not worked well until recently due to many types having long tails. Cooper, Davis, and Dones [9] describe their FORTRAN program which calculates moments and generates values using numerical integration. Numerical integration was important at that time since no exact techniques were known. Since then much development has occurred in generation techniques for the Pearson system. In particular, type I and II Pearson (beta) variate generation has been the subject for John [19], Fishman [15], Shittaker [41], Almers and Dieter [1], Atkinson and Pearce [21], Atkinson and Shittaker [3], and Schneider and Shalaby [35]. These developments are important to the whole Pearson family since beta variates can be transferred to obtain other types difficult to generate directly. Using the beta relationship, McRath and Irving [28] give flow charts and FORTRAN subroutines for each Pearson type.
JOHNSON SYSTEMS

Johnson [20, 21] has developed two systems which cover the entire $(\xi, \delta, \gamma)$ plane in three functional forms based on transformations of the normal and Laplace distributions. Let $z$ be a standard normal variate. Then

$$x = \xi + \exp((z-\gamma)/\delta) \quad \xi \leq x$$

$$x = \xi + (\xi + 1)^{\exp((z-\gamma)/\delta)} \quad \xi \leq x \leq \xi + 1$$

and

$$x = \xi + 1 + \lambda \sinh [(x-\gamma)/\delta] \quad -\infty < x < \infty$$

correspond to the three types $S$, (lognormal), $S_\beta$ (bounded), and $S_\alpha$ (unbounded), yielding straightforward, though relatively slow, variate generation. The second system is obtained by letting $z$ be a standard Laplace random variate. For both systems $\xi$ is a location parameter, $\lambda$ is a scale parameter, and $\gamma$ and $\delta$ are shape parameters.

Parameter estimation can proceed in at least two ways: matching percentiles or matching moments. Johnson [22] given tables for $\gamma$ and $\delta$ in terms of $\gamma_i$ and $s_i$ for the $S_\beta$ family. Johnson and Kotz [23] give an alike with the same information in graphical form. Given $\gamma$ and $\delta$, the desired variance $\sigma^2$ is obtained from

$$\lambda = \sigma/(\gamma)$$

and the desired mean $\mu$ is obtained from

$$\xi = \mu - \lambda E(\gamma)$$

where

$$E(\gamma) = -\sigma^{1/2} \sinh \Omega$$

$$\sigma(\gamma) = \frac{(\gamma - 1)(\sigma \cosh 2(\sigma + 1)/\gamma)}{\gamma}$$

and

$$\Omega = \gamma/\delta$$

For the $S_\alpha$ family, $\xi$ is the lower bound and $\lambda$ is the range, reducing the product to only two parameters $\gamma$ and $\delta$. Given any two desired percentiles $(x_1, p_1)$ and $(x_2, p_2)$ yields

$$\delta = \frac{z_{1-p_1}}{\ln(z_{1-p_1}) - \ln(z_{1-p_2})}$$

and

$$\gamma = z_{1-p_1} = \delta \ln \left( \frac{x_{1-p_1}}{\xi + \lambda} \right)$$

where

$$z_{1-p_1} = \Phi^{-1}(p_1)$$

the $p$th percentile of the standard normal distribution.

Similarly for the $S_\beta$ distribution, $\xi$ is the lower bound and

$$\delta = \frac{z_{1-p_1}^2}{\ln(z_{1-p_1}) - \ln(z_{1-p_2})}$$

and

$$\gamma = z_{1-p_1} = \delta \ln \left( \frac{x_{1-p_1}}{\xi + \lambda} \right)$$

yields two desired percentiles. Tadikamalla [36] also discusses these topics.

III. APPROXIMATIONS TO THE INVERSE CDF

Three techniques based on approximating the inverse cumulative distribution function (cdf) have been proposed: expansion techniques, polynomial regression, and rectangular approximation. Although all three may approximate the desired cdf, the approximation can be made as accurate as desired at the expense of coding, storage and/or execution time.

EXPANSION TECHNIQUES

Expansion techniques can sometimes provide a random variable having four or more desired moments. The general technique is to expand the density or cdf into a series of infinite terms based on some initial distribution which, if used in its entirety, would provide the desired moments exactly. The initial distribution is usually the normal, although others such as the gamma have been used. Elderton and Johnson [13], Johnson and Kotz [24] and Erd [30] discuss expansion techniques in more detail. Only the special case of the Cornish-Fisher expansion [10] is discussed here.

The Cornish-Fisher expansion, which uses a normal initial distribution, can be used to generate random variates having desired moments $\mu_1$ (mean), $\mu_2$ (variance), $\mu_3$ (third central moment), ..., $\mu_k$ (kth central moment). We consider $k = 4$ here. Set

$$K_1 = \mu_1'$$

$$K_2 = \mu_2'$$

$$K_3 = \mu_3'$$

$$K_4 = \mu_4'$$

which are the first four cumulants, upon which the Cornish-Fisher expansion is based. Now generate a normal $(0,1)$ variate $z$. Setting

$$x = z + (z^2-1)c_1/6 + (z^3-3z)c_2/24$$

$$+(2z^3-3z^2+c_2/24 + (12z^4-5z^3+3)c_3/720$$

$$+(3z^5-15z^4+20z^2+12)c_4/4032$$

$$+(16z^6-120z^5+330z^3+120z)\cdots$$

yields $x = \sum_{i=0}^{\infty} c_i/2i!$ as the desired variate. Fisher and Cornish [14] give terms through the eighth
cumulant.

Expansion techniques converge rapidly when the distribution desired is similar to the initial distribution, but later terms become important otherwise. (Karton and Dennis [5] discuss the region of \((F, E)\) where the resulting distribution is unimodal and has all nonnegative density.) Therefore care must be taken when using this technique. A simple procedure is to collect sample moments on the generated observations to ensure the desired moments are obtained.

**POLYNOMIAL REGRESSION**

Tocher [38] uses an approximation to the inverse cdf

\[ F^{-1}(u) = a_0 + a_1 u + a_2 u^2 \log(u) + a_3 u^3 \log(1-u) \]

where \(a, b, c, a, b\) and \(c\) are constants used to fit the desired distribution. Variate generation is trivial by setting \(X = F^{-1}(u)\) where \(u\) is a uniform \((0,1)\) observation. While \(X\) will have some distribution, \(F^{-1}(u)\) is not an inverse cdf for all parameter values. Also the fit may or may be accurate enough for the intended purpose. Tocher notes that if five particular quantities are desired, \((x, y)\)

\[ i = 1, 2, 3, 4, 5, \text{ then the resulting five equations (from substitution into the inverse cdf) are linear and can therefore be solved relatively easily.} \]

In general, he suggests least squares estimation to satisfy desired properties as nearly as possible.

**RECTANGULAR APPROXIMATION**

Rectangular approximation is probably the most widely used technique for generating random variates which do not come from the standard distributions. (GISAS, for example, uses this technique.) The (inverse) cdf is approximated by a piecewise linear function, which is equivalent to a mixture of \(k\) nonoverlapping adjacent uniform distributions. To generate random variates, a uniform value is generated from the \(i^{th}\) distribution with probability \(p_i\), \(i = 1, 2, \ldots, k\). In the special case of \(p_i = 1/k\) for all \(i\), storage is reduced since the \(p_i\)'s no longer need to be stored. Mcgrath and Irving [29] and Barnard and Cancery [4] point out that the constant \(p_i\) values case can also be made faster than general rectangular approximation when \(k\) is large.

While variate generation is direct, the proper piecewise linear approximation is not so obvious. Brade and Gerhardt [11] and McGrath and Irving [27] study this problem in a general context. Kisico [26] discusses this problem in the simulation context, presenting a 27 step algorithm to fit empirical data. Even with an algorithmic approach it is difficult to obtain the desired moments. For example, in Kisico's example for the algorithmic approach, the mean is .882 which is too large. This may or may not be important in a given situation. Of course a nonlinear programming problem could be solved along the lines of minimizing average error subject to satisfying the desired mean and variance. But as the number of linear segments grows, and therefore the error decreases, the difficulty in obtaining desired moments increases. Nevertheless, this technique works even when the desired distribution is not unimodal, which is not true of the other methods discussed here. Butler [8] extends rectangular approximation to the equivalent of quadratic approximation by using rejection methods on a piecewise linear density function.

**IV. FOUR-PARAMETER DISTRIBUTIONS**

There are five distributions which cover wide regions of the \((E, F)\) plane: beta (already discussed under the Pearson system), four parameter gamma, Burr, generalized lambda distribution, and a distribution referred to here as the absolute lambda distribution. All have exactly four parameters and only one functional form, resulting in parameter estimation and variate generation methods which are applicable in many modeling situations where the standard distributions are not adequate.

**FOUR-PARAMETER GAMMA DISTRIBUTION**

Harter [17] discusses a four-parameter distribution which includes several standard distributions as special cases. The density function is

\[ f(x):a, b, p, c) = \frac{a \exp[-(x-c)/a]^{p-1}}{a^p b / x(x-c)^{p b - 1}} \]

where \(a, b, p > 0\) and \(x > c\). Here \(c\) is the location parameter, \(a\) is the scale parameter and \(b\) and \(p\) together determine shape. When \(c = 0\), this distribution reduces to the gamma if \(p = 1\), Weibull if \(b = 1\), exponential if \(b = p = 1\), and half-normal if \(b = 1/2, p = 2\). In addition, the normal distribution is a limiting case as \(p \rightarrow 1\) and \(b\) goes to infinity.

While being more general than either the Weibull or gamma distribution, this distribution has several disadvantages for use in simulation. First, the moments are not easy to evaluate except for the special cases. Second, parameter estimation is not straightforward. Harter [17] discusses maximum likelihood estimation including the estimators' asymptotic variances and covariances. The third disadvantage is in random variate generation. Since the standard gamma distributions (Pearson type I) are not straightforward to generate (except for integer shape parameter), certainly this four parameter generalization is difficult to generate. The author knows of no results in this area.

**BURI DISTRIBUTION**

The Burr distribution has cdf

\[ F(x) = 1 - (1 + (x-a)/b)^{p-1} \]

with parameters \(b\) and \(k\) positive. Here \(a\) is the location parameter, \(b\) the scale parameter, and \(c\) and \(k\) determine the shape. As originally developed by Burr [6], the parameter \(c\) was positive. As shown by Wheeler [40] the region of \((E, F)\) covered...
by this distribution includes the Weibull and gamma curves and some area corresponding to heavier tails (larger $\alpha$). Burr [7] notes that using c = 0 results in coverage of a new region of $(\alpha, \gamma)$ close to the line $\gamma = \beta = 1$ in the beta region. Shinozaki [30] and Tadjikamalla and Ramberg [37] have used the Burr distribution to approximate the gamma distribution.

The parameters may be estimated using tables given in Burr [7] to match the first four moments. Maximum likelihood estimators can be obtained via iterative numerical techniques. Likewise trying to fit the parameters by specifying quantiles requires numerical solution. Random variate generation is direct from the inverse cdf

$$x = F^{-1}(u) = a + b \left\{ (1-u)^{1/k} - 1 \right\}^{1/c}$$

where $u$ is a uniform (0,1) variate.

**GENERALIZED LAMBDA DISTRIBUTION**

Tukey [39] considered the inverse cdf

$$x = F^{-1}(u) = \lambda_1 + \frac{\lambda_3}{\lambda_0} (1-u)^{1/k}$$

with parameter $k > 0$. This distribution is symmetric about zero and has a wide range (1.75, -3) of values of $\lambda_3$. Joiner and Rosenblatt [25] noted that for $k = 2$, the distribution closely approximates the normal distribution.

Ramberg and Schmeiser [32, 33] generalized the distribution to

$$x = F^{-1}(u) = \lambda_1 + \frac{\lambda_3}{\lambda_0} (1-u)^{1/k}$$

where $\lambda_0, \lambda_1, \lambda_2$ have the same sign. The location parameter is $\lambda_2$, the scale parameter is $\lambda_0$, and shape is determined by $\lambda_3$. This distribution covers all of the $(\lambda_0, \lambda_1, \lambda_2)$ plane except that corresponding to the $U$-shaped beta distribution. Combined with the $U$-shaped beta, the entire $(\lambda_0, \lambda_1, \lambda_2)$ plane may be covered in two functional forms by noting that the limiting distribution of the generalized lambda distribution as either $\lambda_0$ or $\lambda_2$ goes to infinity is the power function distribution, which is a special case of the beta family for one parameter equal to one.

Nearly exponential and nearly normal variates may be generated from the generalized lambda distribution. The exponential is a limiting distribution as $\lambda_2 = 0$, $\lambda_1 = \lambda_0$, $\lambda_3$ goes to infinity and $\lambda_3$ goes to zero. The standardized normal distribution is approximated by the parameter values $\lambda_0 = 0$, $\lambda_1 = 1$, $\lambda_2 = 1.95$, and $\lambda_3 = 1.45$, which match the first moment. The maximum deviation between the two cdfs is about 0.01. (This is about one-tenth the maximum error obtained using the central limit theorem approximation with twelve uniform variates.) While not fast (Atkinson and Prate [2]), this does yield a one-line normal generator for situations where such an approximation is reasonable. (There are many faster and exact techniques for normal generation, which you probably already know if you have read this far.)

The close approximation to the normal is important when sensitivity analysis is to be performed on normally distributed values. Using this one functional form, Hogg, Fisher, and Randles [18], for example, use the generalized lambda distribution to test the behavior of a distribution-free test statistic on both normal and non-normal random variables.

Budewicz, Ramberg, and Tadjikamalla [12] give tables to determine the parameters to match the first four moments. Tadjikamalla [34] discusses fitting any four percentiles exactly and using least squares to fit the distribution to more than four percentiles, both of which must be done using iterative methods. Random variate generation is straightforward using the inverse cdf.

**ABSOLUTE LAMBDA DISTRIBUTION**

Schmeiser and Deutsch [34] discuss

$$x = F^{-1}(u) = \lambda_1 + \lambda_2 \left\{ g(\lambda_3, \lambda_4) \right\}$$

with $0 \leq u \leq 1$

where $g(\lambda_3, \lambda_4) = \begin{cases} (\lambda_4 - u) \lambda_3, & \text{if } u < \lambda_4 \\ (u - \lambda_4) \lambda_3, & \text{if } u > \lambda_4 \end{cases}$

where $-\infty < \lambda_3 < \infty$, $0 < \lambda_4 < \lambda_1$, $0 < \lambda_3 < \lambda_1$, and $0 < \lambda_4 < 1$ which is a mixture of two distributions. To the author's knowledge, this is the only distribution having a single functional form which covers the entire $(\lambda_1, \lambda_2)$ plane. Three distributions are obtained exactly: Bernoulli trials if $\lambda_1 = 0$, uniform if $\lambda_1 = 1$, and exponential as $\lambda_1$ goes to zero with $\lambda_1 = \lambda_2 = 1/\lambda_3$ and $\lambda_4 = 1$.

Parameters may be determined using only closed form expressions by matching percentiles. Given the mode, Prob $\{x < x_m\}$, and any two percentiles $(x_1, p_1)$ and $(x_2, p_2)$, the corresponding parameters are $\lambda_1 = x_m$, $\lambda_2 = p_2$ and $x_1 < x_2 < x_m$,

$$\lambda_3 = \frac{\ln(x_2 - x_1)}{\ln(1/p_1/(1-p_2))}$$

and

$$\lambda_4 = \left[(\lambda_2 - x_1)/(\lambda_2 - p_1)\right]^\lambda_3$$

Moments may be matched using graphs in Schmeiser and Deutsch [34]. Random number generation is again straightforward due to the closed form inverse cdf.

An important disadvantage of the absolute lambda distribution is its truncated tails and extreme value of the density function at the mode. In particular, the density function at $x = 0$, $x = 1$, or any value $x < 0$, $x > 1$, infinity as $\lambda_3 < 1$, $\lambda_3 = 1$, or $\lambda_3 > 0$, respectively. This behavior is similar to that of the gamma distribution as the shape parameter $a > 1$, $a = 1$, or $a < 1$. However it is a more serious drawback at the mode than at an end point. Current research is oriented toward replacing the center of the distribution with a "nice" function such as a quadratic.
V. CONCLUSION

Available to the simulation practitioner are many techniques which allow the modelling and generation of probabilistic components when the standard distributions are not adequate. The techniques vary in generality, ease of parameter estimation, ease of variate generation, and speed of execution. The technique selected should reflect the particular application at hand.
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