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§ 1. Introduction

Over the past decade, very fast direct methods have been developed to solve Poisson's equation on certain simple regions with Dirichlet, Neumann or periodic boundary conditions. See e.g. [2], [7], [10], [17], [19], and [29]. The capacitance matrix methods are developed recently to solve Poisson's equation on arbitrary bounded regions with smooth boundaries by imbedding the discrete problem into a region where these fast direct methods are applicable. See section 7 of this work for a brief survey of previous work on capacitance matrix methods. In this work it is shown mathematically that by making the correct Ansatz guided by classical potential theory, the convergence of the conjugate gradient method for solving the capacitance matrix equations is essentially independent of the mesh size. The total operation counts of the algorithm do not exceed constant $n^2(\log n)^2$ where $h = 1/n$ is the mesh size. Only numerical schemes of first order accuracy for the interior Neumann problem of the Poisson equation on bounded two dimensional regions with smooth boundaries are considered here. See [28] for a similar treatment of the Dirichlet problem.
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§ 2. Certain results from classical potential theory

We give only a very brief review of a few results of classical potential theory. For a detailed exposition see e.g. [8], [12], [22] and [25]. We define the potential \( \varphi \) resulting from a charge distribution \( \rho \) on a smooth boundary curve \( \partial \Omega \) by

\[
\varphi(x) = \frac{1}{(2\pi)} \int_{\partial \Omega} \rho(\xi) \log r \, d\xi.
\]

Here \( x = (x_1, x_2), \xi = (\xi_1, \xi_2) \) and \( r^2 = (x_1 - \xi_1)^2 + (x_2 - \xi_2)^2 \). The Green's function \((1/2\pi) \log r\) which we shall denote by \( G^* \) satisfies

\[
\Delta \left( \frac{1}{2\pi} \log r \right) = \delta(r),
\]

where \( \delta(r) \) is the delta function. For the interior Neumann problem, we make the Ansatz

\[
(2.1) \quad u(x) = \frac{1}{(2\pi)} \iint_{\Omega} f(\xi) G^* d\xi + \varphi(x)
\]

for the solution of

\[
(2.2) \quad \Delta u = f, \quad x \in \Omega
\]

\[
\frac{\partial u}{\partial n} = g, \quad x \in \partial \Omega.
\]

Here \( n \) denotes the outer normal to the boundary curve \( \partial \Omega \). The first term on the right hand side of (2.1) is a space potential term and will be denoted by \( u_S \). The boundary condition is satisfied by choosing \( \rho \) such that

\[
(2.3) \quad \rho - \frac{1}{(2\pi)} \int_{\partial \Omega} \rho \frac{\partial G^*}{\partial \nu} d\xi = g + \left( \frac{\partial}{\partial \nu} u_S \right)_{\partial \Omega}.
\]

This equation can be written as

\[
(2.4) \quad (I - K)\rho = \tilde{g},
\]

where \( K \) is a compact operator defined by the integral above. The equation is a Fredholm integral equation of the second kind and thus a well posed problem. It has a simple zero eigenvalue and is solvable if \( \tilde{g} \) has a zero mean value. We remark that \( G^* \) in equations (2.1) and (2.3) can be replaced by the Green's function on a rectangle with zero Dirichlet boundary conditions or any other Green's function of the Laplacian.
§ 3. The capacitance matrix method for the Neumann problem

In this section we develop a similar formal potential theory for the discrete problems arising from the original Neumann problem (2.2). See also sections 3 and 5 of [26] for a similar discussion. We shall assume that uniform mesh sizes in both coordinate directions are used.

We replace the Laplace operator by the five-point formula. The Green's function $G$ used in section 2 will then be replaced by the discrete Green's function on a rectangular region $S$ with Dirichlet boundary conditions. We denote this Green's function by $B^{-1}$ where $B$ is the matrix representing the discrete Laplacian $\Delta_h^2$, employing undivided differences, on $S$ and zero boundary values on the grid points of $\partial S$.

We imbed $\Omega$ in $S$ as follows. The set of mesh points is decomposed into three disjoint sets $\Omega_h, \partial \Omega_h$ and $(C\Omega)_h$. The set $\partial \Omega_h$ contains all the irregular mesh points in $\Omega$, i.e. mesh points that do not have all four neighbors within the open set $\Omega$. $\Omega_h$ is the set of regular mesh points inside $\Omega$ and $(C\Omega_h)$ contains the remaining, the exterior mesh points. We further require that $\Omega$ is bounded away from $\partial S$ uniformly in $h$. We then set up the matrix equation

$$Au = v$$

that we are solving as follows. We require that $B$ and $A$ differ only on the rows that correspond to the irregular mesh points. On these rows we combine the discrete Laplacian with difference approximations to the normal derivative. We must, however, be sure that the solution on $\Omega_h \cup \partial \Omega_h$ is independent of the solution or data on $(C\Omega)_h$.

This is achieved by eliminating from the discrete Laplacian, centered at an irregular mesh point, the values of the solution at its exterior neighbors. We write

$$A = B - UV^T.$$
The matrices $U$ and $V$ have $m$ columns where $m$ is the number of points in $\Omega_h$. $U$ represents an extension operator that retains the values of mesh function on $\Omega_h$ and makes the remaining values equal to zero. The rows of $V^T$ are simply the differences between the corresponding rows of $B$ and $A$. After a suitable permutation, the matrix $A$ is reducible,

\[
A = \begin{bmatrix}
A_{11} & 0 \\
A_{21} & A_{22}
\end{bmatrix}.
\]

The submatrix $A_{11}$ is the matrix for the linear system of equations of the original discrete problem arising from discretization of the original problem (2.2). It is easily seen that the restriction to $\Omega_h^U \cup \Omega_h^d$ of any solution of $Au = v$ must be a solution to the original discrete problem. $V^T$ will be chosen so that the row sums of $A_{11}$ and $V^T$ vanish and $A_{11}$ has a simple zero eigenvalue. The matrix $A_{22}$ is nonsingular since it represents a finite difference approximation to a Dirichlet problem on $\Omega$. It is then easily verified that the matrix $A$ also have a simple zero eigenvalue.

We now describe our method for solving the system equations (3.1). It is solvable if and only if the right-hand side $v$ is orthogonal to the left eigenvector of $A$ which corresponds to the zero eigenvalue. It is shown in section 5 of [26] that the right hand side $v$ is always consistent regardless of its values on $(C_{\Omega_h})$ if the data is already consistent on $\Omega_h^U \cup \Omega_h^d$.

Guided by the classical potential theory, we make the Ansatz

\[
(3.3) \quad u = B^{-1}v + B^{-1}UD\rho.
\]

Here $\rho$ is a $m$-vector to be determined. $D$ is a nonsingular diagonal matrix containing certain scaling factors to be specified later. Computing the residual vector we obtain

\[
Au - V = (B - UV^T)(B^{-1}v + B^{-1}UD\rho) - v
= (UD - UV^TB^{-1}UD)\rho - UV^TB^{-1}v.
\]
Because of the factor $U$ the residuals are zero for all $x \in \Omega_h U (\Omega_h)$. They must also vanish on $\partial \Omega_h$. We therefore multiply equation (3.4) by $U^T$ and obtain

$$
{D - V^T B^{-1} U D} \rho = V^T B^{-1} v.
$$

Here we have used the relation $U^T U = I_m$, the $m \times m$ identity matrix. We shall refer to equation (3.5) as the capacitance matrix equation and the matrix on the left hand side of (3.5) as the capacitance matrix. It is shown in section 5 of [26] that the capacitance matrix which we shall denote by $C$ has a simple zero eigenvalue and that the right hand side $V^T B^{-1} v$ of (3.5) is consistent if $v$ is consistent for the original problem $A u = v$.

For the special case when $v = U U^T v$, we can simply make the Ansatz $u = B^{-1} U \rho$. The capacitance matrix equation now becomes

$$
C \rho = U^T v.
$$

Let $\phi$ satisfy $\phi^T C = 0$. Then $\phi^T = \phi^T V^T B^{-1} U$. Therefore $\phi^T V^T B^{-1} v = 0$ implies $\phi^T U^T v = 0$. Hence the right hand side $U^T v$ of equation (3.6) is again consistent if $v$ is consistent for $A u = v$.

We now describe our choices of difference equations at the irregular mesh points.

Let $P \in \partial \Omega_h$. Let $P^*$ be its closest point on $\partial \Omega$. Let $W$, $E$, $N$, $S$, and $NE$ be its western, eastern, northern, southern and northeastern neighbors on the mesh.

Assume that the local orientation of the boundary is such that $W$ is always in $(\Omega_h)$ while $N$ is either in $\partial \Omega_h$ or $(\Omega_h)$ depending on whether $P$ has one or two neighbors in $(\Omega_h)$. Let $\alpha \leq \pi/4$ be the angle that the normal through $P$ makes with the closest coordinate axis. We approximate the Neumann boundary conditions by the following first order scheme.

$$
u(W) - (1 - \tan \alpha) u(P) - (\tan \alpha) u(S) = g(P^*) h \cos \alpha$$

$$
u(N) - (1 - \tan \alpha) u(NE) - (\tan \alpha) u(E) = g(P^*) h \cos \alpha.$$
In our first scheme, we combine the equations (3.7) and (3.8) with the discrete Laplacian to form the following equation regardless of whether \( N \) is in \((\Omega_h)\) or not

\[
(3.9) \quad \cos \alpha [(3 + \tan \alpha)u(P) - (1 + \tan \alpha)u(S) - (1 - \tan \alpha)u(NE) - (1 + \tan \alpha)u(E)]
\]

\[
= \cos \alpha [h^2 f(P) + 2g(P)h \cos \alpha] .
\]

We shall refer to this scheme as scheme I.N.a.

The second scheme is as follows. If \( P \in \Omega_h \) has two neighbors in \((\Omega_h)\), we obtain the equation (3.9) as in scheme I.N.a. If only \( W \) is in \((\Omega_h)\), we only use equation (3.7) to combine with the discrete Laplacian. We then multiply both sides of the combined equation by \( 2 \cos \alpha \) instead of \( \cos \alpha \) to obtain the following equation

\[
(3.10) \quad 2 \cos \alpha [(3 + \tan \alpha)u(P) - u(N) - u(E) - (1 + \tan \alpha)u(S)]
\]

\[
= 2 \cos \alpha [f(P) + g(P)h \cos \alpha] .
\]

We shall refer to this scheme as scheme I.N.b. Both schemes I.N.a and I.N.b give rise to matrices \( A_{11} \) that are positive semidefinite with null space of dimension one that consists only of constant functions. It is easily verified (see e.g. [3]) that the solutions of the discrete problems are \( O(h \log h) \) approximations to the exact solutions.

The matrix \( D \) on the left hand side of equation (3.5) contains the scaling factors \( d_P = \sec \alpha \). Here \( d_P \) is the diagonal element of \( D \) on the row corresponding to the point \( P \in \Omega_h \). The scaling factors \( \cos \alpha \) and \( 2 \cos \alpha \) in equation (3.9) and (3.10) respectively and the diagonal elements \( d_P \) of \( D \) are chosen so that the off diagonal part of \( C \) may be a formal approximation to the compact integral operator \( K \) defined by equations (2.3)-(2.4) with \( G^* \) replaced by the Green's function on a rectangle with Dirichlet boundary conditions. Because of the irregular patterns of points in \( \Omega_h \), the near diagonal part, the remaining part of \( C_1 \) will not in general be a formal approximation to the identity operator. It will be shown in section 5 that this near diagonal part is uniformly well conditioned in the spectral norm and that the singular values of \( C \) are distributed like that.
of the sum of a positive definite symmetric operator and a compact symmetric operator. It is shown in [14] that the convergence of conjugate gradient method for solving operator equations with such operators depend asymptotically only on the spectral condition number of the positive definite symmetric parts of the operators. The method of proof in [14] does not apply in our case. We shall show, however, in section 6 with a different approach that the corresponding rates of convergence in our cases depend also asymptotically on the spectral condition numbers of $B_h$. 
§ 4. Computational procedures and operation counts

We shall solve the matrix equation

\[ C^T C \rho = C^T V B^{-1} v \]  

by the conjugate gradient method. This is equivalent to solving the least square problem for the capacitance matrix equation. See section 6 for further details.

In principle we can set up the matrix \( C \) by computing \( V^T B^{-1} U D \). This takes at least \( m \) fast Poisson solvers and \( m^2 \) storage requirement. It is therefore much better to use the following algorithm. For any vector \( v \) we compute \( C v \) as follows. Generate the mesh function \( U D v \), use the fast solver to obtain \( B^{-1} U D v \) and compute \( V^T B^{-1} U D v \) at an expense on the order of \( m \) operations. The vector \( C^T C v \) can be obtained in this fashion at a cost of essentially two fast solvers. It is easily seen from (6.1) and (6.2) of section 6 that each iteration of the conjugate gradient method will therefore cost about two fast solvers. The theory presented in sections 5 and 6 does not preclude the possibility that the number of iterations to achieve a given accuracy grows like \( \log m \) as we refine the mesh size. We have, however, consistently found in our experiments that the number of iterations stays constant as \( m \) increases and that we can achieve an accuracy of between two and three correct decimal digits for only four iterations. The operation counts for many discrete problems are therefore ten times that of a fast Poisson solver on a rectangle and the storage requirements are of the order \( n^2 \) where \( n = 1/h \). We have used the generalized marching algorithm described in [2] for our fast solver on the rectangle. The operation counts of this fast solver is approximately \( 3n^2 \log_2 (\frac{n+1}{k}) \), where \( k \) is the size of each marching step, if \( n = k^{2l} - 1 \) for some positive integer \( l \). The marching algorithm is unstable for large \( k \). We have, however, found that \( k = 16 \) is good enough for our purpose. The operation counts for many problems therefore do not exceed \( 120 n^2 \). It is possible that if fast Fourier transform methods are used to compute \( B^{-1} U D v \) in the
computation of $Cv$, the algorithm will be even more efficient if we exploit the sparsity
of the vector $UDv$ in the Fourier analysis step. One big advantage of the capacitance
matrix method is that it can be speeded up by the replacement of a subroutine, whenever a
faster Poisson solver becomes available. Finally we mention that our algorithm can be
used for the numerical solution of the Neumann problem for

$$-\Delta u + Cu = f \text{ on } \Omega, \ C > 0,$$

although the theoretical results in this work does not immediately apply.
§ 5. The distribution of singular values of $C$

We shall show that given $\epsilon > 0$, then almost all the singular values of $C$ lie in the interval $[d_1 - \epsilon, d_2 + \epsilon]$ where $d_1$ and $d_2$ are positive numbers independent of $h$. This is accomplished by first proving that $B_h$ is uniformly well conditioned in the spectral norm and that almost all the singular values of $K_h$ lie in the interval $[0, \epsilon]$. Our main result then follows by a simple application of a well known result in matrix theory which we shall state below as Lemma 5.8.

Definition. The matrix $B_h$ which we refer to as the near diagonal part of the capacitance matrix is defined as follows. Each entry of $B_h$ that corresponds to the irregular mesh points $P$ and $Q$ is zero if $d(P, Q) > \sqrt{h}$; otherwise $B_h(P, Q) = C(P, Q)$. Here $d(\cdot, \cdot)$ denotes the Euclidean distance function.

Definition. The matrix $K_h$ which we refer to as the off diagonal part of the capacitance matrix is defined to be the difference between $M$ and $B_h$, i.e. $K_h = C - B_h$.

Theorem 5.1. Given $\epsilon > 0$, there exists a positive integer $N$ such that for all $0 < h$, all except $N$ singular values of $K_h$ lie in $[0, \epsilon]$.

This theorem will be a consequence of lemmas 5.1-5.6 below. First we need some basic results from the theory of collectively compact operators. Let $K : X \to X$ be a compact operator on a complex Banach space $X$.

Definition. A subset $S \subseteq X$ is sequentially compact if any sequence in $S$ contains a convergent subsequence with limit in $X$.

Definition. A family of operators $K_n$ on $X$ is collectively compact if the set 
\[ \{K_n : \|f\| \leq 1, f \in X, n = 1, 2, \ldots \} \]
is sequentially compact in $X$. The following result is an immediate consequence of a theorem in [1]. See also Chapter 4 of [26].

Lemma 5.1. Let $\{K_n\}$ be a family of collectively compact operators on a complex Banach space $X$ with $K_n$ converging pointwise to a compact operator $K$. Given $\epsilon > 0$, let $\mu_j$,
with algebraic multiplicities \( m_i \), be the \( N(\varepsilon) \) eigenvalues of \( K \) with absolute values greater than \( \varepsilon \). Then there exists a positive integer \( N^* \) and an \( \varepsilon > 0 \) such that for all \( n \geq N^* \), each \( \varepsilon^* \) neighborhood of \( \mu_i \) contains exactly \( m_i \) eigenvalues of \( K_n \) while all the other eigenvalues of \( K_n \) lie in an \( \varepsilon \)-neighborhood of zero.

We now construct a family of operators \( \{ K_S \} \) from \( \{ K_h \} \) as follows. Let \( \phi, \psi \) both mappings from the unit interval \([0, 1]\) to the real line, be a smooth parameterization of \( \partial \Omega \). Let \( P_j, j = 1, \ldots, m \) be the irregular mesh points. Let \( P_j^* = (\phi(t_j), \psi(t_j)) \) be the points on \( \partial \Omega \) which lie on the normals through \( P_j \) with \( d(P_j, P_j^*) \leq h \). We require that

\[
0 \leq t_1 < t_2 < \cdots < t_m < 1.
\]

Let \( L_m \) denote the space of \( m \) tuples with the sup norm. Let \( C[0,1] \) denote the Banach space of continuous functions on the unit interval with the sup norm. Let

\[
(5.1) \quad k(t, t_j) = \gamma K_h(P_{i-1}, P_j) + (1 - \gamma) K_h(P_i, P_j),
\]

where

\[
(5.2) \quad \gamma = (t - t_i)/(t_{i-1} - t_i), \quad t_{i-1} \leq t \leq t_i, \quad i = 2, \ldots, m; \\
(5.3) \quad \gamma = (t - t_{i-1})/(t_m - t_{i-1}), \quad t \geq t_{i-1}; \quad P_{i-1} = P_m, \quad P_i = P_1; \\
(5.4) \quad \gamma = (t - t_{i-1})/(t_m - t_{i-1}), \quad t \leq t_i; \quad P_{i-1} = P_m, \quad P_i = P_1.
\]

Define bounded linear operators \( P_m : C[0,1] \to L_m, \) \( \bar{K}_m : L_m \to C[0,1] \), and

\[
K_m : C[0,1] \to C[0,1]
\]

by

\[
(5.5) \quad P_m f = v, \quad v_j = f(t_j); \\
(5.6) \quad (\bar{K}_m v)(t) = \sum_{j=1}^{m} k(t, t_j) v(t_j); \\
(5.7) \quad (K_m f)(t) = (\bar{K}_m P_m f)(t) = (\bar{K}_m v)(t).
\]

We then construct another family of operators \( \{ K^T_i \} \) from \( \{ K_h^T \} \) by the above procedure.
Let $K_s = K^T_h K$. It is easily verified that $\{K_s\}$ is also the family of operators formed from $\{K^T_h K_h\}$ by the same procedure.

Lemma 5.2. Let $[X]$ denote the Banach space of bounded linear operators on a Banach space $X$. For any $\lambda \neq 0$,

$$\lambda I - K^T_h K_h \in [L_m] \iff \lambda I - K_s \in \mathcal{C}[0,1].$$

Proof. For $\lambda = 1$, the lemma is proved in [1]. Exactly the same argument applies for any $\lambda \neq 0$.

Therefore, the nonzero eigenvalues of $K^T_h K_h$ and $K_s$ coincide.

We shall now briefly describe the relations between various discrete and continuous Green's functions. Let the discrete analogue of the logarithmic Green's function be denoted momentarily by $G$. This discrete Green's function $G$ has been studied in great detail in [4], [24], Chapter 3 of [27] and section 4 of [28]. It is translational invariant so that we may assume that the second parameter is fixed at the origin and define $G$ as a function of one parameter by

$$G(a, b) = G(P; O)$$

where $P = (a, b), O = (0, 0)$.

Let $G^*: (a, b) \to \mathbb{R}$ be defined by

$$G^*(a, b) = \left(\frac{1}{2\pi}\right) \log(a^2 + b^2).$$

Let $G_x^*, G_y^*$ be defined by

$$G_x^*(a, b) = G(a + h, b) - G(a, b);$$

$$G_y^*(a, b) = G(a, b + h) - G(a, b).$$

Let $G_x^*, G_y^*$ be similarly defined. It is shown in section 4 of [28] that for any nonnegative integers $r$ and $s$, $r > s$, the following holds

$$\max\{|G_x^*(sh, rh) - G_x^*(sh, rh)|, |G_y^*(sh, rh) - G_y^*(sh, rh)|\} \leq (0.34) r^{-3}. \quad (5.8)$$

$$\forall x, y, G_x^*(sh, rh), G_y^*(sh, rh), -G_{xy}^*(sh, rh) \text{ are always positive}. \quad (5.9)$$
always nonnegative for \( r \geq s, r \neq 0 \) or \( s \neq 0 \).

The following property of \( G \) permits us to extend (5.8)-(5.10) to negative values of \( r \) and \( s \)

\[
G(r, s, h) = G(s, r, h) = G(-s, r, h) = G(s, -r, h).
\]

Finally, \( G \) satisfies

\[
h^2 \Delta_h G(r, s, h) = \begin{cases} 
1, & r = 0, s = 0; \\
0, & \text{otherwise},
\end{cases}
\]

so that by (5.11), the following holds

\[
G_x(0, 0) = G_y(0, 0) = 1/4.
\]

Let \( G' \) be the Green's function on the rectangle with zero Dirichlet boundary conditions. It is shown on p. 315-318 in [11] that \( G' \) and \( G^* \) differ only by a smooth function \( H \) and that \( B^{-1} \) and \( G \) differ by a mesh function \( H_h \) which is an \( O(h) \) approximation to \( H \).

Using the same technique of proof used in [11], it is easy to see that if \( P, Q \) are both bounded away from \( \partial S \) uniformly in \( h \), then \( H_h(P, Q) \) is an \( O(h^2) \) approximation to \( H(P, Q) \). In what follows, we shall denote \( B^{-1} \) and \( G' \) by \( G \) and \( G^* \) unless stated otherwise.

**Lemma 5.3.** \( \partial G^*/\partial v_P \) is uniformly continuous with respect to both parameters \( P \) and \( Q \) of \( G^* \) if both \( P \) and \( Q \) lie on a closed curve with continuously turning tangent and with continuous and bounded curvature.

**Proof.** This result is well known if \( G^* \) is the logarithmic potential. See e.g. [25]. Since \( G' \) and \( G^* \) differ only by a smooth function, the lemma clearly follows.

**Lemma 5.4.** Let \( P \) and \( Q \) be two points in \( \partial \Omega_h \) with \( d(P, Q) = h^\beta, \beta \leq 1/2 \) and let \( P^* \) and \( Q^* \) be their corresponding points on \( \partial \Omega \). Let \( \alpha_P \) and \( \alpha_Q \) be the angles that the normals through \( P \) and \( Q \) respectively make with the closest coordinate axis

\[
K_h(P, Q) = 2[ \partial G^*/\partial v_P ](P; Q^*) h \sec \alpha_Q + O(h^2-2\beta).
\]
Proof. We shall only treat the case for scheme I. N. b when \( P \) has only one neighbor in \((C\Omega)_{h}\). The proof for all other cases is almost identical and will not be given. Let \( W \in (C\Omega)_{h} \). Then

\[
K_{h}(P, Q) = (\sec \alpha_{Q}/\sec \alpha_{P})[2G(W, Q) - 2(1 - \tan \alpha_{Q})G(P, Q) - 2\tan \alpha_{Q}G(S, Q)].
\]

By (5.8) and the discussion following (5.12),

\[
\begin{align*}
G(W, Q) - G(P, Q) &= G^{*}(W; Q) - G^{*}(P; Q) + O(h^{\delta}), \\
G(S, Q) - G(P, Q) &= G^{*}(S; Q) - G^{*}(P; Q) + O(h^{\delta}).
\end{align*}
\]

Here \( \delta = \min\{2, 3(1 - \beta)\} \). Since the modulus of the second partial derivatives of \( \log d(P, Q) \) is not greater than \( [d(P, Q)]^{-2} \), it is easily verified that (5.13) holds.

Lemma 5.5. The family of operators \( \{K_{g}\} \) is collectively compact on \( C[0, 1] \).

Proof. We first show that \( \{K_{g}\} \) is collectively compact on \( C[0, 1] \). We construct a family of operators \( K_{m}^{*} \) on \( C[0, 1] \) by the same procedure described above with \( k(t, t) \) in (5.1) replaced by \( k^{*}(t, t) \) defined as follows

(5.9)

\[
k^{*}(t, t) = \gamma h \sec \alpha_{P}\left[ aG^{*}/\alpha v\right](P_{i-1}; P_{j}) + (1 - \gamma)h \sec \alpha_{P}\left[ aG^{*}/\alpha v\right](P_{i}; P_{j}),
\]

where the normal derivative is taken with respect to the first variable and \( \gamma \) is defined by (5.2)-(5.4). Let \( \|k\|_{j} = \max_{t} k(t, t)| \) and \( \|k\| = \max_{t, j} \|k\|_{j} \). By lemma 5.3,

\[
\|K_{m}^{*}f\| \leq \text{constant} \|k\| \|f\|,
\]

\[
|(K_{m}^{*}f)(t) - (K_{m}^{*}f)(t')| \leq \text{constant} \|k_{t} - k_{t'}\| \|f\|.
\]

Hence, \( \{K_{m}^{*}\} \) is collectively compact on \( C[0, 1] \) by the Ascoli-Arzela theorem. By lemma 6.3,

\[
\|K_{m} - K_{m}^{*}\| \leq \text{max} \sum_{t, j=1}^{m} |k(t, t') - k^{*}(t, t')| = O(1) \text{ as } m \to \infty.
\]
Therefore \( \{K_m\} \) and similarly \( \{K'_m\} \) are collectively compact on \( C[0,1] \). The theorem easily follows.

**Lemma 5.6.** \( Ks f \rightarrow K^T Kf \) for each \( f \in C[0,1] \) where \( K \) is the compact integral operator defined by

\[
(Kf)(t) = 2 \int_{\Omega} \frac{\partial G^*}{\partial \nu_p} f ds,
\]

where \( P = (\epsilon(t_p), \psi(t_p)) \).

**Proof.** Let \( \{Q_j \equiv P_{i(j)}\}, j = 1, \ldots, n \) be a subset of \( \partial \Omega_h \) that is chosen as follows. The \( t_{i(j)} \) are strictly increasing as \( j \) ranges from 1 to \( m \) and \( d(Q_j, Q_{j+1}) \) is between \( \sqrt{h} \) and \( 2\sqrt{h} \). Let \( Q_j^* \) be the corresponding points on \( \partial \Omega \). It is easily seen that as \( h \to 0 \),

\[
(Kf)(t_p) = 2 \sum_{j=1}^{n} \frac{\partial G^*}{\partial \nu_j}(P;Q_j^*) d(Q_j^*, Q_{j+1}^*) f(t_{i(j)}) + O(1).
\]

The \( d(Q_j^*, Q_{j+1}^*) \) on the right hand side of (5.11) can be replaced by \( [i(j+1) - i(j)] h \sec \alpha_{Q_j} \) without affecting the \( O(1) \) nature of the remaining term. It then easily follows from Lemma 5.4 that \( K_m f \rightarrow Kf \) and similarly \( K'_m f \rightarrow K^T f \) for each \( f \in C[0,1] \).

**Proof of Theorem 5.1.** By lemmas 5.1, 5.5 and 5.6, we see that Theorem 5.1 holds for the singular values of \( K_m \). The theorem then follows because of Lemma 5.2.

**Theorem 5.2.**

\[
0.25I \leq B^T B \leq 7.29I \quad \text{for scheme I.N.a};
\]

\[
0.25I \leq B^T B \leq 14I \quad \text{for scheme I.N.b}.
\]

**Proof.** Below we give the proof for scheme I.N.a. Details of the proof for scheme I.N.b may be found in section 5 of [28], where it is shown that the \( B^T B \) matrix for schemes I.N.a and I.N.b are essentially the same as that of schemes 1.a and 1.b considered in [28] respectively. We shall first prove that the following holds for scheme I.N.a

\[
(5.14) \quad \frac{B^T B}{h} \geq 1.
\]

The following lemma is well known.
Lemma 5.7. Let the symmetric part of a matrix $A$ satisfy

$$(A + A^T)/2 \geq \delta I, \quad \delta > 0.$$  

Then

$$A^T \geq \delta^2 I.$$  

Let $B_s$ denote $B_h + B_h^T$. We shall show that

$$(5.15) \quad \min_{P \in \partial \Omega_h} \sum_{Q \in \partial \Omega_h, Q \neq P} |B_s(P, Q)| \geq \delta^2 1$$  

so that (5.14) holds because of lemma 5.7 and a well known Gerschgorin theorem.

Let $P \in \partial \Omega_h$. Assume that the local orientation of the boundary near $P$ is such that for any point $P' \in \partial \Omega_h$ in a neighborhood of $P$, either $W'$ and $N'$, the western and northern neighbors of $P'$, are both in $(C \Omega)_h$ or $W'$ alone is in $(C \Omega)_h$. Let $E$ and $S$ denote the eastern and southern neighbors of $P$ respectively. Then

$$(5.16) \quad B_h(P, Q) = \left( \sec \alpha_Q/\sec \alpha_P \right) G_{x}(W;Q) - \left( \tan \alpha_P \right) G_{y}(S;Q)$$  

$$+ G_{x}(N;Q) - \left( \tan \alpha_P \right) G_{y}(E;Q).$$  

Here the subscripts $x$ and $y$ denote the forward differences in the $x_1$ and $x_2$ directions respectively taken with respect to the first parameter of $G$. Because of the band structure of $B_h$, we may assume without loss of generality that $G$ is the discrete analogue of the logarithmic Green's function. The error resulting from this assumption is less than a constant times $\sqrt{h}$.

Assume that $\tan \alpha_P$ is bounded away from 0 and 1. Then for $h$ sufficiently small, $(\partial \Omega_h)_{loc}$, a subset of $\partial \Omega_h$ which contains a $\sqrt{h}$ neighborhood of $P$ can be partitioned into blocks as follows. Let

$$I_0 = \{(0, h), \ldots, (0, M_1 h)\},$$  

$$I_k = \{(kh, M_k h + h), \ldots, (kh, M_{k+1} h)\}, \quad k = 1, \ldots, K_1,$$  

$$I_{-k} = \{(-kh, -M_{-k} h + h), \ldots, (-kh, -M_{-(k-1)} h)\}, \quad k = 1, \ldots, K_2.$$
Then
\[ \partial \Omega = \bigcup_{k=-K_2}^{K_1} I_k; \quad P \in I_0. \]

Let \( m_k \) and \( m_{-k} \) be the number of points in the nonempty sets \( I_{k-1} \) and \( I_{-k} \) respectively. Then \( M_k = m_1 + \cdots + m_k; M_{-k} = m_{-1} + \cdots + m_{-k}; \) \( M_0 = 0. \) Let \( P_j \) denote the point with \( y \)-coordinate \( jh. \) By (5.8), (5.16) and the smoothness of \( \partial \Omega, \) it is easily verified that \[ \sum_{Q \neq P} |B_{\delta}(P, Q)| \] will remain essentially unchanged if \( \tan \alpha_Q \) is replaced throughout by \( \tan \alpha_P. \) Let \( a = \tan \alpha_P. \) Let \( G(i, j) \equiv G(ih, jh). \) Let \( P \equiv P_1. \)

\begin{align*}
(5.17) & \quad B_{\delta}(P, P) = 2 + 2(1-a)G_{xx}(0,0) + G_{yy}(1,|j-i|-1) - G_{yy}(0,|j-i|-1), \quad P \in I_0. \\
(5.18) & \quad \sum_{j > i} B_{\delta}(P, P) = (1-a)[G_{xx}(0,0) - G_{xx}(0,M_i - i) - G_{xx}(0,1) + G_{xx}(0, M_i + 1 - i)] \\
(5.19) & \quad \sum_{i < j} B_{\delta}(P, P) = (1-a)[G_{xx}(0,0) - G_{xx}(0,i - 1) - G_{xx}(0,1) + G_{xx}(0,i)].
\end{align*}

Similarly, if \( P_j \in I_{k}, \ k = 1, 2, \ldots, K_1, \) then
\begin{align*}
(5.17) & \quad B_{\delta}(P, P) = (1-a)[G_{xy}(k,j - i) + G_{xy}(k - 1, j - i - 1)] , \\
(5.18) & \quad \sum_{P_j \in I_k} B_{\delta}(P, P) = -(1-a)[G_{xx}(k,M_k + 1 - i) - G_{xx}(k, M_{k+1} + 1 - i) + G_{xx}(k - 1, M_k - i) - G_{xx}(k - 1, M_{k+1} - i)] .
\end{align*}

On the other hand, if \( P_{-j} \in I_{-k}, \ k = 1, 2, \ldots, K_2, \) then
\begin{align*}
(5.17) & \quad B(\delta)(P, P_{-j}) = (1-a)[G_{xy}(k,1 + i) + G_{xy}(k - 1, i + j - 1)] , \\
(5.18) & \quad \sum_{P_{-j} \in I_{-k}} B_{\delta}(P, P_{-j}) = -(1-a)[G_{xx}(k,M - (k-1) + 1) - G_{xx}(k,M_k - i) + G_{xx}(k - 1, M_{k+1} - i) - G_{xx}(k - 1, M_{-k} + i - 1)].
\end{align*}
It is easily verified from (5.9) and (5.10) that

\begin{align*}
B_s(P,P) \leq 0, & \quad P \in I_1; \quad k = \pm 1, \pm 2, \ldots \\
B_s(P,P) \geq 0, & \quad P \in I_0.
\end{align*}

(5.20)

Since we only want to obtain an upper bound for \( \sum_{P \neq P_j} |B_s(P,P_j)| \), we may assume without loss of generality that \( B_s(P,P) \neq 0 \) iff \( P \in (d \Omega) \). Then, by summing \( P \) over \( j > M_1 \)

\[- \sum_{P \neq P_j} B_s(P,P_j) = (1 - a)[G_x(1, M_1 + 1 - i) + G_x(0, M_1 - i)]
\]

\[+ \sum_{k=1}^{K_1-1} \{G_{xx}(k, M_{k+1} + 1 - i) + G_{xx}(k - 1, M_{k+1} - i)\}
\]

\[- G_x(K_1, M_{K+1} - 1) - G_x(K - 1, M_{K+1} - 1) \}.
\]

By (5.9)

\[K_1
\]

\[\sum_{k=1}^{K_1 - 1} [G_{yy}(k + 1, M_{k+1} - i) + G_{yy}(k, M_{k+1} - 1 - i)] < G_y(2, M_2 - 1) + G_y(1, M_2 - 1 - 1) .
\]

Hence, the following holds when \( P \) is summed over all \( j > M_1 \)

\[(5.21) \quad \sum_{P \neq P_j} |B_s(P,P)| < (1 - a)[G_x(1, M_1 + 1 - i) + G_x(0, M_1 - i)]
\]

\[+ G_y(2, M_2 - 1) + G_y(1, M_2 - 1 - 1) .\]

Similarly, the following holds when \( P \) is summed over all \( j \leq 0 \)

\[(5.22) \quad \sum_{P \neq P_j} |B_s(P,P)| < (1 - a)[G_x(1, i) + G_x(0, 1 - 1) + G_y(2, M_{-1} + 1 - 1) + G_y(1, M_1 + 1 - 2)] .
\]

By (5.17)-(5.22),

\[(5.23) \quad B_s(P,P) - \sum_{P \neq P_j} |B_s(P,P)| < 2 - 4(1 - a)[G_x(0, 0) - G_x(0, 1)] - (1 - a) H(i) ,
\]

where

\[H(i) = G_x(0, i) + G_x(1, i) + G_x(0, M_1 + i - 1) + G_x(1, M_1 + 1 - 1)
\]

\[+ G_y(1, M_{-1} + 1 - 2) + G_y(2, M_{-1} + 1 - 1) + G(1, M_2 - 1 - 1) + G_y(2, M_2 - 1) .
\]
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It is easily seen from the table on p. 292 of [24] that \( H(i) \) attains its maximum at either \( i = 1 \) or \( i = M_1 \). It is then easily verified with the aid of the above mentioned table that

\[
(5.24) \quad 4aG_x(0, 0) + 4(1 - a)G_x(0, 1) > (1 - a)H(i), \quad i = 1, \ldots, M_1.
\]

By (5.23) and (5.24), we see that (5.15) holds for our choice of \( P \).

The proof for other choices of \( P \) is almost identical and will not be completed. Thus we complete the proof for (5.6). We now proceed to prove

\[
(5.25) \quad B_h^T B_h \leq (7.29) 1.
\]

We shall show that the following holds

\[
(5.26) \quad \max \{ \sum_{Q} |B_h(P, Q)|, \sum_{Q} |B_h^T(P, Q)| \} \leq 2.7.
\]

We assume that the local configuration of points in \( aQ_h \) in a \( \sqrt{h} \) neighborhood of \( P \) is similar to that in \( (aQ_h)_{loc} \) described earlier in this section. Let \( B_h^*(P, Q) \) be defined by equation (5.8) with \( G \) replaced by its continuous analogue \( G^* \). Let \( B_h^*(P, Q) \) be similarly defined. We shall first show that

\[
(5.27) \quad \sum_{|y_Q| \geq 3} |B_h^*(P, Q)| \leq 0.7.
\]

Let \( r, r^*, r_1, r_1', r_s, r_2 \) denote \( d(P, Q), d(w, Q), d(S, Q), d(NE, Q), d(N, Q) \) and \( d(E, Q) \) respectively. We again assume that \( \tan a_P = \tan a_Q = a \) for all \( Q \) such that \( B_h(P, Q) \neq 0 \). Then

\[
2\pi \cdot B_h^*(P, Q) = -\log(r^*/r) + a \log(r_1/r)
\]

\[
-\log(r_s/r_1') + a \log(r_2/r_1').
\]

Let the coordinates of \( P, Q \) be \((0, 0)\) and \((x_Q, y_Q)\) respectively. We have

\[
r^2 = r^2 = 2hx_Q + h^2; r^* = r^2 = 2hx_Q - h^2; r_1^2 = r^2 = 2hy_Q + h^2; r_s^2 = r^2 = 2hy_Q - h^2.
\]
Hence,

\[ 4\pi B_h^*(P, Q) = (-2x_Qh + 2ay_Qh)(1/r^2 + 1/r'^2) + (a - 1)h^2(1/r^2 - 1/r'^2) + R_Q, \]

where

\[ |R_Q| \leq [(2x_Q + h)^2 + a(2y_Q + h)^2]h^2/2r^4 + [(2x_Q - h)^2 + a(2y_Q - h)^2]h^2/2r'^4. \]

It is easily verified that if \( P, Q \) are two points on \( \partial \Omega \) with \( d(P, Q) \leq h^\gamma, \ 0 < \gamma \leq 1 \), and \( ta \) is the tangent at \( Q \) to \( \partial \Omega \), then

\[ d(P, ta) \leq (\kappa + O(1))h^2, \]

where \( \kappa \) is the maximum absolute value of the curvatures of \( \partial \Omega \). Hence, for all practical purposes we may assume \( \kappa = 0 \). Then

\[ x_Q = ay_Q + \epsilon h, \quad |\epsilon| \leq 1. \]

Hence,

\[ \sum_{|y_Q| > 2} \left| 4\pi \cdot B_h^*(P, Q) \right| \leq F(r, r'), \]

where

\[ F(r, r') = \sum_{|y_Q| > 2} \left(2h^2(1/r^2 + 1/r'^2) + (1 - a)|1/r^2 - 1/r'^2| \right. \]
\[ + (2x_Qh^2 + 2ay_Qh^2)(1/r^4 + 1/r'^4) + (1 + a)(h^4/2r^4 + h^4/2r'^4) \]
\[ + 2(x_Q + ay_Q)(h^3/2r^4 - h^3/2r'^4) \right). \]

Taking into account the local configuration of points in a \( \sqrt{h} \) neighborhood of \( P \) for a certain \( \alpha = \tan \sigma_p \), we easily see that for all \( 0 \leq a \leq 1 \),

\[ \sum_{|y_Q| > 2} (x_Q + ay_Q)^2/r'^4 < \sum_{k=3} (k^2/(k - 1)^4 + k^2/(k + 1)^4). \]

Hence,
\[
F(r, r') \leq \sum_{k=3} \left( \frac{8}{k^2} + \frac{(3-a)}{(k-1)^2} + \frac{(1+a)}{(k+1)^2} \right. \\
\left. + \frac{2k^2}{(k-1)^4} + \frac{1}{(k+1)^4} ight) \\
+ \frac{1}{k^4} + \frac{1}{2(k-1)^4} + \frac{1}{2(k+1)^4} \\
+ 2\sqrt{2} \left( \frac{1}{k^3} + \frac{1}{(k+1)^3} \right)
< 8.78.
\]

This completes the proof of inequality (5.27). By (5.17),
(5.28) \[|B_h(P, P)| \leq 1.\]

It is easily verified that \(\Sigma |B_h(P, Q)|, P \neq Q, |y_Q| \leq 2\) attains its maximum when \(a = 0\) and \(P\) has two neighbors in \((CQ)_h\). A simple calculation with the aid of table I in [4] or table II in [24] shows that when summed over all \(Q\) with \(0 < |y_Q| \leq 2\),
(5.29) \[\Sigma |B_h(P, Q)| \leq 0.96.\]

By theorem 4.3 of [28] and table I of [4], we see that
(5.30) \[\sum |y_Q| \geq 3 |B_h(P, Q) - B_h^*(P, Q)| \leq 0.04.\]

By (5.27)–(5.30),
(5.31) \[\sum_{Q \in \mathcal{B}_h} |B_h(P, Q)| \leq 2.7.\]

Since the same inequality holds by a similar argument when \(B_h\) in (5.31) is replaced by \(B_h^T\), we easily see that (5.26) and hence (5.25) holds.

**Lemma 5.8.** If \(D = A + B\), where \(A\) and \(B\) are arbitrary matrices with singular values \(\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_n \geq 0\) and \(\beta_1 \geq \beta_2 \geq \cdots \geq \beta_n \geq 0\) respectively and \(\delta_1 \geq \delta_2 \geq \cdots \geq \delta_n \geq 0\) are the singular values of \(D\), then
\[\delta_{i+j+1} \leq \alpha_{i+1} + \beta_{j+1}, 1, j \text{ positive integers}.
\]

**Proof.** See e.g. ex. 28 on p. 89 of [20].
Theorem 5.3. Let $d_1$ and $d_2$ be the spectral bounds of $B_h$. Then given $\epsilon > 0$, there exists a positive integer $N$ independent of $h$ such that all except $N$ singular values of $C$ lie in $[d_1 - \epsilon, d_2 + \epsilon]$. 

Proof. Let $C$, $K_h$ and $B_h$ be matrices $A$, $B$ and $D$ respectively in lemma 5.8. By theorem 5.1, given $\epsilon > 0$, there exists a positive integer $p$ such that for all $h > 0$, 

$$
\beta_{p+j+1} \leq \epsilon, \quad j = 0, 1, 2, \ldots.
$$

Since 

$$
d_1 \leq \delta < a_{m-p-j} + \beta_{p+j+1}, \quad j = 0, 1, 2, \ldots,
$$

only the last $p+1$ singular values of $C$ may lie to the left of $d_1 - \epsilon$. Similarly, by letting $B_h'$, $-K_h$ and $C$ be the matrices $A$, $B$ and $D$ respectively in lemma 5.8, we see that only the first $p+1$ singular values of $C$ can lie to the right of $d_2 + \epsilon$.

Theorem 5.4. Let $\|M\|$ and $R(M)$ denote the spectral norm and range of a matrix $M$ respectively. Let $A_{11}$ be the same as in (3.2). Let $A_s = A_{11}^\top A_{11} |R(A_{11})|$ and $C_s = C^\top C |R(C^\top)|$ be the restrictions of $A_{11}^\top A_{11}$ and $C^\top C$ to $R(A_{11}^\top)$ and $R(C^\top)$ respectively. Then 

$$
\|C_s^{-1}\| \leq \|A_s^{-1}\| \|B\|^2 \|D\|^2
$$

where $B$ and $D$ are the same as in equation (3.5).

Proof. Let $v = UU^\top v \in R(A)$. It is shown in section 3 that $U^\top v \in R(C)$ so that we may make the Ansatz $u = B^{-1} U D \rho$ for the solution of $Au = v$ and solve the alternative form of capacitance matrix equation $C \rho = U^\top v$ for $\rho$. Let $\rho_1$ be the eigenvector corresponding to the smallest eigenvalue of the positive definite matrix $C_s$. Let $C_{p_1} = U^\top v_1$, where $v_1 = UU^\top v_1$. Then

$$
(5.32) \quad \|\rho_1\|^2 = \|C_s^{-1}\| \|U^\top v_1\|^2.
$$

Here $\|v\|$ denotes the Euclidean norm of a vector $v$. Let $u_1 = B^{-1} U D \rho_1$. Let $U^*$ and
be the extension operators from \( \Omega_h \) to all mesh points and from \( \Omega_h \) to
\( \Omega_h \) respectively that are defined the same way as \( U \). Let \( u_1^* = U^T u_1 = u_2^* + u_3^* \)
where \( u_2^* \in N(A_{ll}) \), the null space of \( A_{ll} \); \( u_3^* \in R(A_{ll}^T) \). Because of the reducible structure
of \( A \), \( U^T v \in N(A_{ll}) \) if \( v \in N(A) \). Hence we may write \( u_1 = u_2 + u_3 \), where \( u_2 \in N(A) \),
\( U^T u_2 = u_2^* \) and \( U^T u_3 = u_3^* \). Let \( \varphi \neq 0 \in N(C) \). It is readily verified that
\( B^{-1} UD \varphi \neq 0 \in N(A) \). Since both \( N(A) \) and \( N(C) \) are of dimension one, we can choose \( \varphi_1 \)
such that \( B^{-1} UD \varphi_1 = u_2^* \). Then \( u_3^* = U^T B^{-1} u_1^* = U^T D(p_1 - \varphi_1) \). Clearly, \( \| p_1 - \varphi_1 \| \geq \| p_1 \| \).
Hence,
\[
(5.33) \quad \| D^{-1} \| \| B \| \| u_3^* \| \geq \| p_1 \| .
\]
On the other hand, \( A_{ll} u_3^* = U^T v_1 \). Hence,
\[
(5.34) \quad \| u_3^* \|^2 \leq \| A_{ll}^{-1} \| \| v_1 \|^2 .
\]
The theorem then easily follows from (5.32)-(5.34).
§ 6. Rate of convergence of the conjugate gradient iterations

Let \( b \) denote the right hand side of the capacitance matrix equation. We are concerned with solving \( C^T C \rho = C^T b \) by the conjugate gradient method. It is shown in [21] that the conjugate gradient method gives the solution

\[
\rho = C^+ b + (I - P) \rho_0.
\]

Here \( C^+ \) is the generalized inverse of \( C \). For any \( m \)-vector \( b \), \( C^+ b \) is the unique least square solution of \( C \rho = b \) that is of the minimum Euclidean norm. \( P \) is the orthogonal projection of \( L_m \) onto \( R(C^T) \) and \( \rho_0 \) is the initial guess. We shall assume throughout this section that \( \rho_0 \in R(C^T) \) so that \( \rho = C^+ b \). Let \( v = C^T b \). Then \( \rho = C^{-1}_{\Delta} v \). Moreover, from (6.1) and (6.2) below we see that all the relevant vectors generated in the conjugate gradient process are in \( R(C^T) \). Hence, the original problem is reduced to solving \( Q \rho = v \) by the conjugate gradient method where \( Q = C_{\Delta} \) is a positive definite symmetric matrix.

We now briefly describe the conjugate gradient method. See e.g. [9], [14], [15], [16] and [23] for details. Let \( \rho_0 = -g_0 = v - Q \rho_0 \). The conjugate gradient process generates a sequence of vectors \( \rho_k \) approximating the solution \( \rho \) by

\[
\rho_{k+1} = \rho_k - \frac{g_k}{g_{k}^T g_k} g_k^T Q \rho_k, \quad (6.1)
\]

\[
p_{k+1} = -g_{k+1} + \frac{T}{g_{k+1}^T g_{k+1}} g_{k+1}^T P_{k} Q_{k} g_{k}, \quad (6.2)
\]

where \( g_k = Q \rho_k - v \). The \( p_k \) are \( Q \)-conjugate, i.e. \( p_i^T Q p_j = 0, i \neq j \). The \( \rho_k \) minimizes the quadratic form \( (1/2)w^T Q w - v^T w \) on the linear variety \( \rho_0 + Y_k \) where \( Y_k \) is the subspace spanned by \( \{p_0, p_1, \ldots, p_{k-1}\} \). The iterates \( \rho_k \) satisfy

\[
\rho_k = \rho_0 + P_{k-1}(Q) g_0, \quad (6.3)
\]

where \( P_{k-1} \) is a polynomial of degree \( k - 1 \). It is shown in [23] that among all iterative methods that satisfy (6.3), the conjugate gradient method is optimal in the sense that
\[ E(p_k) = \frac{1}{2}(\rho_k - \rho)^T Q (\rho_k - \rho) \]

is minimal. It then easily follows that if \( \lambda_i \) are the eigenvalues of \( Q \), then

\[ E(p_k) \leq \max_{\lambda_i} (1 + \lambda_i P_{k-1}(\lambda)) E(p_0), \]

for any choice of a polynomial \( P_{k-1} \) of degree \( k - 1 \). Let \( Z : (a, b) \to R \), where \( (a, b) \)
are ordered pairs of positive numbers \( a \) and \( b \) be defined by

\[ Z(a, b) = \left[ \frac{(1 - \sqrt{a})/(1 + \sqrt{a})}{1 + a} \right]^b. \]

It is known (see e.g. [9] or [23]) that we can select \( P_{k-1}(\lambda) \) such that

\[ \max_{\lambda_i} \left| 1 + \lambda_i P_{k-1}(\lambda) \right| \leq 2Z(\kappa, k), \]

where \( \kappa \) is the spectral condition number of \( Q \). On the other hand, suppose all except
\( N \) eigenvalues of \( Q \) lie in the interval \( [c_1, c_2] \). Let \( \kappa_i, i = 1, \ldots, N \) be the exceptional eigenvalues. Let \( \kappa_1 = c_1/c_2 \). Then as before we can choose \( P_{k-N}(\lambda) \) such that

\[ \max_{c_1 \leq \lambda_1 \leq c_2} \left| 1 + \lambda_1 P_{k-N}(\lambda) \right| \leq 2 \left( \frac{(1 - \sqrt{\kappa_1})/(1 + \sqrt{\kappa_1})}{1 + \kappa_1} \right)^{k-N}. \]

Choose \( P_{k-1}(\lambda) \) such that

\[ 1 + \lambda P_{k-1}(\lambda) = \left[ 1 + \lambda P_{k-N}(\lambda) \right](\lambda - \lambda_1) \cdots (\lambda - \lambda_N)(-1)^{N}/\lambda_1 \cdots \lambda_N. \]

Then,

\[ \max_{\lambda_i} \left| 1 + \lambda_i P_{k-1}(\lambda_i) \right| \leq 2Z(\kappa_1, k - N) \max_{c_1 \leq \lambda_i \leq c_2} \max_{i=1}^N \left| 1 - \lambda_i/\lambda_i \right|. \]

By (6.4)-(6.6) and theorem 5.3, we easily have the following theorem.

**Theorem 6.1.** Let \( \kappa \) and \( \kappa_1 \) be the spectral condition numbers of \( C_s \) and \( B_h^T B_h \) respectively. Then given \( \epsilon > 0 \), there exists a positive integer \( N \) independent of \( k \) and \( h \)
such that
\[ \frac{E(p_k)}{E(p_0)} \leq \min \{ 4Z(\kappa, 2k), 4Z(\kappa_1 - \varepsilon, 2k - 2N) \chi(\lambda) \}. \]

Here \( \chi(\lambda) = \max \prod_{i=1}^{N} |1 - \lambda/\lambda_i| \) where \( \lambda_i, i = 1, \ldots, N \) are the \( N \) eigenvalues of \( C \) that lie outside \( [c_1 - \varepsilon, c_2 + \varepsilon] \). Here \( c_1 \) and \( c_2 \) are the spectral bounds of \( B_{\tilde{h}T_{\tilde{h}}h} \).

**Corollary 6.1.** The number of iterations needed to reduce \( \frac{E(p_k)}{E(p_0)} \) to a given accuracy can grow no faster than constant \( \log m \) as \( h \to 0 \).

**Proof.** By theorem 5.4, the smallest eigenvalue of \( C_\tilde{h} \) is larger than constant \( m^{-4} \). The corollary is therefore an immediate consequence of theorems 5.2, 5.3 and 6.1.
§ 7. Survey of previous work on capacitance matrix methods

We give here only a brief survey of previous work on capacitance matrix methods. See also section 8 of [26] for more references and more details on some of the references mentioned here. C. W. Hockney gave a brief description of a method of this type in [18]. He credited Oscar Buneman for the idea.

The papers [7] and [13] by Buzbee, Dorr, George, and Golub and George respectively used the same Ansatz

\[ u = B^{-1}v + B^{-1}UDp \]

as is used in our algorithm to treat the Dirichlet problem. It is then shown experimentally in [26] and theoretically in [27] that the resulting capacitance matrices \( C \) are ill-conditioned and that the singular values of \( C \) cluster around zero. The conjugate gradient method was used in [13] to solve the capacitance matrix equations using an iterative imbedding technique similar to that mentioned in section 4 of this work. The number of iterations used to achieve a given accuracy are proportional to the square root of \( m \), the order of \( C \). The regions considered in [7] are of a rather simple type. The matrices \( C \) are positive definite symmetric and the Cholesky method is used to factorize \( C \). The numerical results are obtained on a CDC6600 and a gain in speed of a factor three is reported in [15] for runs on CDC 7600.

The paper [26] by Proskurowski and Widlund is probably the first one that exploits the similarity between the classical potential theory and the capacitance matrix method. It is shown experimentally there that by making the correct Ansatz guided by the classical potential theory the capacitance matrix method becomes a well posed problem. The matrices \( C \) for many test regions are uniformly well conditioned in the spectral norm and the convergence of the conjugate gradient iterations for these regions appears to be independent of the mesh sizes. It is then shown theoretically in [26] that for a large class of domains
and some special schemes of approximating boundary conditions, the above observation is always valid. This work is mainly an outgrowth of [26]. It extends some of the theoretical estimates in [26] to all bounded domains with smooth boundaries.
§ 8. Numerical experiments

To illustrate the effectiveness of our algorithm, we have used linear polynomials as test functions. Truncation errors are not present and the right hand side of equation (8.1) is always consistent

\[ A_h u = U^T v. \]

Let \( u \) and \( u^* \) be respectively the exact and numerical solutions of (8.1). Let

\[ E_{\text{max}} = \| \delta_{x_1} (u - u^*) \|_\infty + \| \delta_{x_2} (u - u^*) \|_\infty, \]

where \( \delta_{x_1} \) and \( \delta_{x_2} \) denote the undivided forward differences in the \( x_1 \) and \( x_2 \) directions respectively. The domain \( \Omega \) is an ellipse with the ratio of half axes equal to \( \gamma \) and the test function \( u \) satisfies \( u(x) = x_1 \). The following is a table of numerical results obtained by test runs on the Univac 1110 at MACC, University of Wisconsin, Madison.

### Table I

<table>
<thead>
<tr>
<th>No. of iterations</th>
<th>( \gamma )</th>
<th>( m )</th>
<th>Norm of C.G. Residual</th>
<th>( E_{\text{max}} ) (approx.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1</td>
<td>36</td>
<td>0.5172056-03</td>
<td>-04</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>76</td>
<td>0.5409905-03</td>
<td>-04</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>108</td>
<td>0.723433-03</td>
<td>-04</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>32</td>
<td>0.3189510-02</td>
<td>-03</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>64</td>
<td>0.8658407-03</td>
<td>-03</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>92</td>
<td>0.126753-02</td>
<td>-03</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>60</td>
<td>0.576389-02</td>
<td>-03</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>84</td>
<td>0.3497684-02</td>
<td>-03</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>108</td>
<td>0.1820406-04</td>
<td>-06</td>
</tr>
<tr>
<td>7</td>
<td>0.7</td>
<td>92</td>
<td>0.1372015-04</td>
<td>-06</td>
</tr>
<tr>
<td>7</td>
<td>0.5</td>
<td>84</td>
<td>0.3218270-04</td>
<td>-06</td>
</tr>
</tbody>
</table>

Scheme I.N.a is used to obtain results listed in Table I. Typically it will take one or two more iterations to achieve similar accuracies if scheme I.N.b is used. The norm of C.G. residual given in the fourth column of Table I is the \( L_2 \) norm of the conjugate gradient residuals divided by the square root of the number of mesh points inside \( \Omega \).
§ 9. **Conclusions**

Since it takes two fast Poisson solvers to complete each conjugate gradient iteration, the total operation counts of the algorithm are approximately ten or eleven times that of a fast Poisson solver for the Laplace or Poisson equation respectively. It is reported in [2] that the operation counts of a fast Poisson solver can be reduced to $O(n^2)$ if the fast Fourier transform methods are combined with $k$ cyclic reduction methods if $k$ is proportional to $\log_2 n$. It is, however, more realistic to say that the operation counts of our algorithm are proportionally to $n^2 \log_2 n$ in the experiments carried out so far.

Our theoretical estimate of a constant times $n^2 (\log_2 n)^2$ is perhaps too conservative. It is shown in [27] and [28] that theoretical estimates of constant $\times n^2 (\log_2 n)$ can be obtained for a special class of domains in some cases although it is still an open question whether this is true in general.
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It is shown analytically in this work that the conjugate gradient method is
an efficient means of solving the singular capacitance matrix equations arising
from the Neumann problem of the Poisson equation. The total operation counts
of the algorithm does not exceed constant times \( \frac{n^2 (\log n)^2}{(n = 1/h)} \) for any
bounded domain with sufficiently smooth boundary.