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I. INTRODUCTION

Since the early 1940's, there have been a number of models for the process called detonation. These range from the early one-dimensional model of Zel'dovich and Kompaneets\(^1\) to models taking account of three-dimensional structure including those of Barthel and Strehlow\(^2\) and Barthel\(^3\). The one-dimensional model is well developed and the three-dimensional model, though less well understood, yet provides much qualitative insight into the mechanism responsible for the self-sustaining nature of the detonation.

Within the scope of the subject of detonation, one can specifically focus attention on the initiation process. Initiation is usually considered to include the following events. First, a shock wave travels through a combustible mixture, raising its temperature and pressure. Next an induction zone develops in which chemical reaction begins to take place. The temperature and pressure in this zone remain fairly constant as any heat release is approximately cancelled by a corresponding endothermic dissociation. The induction zone is characterized by the induction delay, also called the delay time to ignition, which is simply the time a particle of the mixture spends in the induction zone. Finally, the recombination or heat release region develops. This of course yields the observed exothermic nature of a detonation. As can be seen this entire process is non-steady.

It would be instructive to obtain a model for this initiation process which will yield the qualitative behavior which results as one varies input parameters such as temperature and shock overpressure. This then is the scope of this paper. A model for the initiation of shock induced detonation is developed for a spherical flow field. Two different types of non-ideal flow fields are then generated in which the initiation may occur.
These include flows generated by massless, high pressure, bursting spherical vessels and flows resulting from finite rate depositions of energy at a spherical region in space. For all these flow fields, the model then yields information on delay time to ignition, minimum energy requirements, sound speed effects and explosion loci.

II. BACKGROUND FLOW

The initiation process must occur in the flow field under consideration. This flow field is generated by a computer program, which was obtained from A. K. Oppenheimer. The CLOUD program, as it is called in this paper, uses a finite difference scheme to evaluate the fluid dynamic conservation equations in one-dimensional Lagrangian form. These include the continuity, momentum and energy equations. A fourth expression, the equation of state is also evaluated. The equation of state for this investigation takes the form of the perfect gas law.

The CLOUD program performs its calculations with non-dimensional variables. This fact is crucial to later computations because it allows one to substitute in desired reference parameters after a given computer run has been made.

The independent variables for the numerical computation are $\tau = t/t_0$ and $R = r/r_0$ where $\tau$ and $r$ denote dimensional time and radial position and $t_0$ and $r_0$ are the reference parameters used to non-dimensionalize the calculations.

The dependent variables of prime importance are the specific volume and energy, which are given by $V = V/V_0$ and $E = E/E_0$ respectively, where again the $V$ and $E$ have dimensions and the subscripted symbols are used to non-dimensionalize the calculations. Other dependent variables which the CLOUD program calculates are velocity, pressure and viscosity. The pressure at various points in the flow field is used to determine the time of shock
passage even though the pressure does not enter into initiation calculations. The viscosity term is used to smooth out infinite gradients at the shock location, as these are unacceptable in the finite-difference computational scheme.

In order to validate the data concerning the flow field which are obtained from the CLOUD program, three comparison runs were made for the case of a bursting sphere. These include sphere bursts of 22 atm air into 1 atm ambient air and 15.79 atm helium into 1 atm ambient air. These runs are compared to corresponding runs made by Brode. Also a high pressure sphere burst of 200 atm air into 1 atm ambient air is compared to a corresponding run made by Huang and Chou. These data are shown graphically on Figs. 1-3. On these plots $P_s$, the non-dimensional shock overpressure is shown as a function of non-dimensional energy scaled radius or shock location. $P_s$ is determined from the expression

$$P_s = \frac{P_s - P_0}{P_0} = \frac{P_s}{P_0} - 1$$

(1)

where $P_s$ is the value of the shock overpressure and $P_0$ is the ambient reference pressure. $K_s$ is obtained from the expression

$$K_s = \frac{R_s}{R_0}$$

(2)

where $R_s$ is the location of the shock and $R_0$ is called the scaling radius and is determined by the following relation, as discussed in Strehlow and Ricker.

$$R_o = \left[ \frac{1}{P_0} \right]^{1/3}$$

(3)

Here $P_0$ again represents the ambient reference pressure and $E_1$ is the
amount of energy which must be added to a sphere at ambient conditions to raise its temperature and pressure to the conditions necessary for the burst. This energy addition is assumed to occur instantaneously and at constant volume. \( E_1 \) is found from the relation,

\[
E_1 = \frac{4\pi}{3} \left( \frac{P_2}{\gamma_1 - 1} \right) r_o^3
\]

(4)

where \( P_2 \) is the pressure in the sphere just prior to burst, \( \gamma_1 \) is the specific heat ratio of the gas in the sphere and \( r_o \) is the initial radius of the sphere. Then substituting eqn. 4 into eqn. 5 and the resulting form of eqn. 3 into eqn. 2, it is found that

\[
\frac{R_s}{R_o} = \left[ \frac{4\pi}{3} \frac{P_2}{\gamma_1 - 1} \right] \left[ \frac{3}{2} \right] \frac{1}{\gamma_1 - 1} \]

(5)

It must also be noted that in Figs. 1-3 the first point is not obtained from the finite-difference calculation but is determined analytically from the shock wave-rarefaction contact surface requirement, as found in Lippmann and Roshko.\(^8\)

\[
\frac{P_s}{P_o} = \frac{P_2}{P_o} \frac{1}{\gamma_1 - 1} \frac{\gamma_1 - 1}{\gamma_1 \gamma_o + (\gamma_1 + 1)(P_2/P_o - 1)}
\]

(6)

where \( a_o \) refers to the ambient sound speed, \( a_s \) is the sphere sound speed just prior to burst and \( \gamma_o \) is the specific heat ratio in the ambient air. All other quantities are the same as defined previously. Eqn. 6 is iteratively solved for the quantity \( P_s/P_o \) which is then substituted into eqn. 1 to obtain the initial point.

Also shown in Figs. 1-3 are data obtained from another numerical program. This other program, known as the MNDY program, was obtained from H. M. Sternberg.\(^9\) As can be seen the CLOOF and MNDY data are in
very good agreement. This will then be taken as evidence of the accuracy and validity of data obtained from the CLOUD program.

III. IGNITION MODEL

The ignition model analyzed in this investigation is viewed as a simple one-dimensional model which will allow a parameter study of the problem. General trends and behavior are sought rather than specific numerical values. With this in mind then, the following procedure is employed.

As given in Cusey\textsuperscript{10} the local delay time to ignition for a hydrogen-oxygen system is given by the formula,

\[ \tau_i = \frac{A}{[O_2]} \exp \left( \frac{E_A}{RT} \right) \]  

(7)

where \(A\) is called the pre-exponential factor, \([O_2]\) is the oxygen concentration, \(E_A\) in the chemical activation energy, \(R\) is the universal gas constant and \(T\) is the temperature. The local delay time will refer to a particular particle or "cell" in the flow field. Thus at each instant of time, each particle in the flow will have an instantaneous value of local delay time, \(\tau_i\). We can then define the variable \(\psi\) to be the fraction of total delay time consumed, where the total delay time is equal to the time spent in the induction zone. \(\psi\) is then given by the following expression taken from Strehlow\textsuperscript{11}

\[ \psi = \int_{\tau_s}^{t} \frac{dt}{\tau_i} \]  

(8)

where \(\tau_s\) refers to the time of shock passage.

The basic approach is to integrate eqn. 8 along a particle path until its value is equal to unity. This will correspond to the location
in space and time when the particle leaves the induction zone and ignites, 
The Lagrangian approach is thus seen to be very useful as one must in- 
egrade eqn. 8 while following individual particles in the flow. Eqn. 8 
must be cast into a slightly different form for use with the CLOUD program. 
This will be discussed later.

It is now necessary to specify the combustible mixture and the chemi-
cal kinetics to be studied. For simplicity, all computer runs were made 
with the expanding shock wave passing into ambient air with \( \gamma_0 = 1.4 \). Air 
is not a combustible mixture but it is assumed that there is enough \( \text{H}_2 \) for a 
reaction. In this analysis only particles or cells which are outside of 
the pressurized sphere or region of energy addition are considered to be 
combustible. Then as the flow progresses, a contact surface will always 
separate these two regions. Cells inside of this contact surface are 
not followed as they are not considered to be combustible. Cells outside 
of the contact surface are followed as they are considered to be combustible 
and hence are necessary for the delay time calculations. The inside cells 
do however serve the purpose of providing the necessary energy for the 
establishment of the shock wave which processes the combustible mixture. 
This is illustrated in Fig. 4 for the case of a bursting sphere. Note 
that the outward travelling shock wave begins at the contact surface but 
because of the infinite gradients involved, this area must initially be 
smoothed out over the space of two particles, known as fairing cells.

For the actual reaction, a simple hydrogen-oxygen system is considered. 
Schott and Kinsey\(^1\) have shown that the primary reactions involved are:

\[
\begin{align*}
\text{H}_2 + \text{O}_2 & \rightarrow \text{H}_2\text{O} \text{ or OH} \quad (i) \\
\text{H} + \text{O}_2 & \rightarrow \text{OH} + \text{O} \quad (ii) \\
\text{O} + \text{H}_2 & \rightarrow \text{OH} + \text{H} \quad (iii) \\
\text{OH} + \text{H}_2 & \rightarrow \text{H}_2\text{O} + \text{H} \quad (iv)
\end{align*}
\]
where reaction (ii) is the most highly endothermic reaction in the chain (reactions ii, iii and iv). For this system of reactions, Schott and Kinsey12 and Strehlow13 show plots of local delay time times oxygen concentration vs. 1000 over the temperature. From these plots the quantities $E_A$, the activation energy and $A$, the pre-exponential factor can be determined. The plot from Strehlow is reproduced in Fig. 5. The above quantities are found in the following way.

We have that that the local delay time is given by eqn. 7, repeated here

$$\tau_i = \frac{A}{[O_2]} \exp\left(\frac{E_A}{RT}\right)$$

Then

$$\log_{10}\left([O_2] \tau_i\right) = \log_{10}\left\{A \exp\left(\frac{E_A}{RT}\right)\right\}$$

$$= \frac{\ln \left\{A \exp\left(\frac{E_A}{RT}\right)\right\}}{\ln 10}$$

$$= \frac{1}{\ln 10} \left(\ln A + \ln e^{E_A/RT}\right)$$

$$= \frac{1}{\ln 10} \left[\ln A + E_A/RT\right]$$

or

$$\log_{10}\left([O_2] \tau_i\right) = \frac{\ln A}{\ln 10} + \frac{E_A}{R \ln 10} \frac{1}{T}$$

Notice that this equation is of the form $y = mx + b$

where

$$y = \log_{10}\left([O_2] \tau_i\right)$$

$$m = \frac{E_A}{R \ln 10}$$

$$x = \frac{1}{T}$$

and

$$b = \frac{\ln A}{\ln 10}$$

The slopes and intercepts on the Strehlow and Schott and Kinsey graphs can be determined and then the values of $E_A$ and $A$ follow. These values are shown in Table 1 below.
Investigator&$m = \frac{E_A}{R \ln 10}$&$b \ln A$&$E_A$ (kcal/mole)&$A$ (sec-moles/liter)
\hline Strehlow& 3541.18 & -10.165 & 16.19 & 6.8418x10^{-11} \\
Schott & Kinsey& 3966 & -10.647 & 18.14 & 2.2542x10^{-11} \\
\hline

Table 1

At this point an arbitrary choice was made to use the values obtained from Strehlow for the initiation and delay time calculations. It was felt that this is justified by the fact that the two sets of values are in fairly good agreement. Also, the actual numbers are not of that great a concern since the main purpose of this work is to determine qualitative behavior.

To completely determine the chemical kinetics, the range of temperatures for which the hydrogen-oxygen reactions discussed earlier are valid must be stated. Schott and Kinsey studied hydrogen-oxygen reactions in the temperature range between 1100° and 2600°K. Slightly broader limits were chosen for this work, specifically 1000° to 2700°K. Again this is a fairly arbitrary choice but the limits used correspond roughly to values of three to nine times the usual standard atmosphere ambient air temperature at sea level. In this temperature range the simple Arrhenius kinetics are assumed to hold for the chemical process under consideration. Below 1000°K, the temperature is assumed to be low enough that no appreciable reaction will occur. Above 2700°K, there is assumed to be so much endothermic dissociation that no appreciable fraction of the total delay time will be used up. This situation is shown in Fig. 6.

Next it is necessary to derive the specific form of eqn. 8 which is usable with CLOUD program output for initiation and delay time studies. Since CLOUD uses non-dimensional values of time the quantity $dt$ is not directly obtainable. However, the quantity $dt/t_0$ is obtainable where $t_0$...
has been defined previously. Thus one can write

$$\psi_{\text{cloud}} = \int_{t/t_0} \frac{dt}{t/t_0} = \frac{1}{t_0} \psi$$

(10)

Now all that remains is to substitute the expression for \(T_1\) into eqn. 10. However, \(T_1\) is given in terms of the oxygen concentration and the temperature of a cell of the combustible mixture. Thus expressions must first be found for these two quantities.

To determine the cell temperature, one may proceed as follows. Since for a perfect gas the temperature is a function of the internal energy only, we see that the cell temperature can be obtained from the cell energy, which is a part of the CLOUD program output. As noted earlier CLOUD yields a value of \(E = e/P_0 v_0\), where \(e\) is the actual internal energy per unit mass and \(P_0\) and \(v_0\) are non-dimensionalizing reference quantities. It can also be shown that for a perfect gas

$$e = \frac{P v}{\gamma_0 - 1}$$

(11)

We may then substitute eqn. 11 into the CLOUD expression for cell energy to obtain,

$$E = \frac{e}{P_0 v_0} = \frac{P v}{P_0 v_0} \frac{1}{\gamma_0 - 1}$$

(12)

which by the perfect gas law may be re-written as

$$E = \frac{RT_0}{R_0 T_0} \frac{1}{\gamma_0 - 1}$$

(13)

where \(T_0\) is the initial ambient temperature and \(R_0\) is the gas constant of the ambient gas. But since we are considering that the ambient gas is the
combustible mixture we can say that $R = R_0$ and eqn. 13 reduces to

$$E = \frac{T}{T_0} \cdot \frac{1}{\gamma_0 - 1}$$

or rearranging, we obtain an expression for the cell temperature as

$$T = E T_0 (\gamma_0 - 1) \quad (14)$$

Finally the oxygen concentration, $[O_2]$ must be determined. Since $A$, the pre-exponential factor, is given with the units $\text{sec-moles/liter}$, we require to have $[O_2]$ in the units $\text{moles/liter}$ so that in eqn. 7 we will be left with units of time only. The expression for $[O_2]$ is then given by

$$[O_2] \text{moles/liter} = \left[ \frac{(\rho - \varrho)}{\rho_{\text{liter}}} \right] \left( \frac{\varrho}{\text{g/mole}} \right) M.F. \quad (15)$$

where $\rho$ and $MW$ refer to the density and molecular weight of the cell in question and M.F. refers to the mole fraction of $O_2$.

The density of a cell is not obtainable directly from CLOUD. However, the specific volume ratio $v/v_0$ is. Then because $\rho = 1/v$ we have

$$\frac{\rho}{\rho_0} = \frac{v_0}{v} = 1/(\frac{v}{v_0})$$

where again the subscript refers to initial ambient conditions. Then $\rho$ is given by

$$\rho = \rho_0 / (\frac{v}{v_0}) \quad (16)$$

Eqn. 16 is then substituted back into eqn. 15 to obtain the expression for $[O_2]$.

$$[O_2] \text{moles/liter} = \left[ \frac{(\rho - \varrho)}{\rho_{\text{liter}}} \right] \left( \frac{\varrho}{\text{g/mole}} \right) (\frac{v_0}{v}) M.F. \quad (17)$$
Eqns. 14 and 17 may then be substituted back into eqn. 7 to obtain an expression for \( \tau_1 \),

\[
\tau_1 = \frac{A}{(\rho_0 \text{ liter})} \left\{ \frac{\gamma}{V_0} (\text{MW mole}^{-1}) \text{ M.F.} \right\} 
\exp \left( \frac{E_A}{R E_0 (\gamma - 1)} \right)
\]

\[
= \frac{A(V_0) (\text{MW mole}^{-1})}{(\rho_0 \text{ liter})} \text{ M.F.} 
\exp \left( \frac{E_A}{R E_0 (\gamma - 1)} \right)
\]

(18)

We can now substitute into eqn. 18 numerical values for the following quantities,

- \( A = 6.8418 \times 10^{-11} \text{ sec-moles liter}^{-1} \) (from Strehlow)
- \( E_A = 16.19 \text{ kcal mole}^{-1} \) (from Strehlow)
- \( \text{MW \text{armer}} = \text{MW air} = 28.97 \text{ g mole}^{-1} \)
- \( \rho_0 = 1.2247 \text{ liter}^{-1} \)
- \( M_0 = 0.21 \)
- \( \gamma = 0.001876 \text{ g mole}^{-1} \text{ kcal}^{-1} \)
- \( T_0 = 298 \text{ K} \)
- \( \gamma_0 = 1.4 \)

Using those values then eqn. 18 reduces to

\[
\tau_1 = 7.7067 \times 10^{-9} \left( \frac{V_0}{V_0} \right) \exp \left( \frac{68.3898}{E} \right)
\]

(19)

where \( \tau_1 \) has units of seconds. Recall also that \( E \) is the non-dimensional cell energy obtained from CLOUD.

Eqn. 19 is now substituted back into eqn. 10 to obtain,

\[
\psi_{\text{cloud}} = \int_{V_0}^{V_{\text{to}}} \left( \frac{7.067 \times 10^{-7} \gamma_0}{V_0} \right) \exp \left( \frac{68.3898}{E} \right) dt \frac{t_0}{t_0} \psi
\]

\[
= \left( \frac{1.2976 \times 10^8}{V_0} \right) \exp \left( \frac{68.3898}{E} \right) dt \frac{t_0}{t_0} \]

(20)

where the factor \( \frac{1.2976 \times 10^8 \gamma_0}{(V_0/V_0)} \exp \left( \frac{68.3898}{E} \right) \) is equal to \( 1/\tau_1 \).

Eqn. 20 is now integrated numerically from the non-dimensional time of shock passage to the time \( t \tau_{0} \). For this calculation, eqn. 20 is re-written as:
\[ \psi_{\text{cloud}} = \sum_{t_s/t_0}^{t/t_0} \frac{(1.976 \times 10^8) e^{(68.759/\theta)} \Delta t}{t_0} = \frac{1}{t_0} \psi \]  

(21)

or more compactly,

\[ \psi_{\text{cloud}} = \sum_{t_s/t_0}^{t/t_0} \frac{1}{\tau_i} \frac{\Delta t}{t_c} = \frac{1}{t_0} \psi \]  

(22)

where \(1/\tau_i\) has been defined above. Note that the quantity \(\psi_{\text{cloud}}\) has units of sec\(^{-1}\) and that \(\psi\) is dimensionless.

The actual integration is then performed using eqn. 22 or equivalently eqn. 21 on an IBM 360 computer. The limits of integration are \(t_s/t_0\) and \(t/t_0\) as shown above. However, it must be noted that eqn. 22 was derived with the assumption that the reactive kinetics are valid only between the temperatures of 1000° and 2700°K. If the cell temperature drops below 1000°K, the integration is temporarily halted. If the cell temperature rises above 2700°K, the integration is likewise temporarily halted. If and when the cell temperature returns to the acceptable range, the integration is then resumed. Thus the actual limits of integration may be narrower than those given above.

In Fig. 7 are shown qualitatively four different types of temperature variation which may be observed for a given cell. In Fig. 7a, the shock passes the cell in question and raises its temperature. However, the temperature never reaches the 1000°K point. This cell will then never begin reaction, its \(\psi\) value will remain zero and it will have an infinite delay time, i.e., it will not ignite. Fig. 7b shows a cell for which the temperature does rise above 1000°K after shock passage. Once past the point of highest temperature, there is a monotonic decrease until the temperature is once again below the 1000°K cutoff limit. While this cell has a temperature in the acceptable range, integration of eqn. 22 along its
trajectory will proceed. Thus this cell will undergo reaction and have
finite values of $Y$ and delay time. This cell may or may not reach the
point of ignition. This will depend on the initial dimensional condi-
tions and will be discussed later. Fig. 7c shows a cell for which the
temperature rises above the upper cutoff limit. This cell will undergo
the same procedure as that for the cell of Fig. 7b except that during the
time when the temperature is above the 2700$^\circ$K point, the integration of
eqn. 22 will be temporarily halted. This integration will resume when the
temperature has dropped below 2700$^\circ$K and will proceed as long as the temper-
ature is greater than 1000$^\circ$K. All else is the same. Finally, Fig. 7d
shows a temperature-time plot for which non-ideal effects are pronounced.
Due to the non-ideal nature of the flow, second, third, etc. shocks may
propagate past a cell after the load shock has passed. The effect of these
later shocks is to cause a temperature perturbation on the generally de-
creasing temperature profile. These perturbations raise the temperature
of the cell but not by as much as the load shock raised the temperature.
As shown in the plot, a perturbation can occur in such a way as to raise
the temperature above the upper limit and so cause a temporary halt in the
integration. It can also raise the temperature above the lower limit and
hence allow a longer integration for a cell for which the integration
would otherwise have been completed.

With this information in mind then, eqn. 2 is integrated along the
necessary particle or cell trajectories to obtain the data for this investi-
gation.

IV. TEST CASE

To determine the validity of the numerical integrating scheme, a test
case was run with the Huang and Chen 200 atm bursting sphere run described
earlier. The numerical integrating scheme was run on a number of cells
for this sphere burst. Two of these cells are discussed here, namely cell 130 and cell 135. For these two cells, the quantity \(1/\tau_1\) was also obtained at various times during the integration period. Plots were then made of \(1/\tau_1\) vs \(t/t_0\) for these cells. These are shown in Figs. 8 and 9. As eqn. 22 can also be integrated graphically by determining the area under the \(1/\tau_1\) vs \(t/t_0\) graph this was also done and used as a check on the numerical scheme. In Figs. 8 and 9 the cross-hatched areas represent half time increments which were included to make the graphical integration correspond exactly to the numerical integration. The area under these curves was then determined by a planimeter.

For cell 130, the numerical scheme yielded a value for \(\Psi_{\text{Cloud}}\) of 3.379 x 10^4 sec^{-1}. The planimeter integration yielded a value of 3.376 x 10^4 sec^{-1}. The percent error can then be determined from,

\[
\% \text{ error} = \frac{|\Psi_{\text{Cloud (Numerical)}} - \Psi_{\text{Cloud (Planimeter)}}|}{\Psi_{\text{Cloud (Planimeter)}}} \times 100
\]

For cell 130, eqn. 23 yields a value of .09% error.

For cell 135, the numerical scheme yielded a value for \(\Psi_{\text{Cloud}}\) of 1.622 x 10^4 sec^{-1} whereas the planimeter yielded a value of 1.62 x 10^4 sec^{-1}. Eqn. 23 then gives a value of .12% error for cell 135.

These values of percentage error are certainly within an acceptable error margin and so this is taken as evidence that the numerical integration is returning valid output.

Also shown for illustrative purposes is Fig. 10, which is a three-dimensional plot of \(\Psi_{\text{Cloud}}\) vs cell number vs \(t/t_0\), where \(\Psi_{\text{Cloud}}\) was obtained with the numerical integration. Note that for all the cells plotted, a large fraction of the final value of \(\Psi_{\text{Cloud}}\) is obtained very quickly, even for the first four cells in which the integration proceeds for a long time. Note also that \(\Psi_{\text{Cloud}}\) may attain a value greater than unity even though \(\Psi\)
itself is limited by this value. This fact becomes important for ex-
plosion loci determination and will be discussed below.

It is desired to determine three things for the Huang and Chou 200
atm case: the delay time to ignition for various cells, explosion loci
and minimum energy requirements for ignition.

First of all, the value of \( \psi_{CLOUD} \) was obtained for a number of cells
for this run. These values are plotted vs cell number on Fig. 11. Notice
again that \( \psi_{CLOUD} \) can be greater than unity. Eqn. 22 can be re-written
simply as:

\[
\psi_{CLOUD} = \frac{1}{t_0} \psi \tag{22}
\]

Now for a cell to ignite, its value of \( \psi \) must be equal to unity. Then
eqn. 22 reduces to:

\[
\psi_{CLOUD} = \frac{1}{t_0} \tag{24}
\]

or

\[
t_0 = \frac{1}{\psi_{CLOUD}}
\]

Thus knowing the value of \( \psi_{CLOUD} \), the value of \( t_0 \), which has been used to
non-dimensionalize the time variable can be determined. Then, knowing
the value of \( t/t_0 \) at which \( \psi_{CLOUD} \) for the cell is such that it causes \( \psi \)
for the cell to equal unity, one can easily determine the real time
\( t_{DELAY} \) for the cell to ignite from:

\[
t_{DELAY} = \left( \frac{t}{t_0} \right)_{V=1} t_0 \tag{25}
\]

Suppose now that one looks at the maximum value of \( \psi_{CLOUD} \) on Fig. 11.
This is equal to \( 1.962 \times 10^6 \) sec\(^{-1} \) and occurs for cell 82. Substituting
this value into eqn. 24 one finds that \( t_0 = 5.087 \times 10^{-7} \) sec. From the
computer output, it is known that cell 82 sums to a value of \( \psi_{CLOUD} = 1.962 \times 10^6 \) sec\(^{-1} \) at non-dimensional \( t/t_0 = 1.155 \). Thus from eqn. 25,
for cell 82.
\[ t_{\text{delay}} = (1.155)(5.097 \times 10^{-7} \text{ sec.}) \]

\[ = 5.887 \times 10^{-7} \text{ sec.} \]

If the value of \( \psi_{\text{cloud}} \) for cell 82 and the value of \( t_o \) just determined are entered back into eqn. 22, they will of course yield a value of \( \psi = 1 \) for cell 82. However, if the value of \( \psi_{\text{cloud}} \) for any other cell in the Huang and Chou run is entered into eqn. 22 with the given \( t_o \), it will yield a value \( \psi < 1 \). Thus only cell 82 will undergo ignition.

Suppose however, that one considers a value of \( \psi_{\text{cloud}} \) which is less than the maximum value of \( \psi_{\text{cloud}} \), e.g. \( \psi_{\text{cloud}} = 1.855 \times 10^6 \text{ sec}^{-1} \), which is the value obtained for cell 83. Then from eqn. 24, we obtain \( t_o = 5.391 \times 10^{-7} \text{ sec.} \) From eqn. 25 we get for cell 83 \( t_{\text{delay}} = 6.119 \times 10^{-7} \text{sec.} \)

where the value of \( t/t_o \) for which \( \psi_{\text{cloud}} \) was completely summed was obtained from the computer output. Again, entering the value of \( \psi_{\text{cloud}} \) for cell 83 with the \( t_o \) just determined back into eqn. 22 gives \( \psi = 1 \), as expected. Suppose that one now looks at cells 80, 81, and 82. These cells have values of \( \psi_{\text{cloud}} \) which are greater than the value obtained for cell 83. So when these values are entered back into eqn. 22 with the \( t_o \) given above, they will yield values which are greater than unity. This means that in addition to cell 83, these other three cells will also ignite. Of course, \( \psi \) cannot physically exceed unity. What is done to correct this is to look at the value of \( t/t_o \) for which each of these cells attained the value, \( \psi_{\text{cloud}} = 1.855 \times 10^6 \text{sec}^{-1} \). This is of course the value of \( \psi_{\text{cloud}} \) for cell 83. Any further summation beyond this value is then ignored. Now all of these cells will yield \( \psi = 1 \) in eqn. 22.

One can of course consider values of \( \psi_{\text{cloud}} \) which are still lower, e.g. \( \psi_{\text{cloud}} = 1.466 \times 10^6 \text{sec}^{-1} \), the value obtained for cell 85. Now, all the cells from 79 to 85 will ignite. Their various ignition parameters
may be determined as above.

Since each value of $\Psi_{CLOU}$ uniquely determines a value of $t_0$, we can now work back to obtain dimensional initial conditions for the bursting sphere. This is done as follows. Adamczyk\textsuperscript{14} shows that there is a relation between $t_0$ and $r_0$, the initial sphere size. This is given by:

$$t_0 = \frac{r_0 \sqrt{\gamma \delta_1}}{a_0}$$

(26)

where $a_0$ refers to the ambient undisturbed sound speed and $\gamma_1$ is as defined earlier. For a perfect gas, the quantity $a_0$ can be replaced by,

$$a_0 = \sqrt{\gamma_0 R_0 T_0}$$

(27)

Thus

$$t_0 = \frac{r_o \sqrt{\gamma_1}}{\sqrt{\gamma_0 R_0 T_0}}$$

However, since this investigation assumes air on both sides of the contact surface (for flow field determination) we have that $\gamma_0 = \gamma_1 = 1.4$ and

$$t_o = \frac{r_o}{\sqrt{R_0 T_o}}$$

(28)

which can be re-written as

$$r_0 = t_0 \sqrt{R_0 T_0}$$

where $t_0$ is determined from ignition analysis as above, $R_0 = R_{AIR} = 6.855 \times 10^{-5}$ kcal g$^{-1}$ K$^{-1}$ and $T_0 = 298^\circ$K. Eqn. 28 yields the initial radius, $r_0$ of the bursting sphere.

One can then use this value of $r_0$ in eqn. 4,

$$E_3 = \frac{4 \pi}{3} \frac{R_0 - P_0}{\delta_i - 1} r_0^3$$

(4)

to obtain the quantity $E_1$, which as discussed earlier, is the amount of energy which must be added to yield the initial sphere burst conditions.
Table 2 displays the ignition data discussed above. For three values of $\psi_{\text{CLOUD}}$, the values of $(t/t_0)\psi_1$ and $t_{\text{DELAY}}$ are shown for cells 79 through 85. Also included are the values of $t_0$, $r_0$, and $E_1$ for each case.

**TABLE 2**

<table>
<thead>
<tr>
<th>C</th>
<th>$\psi_{\text{CLOUD}}$ = 1.962 x $10^6$ sec$^{-1}$</th>
<th>$\psi_{\text{CLOUD}}$ = 1.855 x $10^6$ sec$^{-1}$</th>
<th>$\psi_{\text{CLOUD}}$ = 1.656 x $10^6$ sec$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>$t_0$ = 5.097 x $10^{-7}$ sec</td>
<td>$t_0$ = 5.391 x $10^{-7}$ sec</td>
<td>$t_0$ = 6.039 x $10^{-7}$ sec</td>
</tr>
<tr>
<td>L</td>
<td>$E_1$ = 6.992 x $10^{-4}$ joules</td>
<td>$E_1$ = 8.273 x $10^{-4}$ joules</td>
<td>$E_1$ = 1.163 x $10^{-3}$ joules</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$t/t_0$</th>
<th>$t_{\text{DELAY}}$ (sec)</th>
<th>$t/t_0$</th>
<th>$t_{\text{DELAY}}$ (sec)</th>
<th>$t/t_0$</th>
<th>$t_{\text{DELAY}}$ (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>79</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.290</td>
</tr>
<tr>
<td>80</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.775</td>
<td>4.178 x $10^{-7}$</td>
<td>.230</td>
</tr>
<tr>
<td>81</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.540</td>
<td>1.833 x $10^{-7}$</td>
<td>.201</td>
</tr>
<tr>
<td>82</td>
<td>1.155</td>
<td>5.887 x $10^{-7}$</td>
<td>.300</td>
<td>1.617 x $10^{-7}$</td>
<td>.195</td>
</tr>
<tr>
<td>83</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>1.135</td>
<td>6.119 x $10^{-7}$</td>
<td>.227</td>
</tr>
<tr>
<td>84</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.295</td>
</tr>
<tr>
<td>85</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>1.115</td>
</tr>
</tbody>
</table>

Fig. 12 shows a plot of the dimensional ignition delay times vs cell number for the given values of $E_1$ in the table above. Note that cell 82 has the shortest delay time for all three energy levels. This makes intuitive sense because cell 82 had the highest value of $\psi_{\text{CLOUD}}$. However, it may occur that another cell will sum to a given value of $\psi_{\text{CLOUD}}$ before cell 82 does, even though cell 82 eventually sums to the highest value.

In such a case, if that value of $\psi_{\text{CLOUD}}$ is chosen as a reference for an ignition analysis, cell 82 will not have the shortest delay time. Thus one cannot say in general that cell 82 will always ignite first.
It is also seen from Fig. 12 that as the energy added to the bursting sphere, $E_1$, increases, the delay time for all the cells decreases. Again, this makes intuitive sense because one would expect a quicker reaction for a larger amount of energy in the source area.

Fig. 13 shows a pictorial view of the Huang and Chou 200 atm flow field generated by the CLOUD program. On this graph, the axes are non-dimensional distance $r/r_0$ vs non-dimensional time $t/t_0$. The particle paths or cell trajectories are shown. The lead shock is very evident in the lower left corner. Initially, the cells travel vertically, i.e., they cover no distance with time and are stationary. When the lead shock arrives, it bends the trajectories towards the horizontal, i.e., it accelerates the particles and hence causes a change in distance with time. As can be seen, the particles eventually decelerate and tend back toward a vertical inclination.

As mentioned earlier, due to the non-ideal nature of the flow, secondary wave systems will occur. These can be seen as ripples superimposed on the general behavior of the cell trajectories.

The blocked-off portion of Fig. 13 is the area of the flow field which is of interest for ignition calculations. This region is magnified and displayed in Fig. 14. Recall that in Table 2 the quantity $(t/t_0)_{out}$ was tabulated against cell number for various energy levels, $E_1$. For each of these energy levels, one can plot the points at which ignition occurs for cells in question by simply locating the proper trajectory and travelling along it until the required value of $t/t_0$ on the vertical axis is reached. These points can then be connected to form what will be called the explosion loci. These loci are plotted for two energy levels, namely $E_1 = 8.273 \times 10^{-4}$ joules and $E_1 = 1.164 \times 10^{-3}$ joules in Fig. 14.

Note that the explosion loci for the lower value of the energy is higher up the cell trajectories. This corresponds to the fact that a lower
energy will result in a longer time for reaction, as was discussed earlier. The explosion locus for the energy level $E_1 = 6.992 \times 10^{-4}$ joules is not shown as it is only a single point.

By this time, it should be evident that there is something special about the $E_1 = 6.992 \times 10^{-4}$ joules energy level, because it allows only one particle in the entire flow field to ignite. What this means is that this is the minimum amount of energy which will result in an ignition in the Huang and Chou 200 atm flow field. If this energy were decreased slightly, it would cause every particle in the flow field to have an infinite delay time which means of course that there would be no ignition of any kind. Thus this value of $E_1$ represents a cutoff between ignition and no ignition for this particular flow field. The values of the lowest energies for ignition will be obtained for other flow fields in the following sections and the general behavior of these quantities will be discussed.

V. BURSTING SPHERE RESULTS

The above procedure described for the Huang and Chou case has also been applied to a number of other bursting sphere runs. These sphere bursts are generated by the CLOUD program and are characterized by three parameters: the pressure ratio $P_2/P_0$, the temperature ratio $T_2/T_0$ and the values of $\gamma$ for the source region and ambient region, called $\gamma_1$, and $\gamma_0$ respectively. For all the flow fields generated by the CLOUD program, the source and ambient regions are assumed to contain air. Thus $\gamma_1 = \gamma_0 = 1.4$.

It is first necessary to determine which combinations of these parameters will lead to flow fields in which initiation may occur. This criterion can be determined analytically in the following manner.

We have set the minimum temperature for reaction at 1000$^\circ$K. Therefore
the flow field must show temperatures at least this high behind the incident shock. Now for a bursting sphere, the shock will have maximum strength at the instant of burst. From this point on it will decay, eventually to approach an acoustic-type behavior. Thus at the moment of burst, the shock must be capable of raising the temperature of the mixture to 1000°K. One can now use the Rankine-Hugoniot relation for temperature from Liepmann and Roshko.\(^8\)

\[
\frac{T_s}{T_0} = \frac{\gamma + \frac{1}{\gamma - 1}}{1 + \frac{\gamma + 1}{\gamma - 1}} \frac{P_s}{P_0}
\]

where \(T_s/T_0\) is the temperature ratio across the shock, \(P_s/P_0\) is the pressure ratio across the shock and \(\gamma\) replaces \(\gamma_1\) and \(\gamma_0\) since it was assumed that \(\gamma_1 = \gamma_0 = \gamma = 1.4\). If \(T_0 = 298°K\) and at the moment of burst we must have 1000°K behind the shock then,

\[
\frac{T_s}{T_0} = \frac{1000°K}{298°K} = 3.3557
\]

We can then substitute this value of \(T_s/T_0\) and \(\gamma = 1.4\) back into eqn. 29. After some rearrangement it is found that

\[
\left(\frac{P_s}{P_0}\right)^\gamma - 14.1342 \left(\frac{P_s}{P_0}\right) - 3.3557 = 0
\]

This is a quadratic in the quantity \(P_s/P_0\). It may be solved to yield the values

\[
\frac{P_s}{P_0} = 14.3678, -0.2336
\]

where the negative solution is not physically meaningful. We now have the pressure ratio across the shock at the instant of burst which is necessary to produce a 1000°K temperature. Recall eqn. 6
\[
\frac{P_b}{P_o} = \frac{P_s}{P_b} \left[ 1 - \frac{(6 - 1) \left( \frac{a_o}{a_2} \right) \left( \frac{P_s}{P_b - 1} \right)}{\sqrt{2} \sqrt{a_2} \sqrt{a_8 + (6 + 1) \left( \frac{P_b}{P_o} - 1 \right)}} \right]^{-\frac{2\gamma}{\gamma - 1}} \quad (6)
\]

where \( \gamma \) has now replaced \( \gamma_1 \) and \( \gamma_0 \). The quantity \( \frac{a_o}{a_2} \) may be expressed as,

\[
\frac{a_o}{a_2} = \sqrt{\frac{\gamma_0 \gamma P_o T_o}{\gamma_1 R T_a}}
\]

Again because we are considering air for the flow field calculations, the specific heat ratio and gas constant ratio drop out and we have

\[
\frac{a_o}{a_2} = \left( \frac{T_o}{T_a} \right)^{\frac{\gamma}{2}}
\]

\[
\frac{a_o}{a_2} = \left( \frac{T_a}{T_o} \right)^{-\frac{\gamma}{2}}
\]

Substituting eqn. 30 back into eqn. 6 we obtain

\[
\frac{P_b}{P_o} = \frac{P_s}{P_b} \left[ 1 - \frac{(6 - 1) \left( \frac{T_a}{T_o} \right)^{\frac{\gamma}{2}} \left( \frac{P_s}{P_b - 1} \right)}{\sqrt{2} \sqrt{a_2} \sqrt{a_8 + (6 + 1) \left( \frac{P_b}{P_o} - 1 \right)}} \right]^{-\frac{2\gamma}{\gamma - 1}}
\]

which, after substituting in the values determined for \( \gamma \) and \( \frac{P_s}{P_o} \), reduces to,

\[
\frac{P_b}{P_o} = 14.3678 \left[ 1 - 5.410 \left( \frac{T_a}{T_o} \right)^{\frac{\gamma}{2}} \right]^{-7}
\]

Eqn. 31 now relates the initial sphere pressure ratio to the initial sphere temperature ratio, while satisfying the constraint of a 1000°C temperature behind the lead shock at the instant of burst.

Suppose the minimum temperature defined for the Arrhenius reaction kinetics had been 1200°C instead of 1000°C. Although this criterion is not made use of in this investigation, it can be mentioned for comparison purposes. If this were the case however, then an equation similar to eqn. 31 could be derived using the same logic. This equation would be,
\[
\frac{P_a}{P_0} = 18.3799 \left[ 1 - 0.6227 \left( \frac{T_a}{T_0} \right)^{-1/3} \right]^{-7}
\]  
(32)

Eqns. 31 and 32 are plotted on Fig. 15 for comparison purposes. For a 1000°K minimum temperature it can be seen that only points which are to the right and above the 1000°K curve will provide the proper initial sphere conditions for an ignition. No set of initial sphere conditions below and to the left of the curve will produce an ignition in the flow field. A corresponding argument can be made for the 1200°K curve.

Note that the curve for a 1200°K minimum temperature lies higher on the graph than the curve for 1000°K. This makes sense because one would expect that it would require larger initial values of sphere temperature and pressure ratios to cause a higher temperature in the flow field. Note also that for either curve as the temperature ratio decreases to zero the pressure ratio rises very rapidly. Likewise, the required temperature ratio increases markedly as the pressure ratio decreases. Also shown on this graph is the curve of temperature ratio equal to pressure ratio.

For this investigation a number of bursting sphere runs were made to study the ignition behavior in the flow field. The initial conditions for all of these runs lie above and to the right of the 1000°K curve. The intersection of the 1000°K curve and the curve of temperature ratio equal to pressure ratio was chosen as a starting point. This intersection corresponds to the initial conditions:

\[
\frac{P_a}{P_0} = 30 \quad \frac{T_a}{T_0} = 30
\]

As this set of initial conditions lies on the 1000°K cutoff curve, it was not expected to yield any actual finite ignition data with the numerical routine. Thus to provide the numerical integration with a flow field slightly above the cutoff flow field, the above initial conditions were increased by ten percent. Thus,
Then with this set of more reasonable initial conditions as a starting point, eight bursting sphere flow fields were generated. Four of these flow fields successively doubled the initial pressure ratio while holding the initial temperature ratio constant. The other four flow fields successively doubled both the initial pressure and temperature ratios. These flow fields, or equivalently computer runs, as they will henceforth be called are displayed in Tables 3a and 3b.

<table>
<thead>
<tr>
<th>FLOW FIELD/RUN</th>
<th>PRESSURE RATIO</th>
<th>TEMPERATURE RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>THEORETICAL CUTTOFF</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>A) 10% ABOVE CUTTOFF</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>1</td>
<td>66</td>
<td>33</td>
</tr>
<tr>
<td>2</td>
<td>132</td>
<td>33</td>
</tr>
<tr>
<td>3</td>
<td>264</td>
<td>33</td>
</tr>
<tr>
<td>4</td>
<td>528</td>
<td>33</td>
</tr>
<tr>
<td>(a)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FLOW FIELD/RUN</th>
<th>PRESSURE RATIO</th>
<th>TEMPERATURE RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>THEORETICAL CUTTOFF</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>A) 10% ABOVE CUTTOFF</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>5</td>
<td>66</td>
<td>66</td>
</tr>
<tr>
<td>6</td>
<td>132</td>
<td>132</td>
</tr>
<tr>
<td>7</td>
<td>264</td>
<td>264</td>
</tr>
<tr>
<td>8</td>
<td>528</td>
<td>528</td>
</tr>
<tr>
<td>(b)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FLOW FIELD/RUN</th>
<th>PRESSURE RATIO</th>
<th>TEMPERATURE RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>THEORETICAL CUTTOFF</td>
<td>60</td>
<td>10</td>
</tr>
<tr>
<td>B) 10% ABOVE CUTTOFF</td>
<td>66</td>
<td>11</td>
</tr>
<tr>
<td>9</td>
<td>132</td>
<td>11</td>
</tr>
<tr>
<td>10</td>
<td>264</td>
<td>11</td>
</tr>
<tr>
<td>11</td>
<td>528</td>
<td>11</td>
</tr>
<tr>
<td>(c)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE 3
It was also desired to study ignition behavior in another portion of the admissible region of Fig. 15. For this purpose a new point on the 1000°C cutoff curve was chosen as a starting point for another series of runs. The initial conditions at this cutoff point were

\[ \frac{P_a}{P_0} = 60 \quad ; \quad \frac{T_a}{T_0} = 10 \]

As before these values were increased by ten percent to yield a better starting point for numerical integration. Thus,

\[ \frac{P_a}{P_0} = 66 \quad ; \quad \frac{T_a}{T_0} = 11 \]

Then with this new set of initial conditions as a starting point, three more bursting sphere runs were made in which the pressure ratio was successively doubled while the temperature ratio was held constant. These runs are also shown in Table 3c.

As was done for the Huang and Chow 200 atm case in Fig. 11, the values of \( \mathcal{V}_{\text{CL O U D}} \) vs. cell number are plotted for runs 1 through 11 in Figs. 16, 17, and 18. Two things can be observed in Figs. 16, 17 and 18. First for a given set of runs, the maximum value of \( \mathcal{V}_{\text{C L O U D}} \) increases as the run number increases. Then since the initial pressure ratio increases as the run number increases, we conclude that the maximum value of \( \mathcal{V}_{\text{C L O U D}} \) increases as the initial pressure ratio increases.

We would now like to relate this pressure dependence of the maximum value of \( \mathcal{V}_{\text{C L O U D}} \) to an energy dependence. This can be done with the following derivation. Let the quantity \( \frac{P_a}{P_0} \) = \( x \). Then we may write

\[ P_a = P_0 \times x \]

and we derive:
\[ P_a - P_o = P_a x - P_o = P_c (x - 1) \]

But \( x = \frac{P_2}{P_o} \)

So
\[ P_a - P_o = P_o \left( \frac{P_a}{P_o} - 1 \right) \] (33)

Thus we can see that an increase in the initial pressure ratio yields a monotonic increase in the expression \( P_2 - P_o \). Now from eqn. 4 we know that the initial sphere energy, \( E_I \) is directly proportional to the quantity \( P_2 - P_o \). Thus we may finally conclude that the maximum value of \( \psi_{\text{CLOUD}} \) increases as the initial sphere energy increases. This is a logical conclusion because it has been shown that a large value of \( \psi_{\text{CLOUD}} \) yields a small value of \( r_0 \) and hence small values of dimensional delay time. Thus we see that as the energy \( E_I \) increases, the value of the maximum \( \psi_{\text{CLOUD}} \) will increase and corresponding to this, the dimensional delay times will decrease. This is exactly what one would expect. It should be noted however that there may be slight perturbations on this general trend due to the non-steady and non-ideal nature of the flow fields under consideration.

It is interesting to note that the quantity \( (P_2/P_o - 1) \) in eqn. 33 has been studied previously by Strehlow and Rickett \(^7\) and Adamczyk \(^14\). This quantity is called the dimensionless energy density for the bursting sphere and is given the symbol \( q \). Thus
\[ q = \frac{P_a}{P_o} - 1 \] (34)

The quantity \( q \) represents the amount of energy added to the sphere \( E_I \) normalized by the amount of energy that would have been in an equivalent volume but unpressurized sphere. From eqn. 4, \( E_I \) is given by,
\[ E_I = \frac{4\pi}{3} \frac{P_a - P_o}{V_{\text{Initial}}} r_0^3 \]
\[ = \frac{P_a - P_o}{V_{\text{Initial}} - 1} V_{\text{CLOUD}} \]
The energy for the equivalent volume, unpressurized sphere will be given by the quantity \( \frac{P_v v_o}{(\gamma_1 - 1)} \). Then we have

\[
q = \frac{E_t}{P_0 v_{0,\text{source}}/(\gamma_1 - 1)} = \frac{P_s - P_0}{\gamma_1 - 1} \frac{v_{0,\text{source}}}{P_0 v_{0,\text{source}}}
\]

or

\[
q = \frac{P_s - P_0}{P_0}
\]

or

\[
q = \frac{R}{P_0} - 1
\]

The quantity \( q \) will be used later in this investigation when delay times and minimum energy requirements for ignition are studied, because it has a closer physical relation to the energy than does the actual initial sphere pressure ratio.

The second noteworthy fact, in regard to Figs. 16, 17 and 18, is that the cell which has the largest value of \( \psi_{\text{cloud}} \) cannot be determined prior to the actual numerical integration. This is because the cell for maximum \( \psi_{\text{cloud}} \) is a very complicated function of the flow field variables, which are themselves complicated functions of the initial bursting sphere conditions.

From eqn. 21 one may note that for a given cell in a given run,

\[
\psi_{\text{cloud}} = \sum_{t \in t_e} \left( e^{-\frac{t}{t_e}} \right) \frac{68.3898}{\left( \frac{V}{V_0} \right)}
\]

(35)

Thus \( \psi_{\text{cloud}} \) is a complicated function of the time histories of the dimensionless cell energies and specific volumes.

One can however state that the maximum value of \( \psi_{\text{cloud}} \) does not in general occur at or around the contact surface (cells 50 and 51). For runs 1, 2 and 5 the cell which has the largest value of \( \psi_{\text{cloud}} \) is cell 51 which is adjacent to the contact surface. What is probably happening in these runs is that as one progresses out from the contact surface, the cell energy \( E \) decays rapidly. Then the term
\[
\left(e^{-\frac{1}{\epsilon}}\right)^{68.3878} = \left(e^{68.3878}\right)^{-\frac{1}{\epsilon}}
\]

gets very small and results in a small value of \(\psi_{CLOUD}\). This behavior is not evident for other, higher initial energy runs.

Finally in regard to Figs. 16, 17 and 18 one fact must be noted. For a few of the cells in runs 7 and 8 the numerical integration could not proceed to completion. This was due to the fact that in these runs the cell energies became so high that the temperatures did not decay below the 1000\(^\circ\)K cutoff value by the time the CLOUD program reached the limits of its array dimensions. For some analyses, this would not lead to large errors because as was evident from Fig. 10, cells attain most of their final values of \(\psi_{CLOUD}\) very rapidly. The temperature decay portion of the flow field is seen to contribute only a small amount to \(\psi_{CLOUD}\). However for the delay time and minimum ignition energy analysis discussed later the above incomplete numerical integration could lead to some erroneous results. This will be discussed in more detail later.

Further data reduction was undertaken for runs 1 through 4. Tables 4, 5, 6 and 7 show data for these runs as was shown for the Huang and Chou 200 atm case in Table 2. These results are then plotted in Figs. 19, 20, 21 and 22 as was also done for the Huang and Chou case.

Figs. 19, 20, 21 and 22 show an interesting range of delay time behavior. For runs 1 and 2, Figs. 19 and 20 show only half-curves. This is of course due to the fact that in these runs the cells which had the largest values of \(\psi_{CLOUD}\) were adjacent to the contact surface. In Fig. 19 it can also be seen that cell 51, adjacent to the contact surface, ignites at virtually
<table>
<thead>
<tr>
<th>RUN</th>
<th>( \psi_{\text{CLOUD}} = 1.726 \times 10^5 \text{ sec}^{-1} )</th>
<th>( \psi_{\text{CLOUD}} = 1.286 \times 10^5 \text{ sec}^{-1} )</th>
<th>( \psi_{\text{CLOUD}} = 1.179 \times 10^5 \text{ sec}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEL</td>
<td>( t_0 = 5.793 \times 10^{-6} \text{ sec} )</td>
<td>( t_0 = 7.776 \times 10^{-6} \text{ sec} )</td>
<td>( t_0 = 8.482 \times 10^{-6} \text{ sec} )</td>
</tr>
<tr>
<td></td>
<td>( r_0 = 1.694 \times 10^{-1} \text{ cm} )</td>
<td>( r_0 = 2.274 \times 10^{-1} \text{ cm} )</td>
<td>( r_0 = 2.480 \times 10^{-1} \text{ cm} )</td>
</tr>
<tr>
<td></td>
<td>( E_1 = 5.353 \times 10^{-1} \text{ joules} )</td>
<td>( E_1 = 8.109 \times 10^{-1} \text{ joules} )</td>
<td>( E_1 = 1.052 \times 10^0 \text{ joules} )</td>
</tr>
<tr>
<td>t/t_0</td>
<td>( t_{\text{DELAY}} ) (sec)</td>
<td>t/t_0</td>
<td>( t_{\text{DELAY}} ) (sec)</td>
</tr>
<tr>
<td>51</td>
<td>( \approx ) ( 0.295 )</td>
<td>( \approx ) ( 1.709 \times 10^{-6} )</td>
<td>( \approx ) ( 0.120 )</td>
</tr>
<tr>
<td>52</td>
<td>( \approx ) ( 0.205 )</td>
<td>( \approx ) ( 0.170 )</td>
<td>( \approx ) ( 1.322 \times 10^{-6} )</td>
</tr>
<tr>
<td>53</td>
<td>( \approx ) ( 0.235 )</td>
<td>( \approx ) ( 0.205 )</td>
<td>( \approx ) ( 2.061 \times 10^{-6} )</td>
</tr>
<tr>
<td>54</td>
<td>( \approx ) ( 0.265 )</td>
<td>( \approx ) ( 0.265 )</td>
<td>( \approx ) ( 2.248 \times 10^{-6} )</td>
</tr>
</tbody>
</table>
### Table 5

<table>
<thead>
<tr>
<th>C</th>
<th>$\Psi_{\text{CLOUD}} = 8.964 \times 10^5 \text{ sec}^{-1}$</th>
<th>$\Psi_{\text{CLOUD}} = 7.698 \times 10^5 \text{ sec}^{-1}$</th>
<th>$\Psi_{\text{CLOUD}} = 6.439 \times 10^5 \text{ sec}^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>$t_o = 1.116 \times 10^{-6} \text{ sec}$</td>
<td>$t_o = 1.299 \times 10^{-6} \text{ sec}$</td>
<td>$t_o = 1.553 \times 10^{-6} \text{ sec}$</td>
</tr>
<tr>
<td>L</td>
<td>$r_o = 3.262 \times 10^{-2} \text{ cm}$</td>
<td>$r_o = 3.799 \times 10^{-2} \text{ cm}$</td>
<td>$r_o = 4.542 \times 10^{-2} \text{ cm}$</td>
</tr>
<tr>
<td>L</td>
<td>$E_1 = 4.826 \times 10^{-3} \text{ joules}$</td>
<td>$E_1 = 7.619 \times 10^{-3} \text{ joules}$</td>
<td>$E_1 = 1.502 \times 10^{-2} \text{ joules}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$t/t_o \Psi = 1$</th>
<th>$t_{\text{DELAY}} (\text{sec})$</th>
<th>$t/t_o \Psi = 1$</th>
<th>$t_{\text{DELAY}} (\text{sec})$</th>
<th>$t/t_o \Psi = 1$</th>
<th>$t_{\text{DELAY}} (\text{sec})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>.485</td>
<td>$5.413 \times 10^{-7}$</td>
<td>.200</td>
<td>$2.598 \times 10^{-7}$</td>
<td>.145</td>
</tr>
<tr>
<td>52</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.255</td>
<td>$3.512 \times 10^{-7}$</td>
<td>.150</td>
</tr>
<tr>
<td>53</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.295</td>
<td>$3.852 \times 10^{-7}$</td>
<td>.170</td>
</tr>
<tr>
<td>54</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.315</td>
<td>$4.092 \times 10^{-7}$</td>
<td>.180</td>
</tr>
<tr>
<td>55</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.475</td>
<td>$6.170 \times 10^{-7}$</td>
<td>.195</td>
</tr>
<tr>
<td>56</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.205</td>
</tr>
<tr>
<td>57</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.235</td>
</tr>
<tr>
<td>58</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.260</td>
</tr>
<tr>
<td>59</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.305</td>
</tr>
<tr>
<td>60</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.475</td>
</tr>
</tbody>
</table>

Run 4.
### TABLE 3

<table>
<thead>
<tr>
<th>C</th>
<th>$\Psi_{\text{CL}OUD} = 3.016 \times 10^6 \text{ sec}^{-1}$</th>
<th>$\Psi_{\text{CL}OUD} = 2.846 \times 10^6 \text{ sec}^{-1}$</th>
<th>$\Psi_{\text{CL}OUD} = 2.725 \times 10^6 \text{ sec}^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>$t_0 = 5.316 \times 10^{-7}$ sec</td>
<td>$t_0 = 5.514 \times 10^{-7}$ sec</td>
<td>$t_0 = 3.670 \times 10^{-7}$ sec</td>
</tr>
<tr>
<td>L</td>
<td>$r_0 = 9.696 \times 10^{-3}$ cm</td>
<td>$r_0 = 1.028 \times 10^{-2}$ cm</td>
<td>$r_0 = 1.075 \times 10^{-2}$ cm</td>
</tr>
<tr>
<td>L</td>
<td>$E_1 = 2.544 \times 10^{-4}$ joules</td>
<td>$E_1 = 3.027 \times 10^{-4}$ joules</td>
<td>$E_1 = 3.449 \times 10^{-4}$ joules</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$t/t_0\psi=1$</th>
<th>$t_{\text{DELAY}}$ (sec)</th>
<th>$t/t_0\psi=1$</th>
<th>$t_{\text{DELAY}}$ (sec)</th>
<th>$t/t_0\psi=1$</th>
<th>$t_{\text{DELAY}}$ (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>53</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.745</td>
<td>$2.618 \times 10^{-7}$</td>
<td>.345</td>
</tr>
<tr>
<td>54</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.375</td>
<td>$1.318 \times 10^{-7}$</td>
<td>.300</td>
</tr>
<tr>
<td>55</td>
<td>.785</td>
<td>$2.603 \times 10^{-7}$</td>
<td>.335</td>
<td>$1.177 \times 10^{-7}$</td>
<td>.275</td>
</tr>
<tr>
<td>56</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.350</td>
<td>$1.230 \times 10^{-7}$</td>
<td>.290</td>
</tr>
<tr>
<td>57</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.375</td>
<td>$1.318 \times 10^{-7}$</td>
<td>.305</td>
</tr>
<tr>
<td>58</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>.10</td>
<td>$1.441 \times 10^{-7}$</td>
<td>.325</td>
</tr>
<tr>
<td>59</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td></td>
<td></td>
<td>.380</td>
</tr>
<tr>
<td>60</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td></td>
<td></td>
<td>.805</td>
</tr>
</tbody>
</table>

**run #3**
| Table 7 |
|-----------------|-----------------|-----------------|
| t/t_o | t_PREPARE | t_DELAY | t/t_o | t_PREPARE | t_DELAY | t/t_o | t_PREPARE | t_DELAY |
| 79 | 1 | 1.070x10^{-7} | 1.365 | 6.550x10^{-7} |
| 80 | 1.175 | 9.580x10^{-8} | 8.990x10^{-8} |
| 81 | 1.034x10^{-7} | 1.208x10^{-7} | 1.430x10^{-7} |
| 82 | 1.070x10^{-7} | 1.254x10^{-7} | 1.430x10^{-7} |
| 83 | 1.043x10^{-7} | 1.007x10^{-7} | 1.155x10^{-7} |
| 84 | 1.228x10^{-7} | 1.302x10^{-7} | 1.302x10^{-7} |
| 85 | 1.413x10^{-7} | 1.524x10^{-7} | 1.524x10^{-7} |
| 86 | 1.691x10^{-7} | 1.691x10^{-7} | 1.691x10^{-7} |
| 87 | 2.691x10^{-7} | 2.691x10^{-7} | 2.691x10^{-7} |

RUN #4
the same time for two different initial sphere energies. Figs. 20, 21 and 22 show some ripples in the curves which are most likely due to the passage of the secondary wave systems and general non-ideal nature of the flow fields. Fig. 22 especially shows some rather striking behavior around the vicinity of cell 80, where there is a secondary extremum in the curve for each of the two larger energy levels. This type of behavior would be almost, if not impossible to deduce analytically, whereas the numerical procedure shows the results quite well.

To compare these runs with each other in terms of delay time to ignition, Fig. 23 has been obtained. On this graph are plotted the delay times which correspond to the minimum energy for ignition level for each given run. These data are plotted vs. the non-dimensional energy density, $q$ which is used to characterize each run. Runs 1, 2, 3 and 4 which have just been investigated yield points on the curve labelled $T_2/T_0 = 33$. Also shown on this curve is a data point for run A. Included on this plot also are two other curves. The bottom curve corresponds to runs 4, 5 and 6 for which the temperature ratio initially in the bursting sphere equaled the initial pressure ratio. Runs 7 and 8 have not been reduced for delay time data due to the incomplete numerical integration of $\psi_{\text{cloud}}$ for those runs. The top curve corresponds to runs 0, 9, 10 and 11. In these runs the initial bursting sphere temperature ratio was held constant at a value of $T_2/T_0 = 11$.

Looking at each curve on Fig. 23 alone, it is obvious that the delay time is a function of the initial bursting sphere pressure ratio. However, since a change in the bursting sphere temperature ratio causes a switch to another curve altogether, it is also seen that the delay time is a function of this initial temperature ratio. From observing the relative positions
of the various curves one could conclude that the relation between initial sphere temperature ratio and corresponding delay time is highly non-linear.

The physical reason for the dependence of the delay time on the temperature ratio can be shown as follows. We know that the energy added to the sphere $E_1$ is a function only of the pressure and not of the sphere temperature. Thus the temperature does not contribute to the bursting sphere energy. Nevertheless the temperature does influence the flow field. At the instant of burst a travelling wave system is set up. The lead shock propagates outward from the contact surface while a rarefaction fan propagates inward toward the center of the sphere. This rarefaction fan, being an isentropic, acoustic wave must propagate at the local sound speed, which with the assumption of a perfect gas is a direct function of the temperature in the bursting sphere. The energy available from the high pressure sphere cannot be utilized to drive the lead shock until the rarefaction fan has passed through and hence released it to the flow field. Thus the rapidity with which this energy is made available to the flow field is dependent on the sound speed in the high pressure gas, which is then in turn related to the temperature or temperature ratio in the initial bursting sphere. Thus changes in the sphere temperature ratio, while not changing the bursting sphere energy, do alter the flow field enough to have a definite effect on the delay times for various runs.

To provide a qualitative picture of the ignition behavior in the flow field of a bursting sphere explosion loci have been plotted for runs 1, 2 and 3. These are shown in Figs. 24, 25, 26, 27, 28, and 29. For each run, the entire flow field is depicted first, with the area of interest for ignition studies blocked off. This blocked off area is then magnified to provide a clearer view of the detailed behavior being studied. Explosion
loci for the two higher values of $E_1$ for each run are plotted in the magnified graphs.

In Figs. 24, 26 and 28 note the increasing strength of the lead shock as the run number and hence initial sphere pressure ratio increases. This vividly illustrates the changing flow field which results when initial sphere conditions are varied. Secondary shocks are also visible on Figs. 26 and 28 for cases 2 and 3.

In the magnified plots, Figs. 25, 27 and 29 it should first be noted that the rather irregular termination of the particle paths in the upper right parts of the graphs is not physically realistic but results from plotter limitations. Figs. 25 and 27 again show only one half of the explosion loci. As before this is due to the fact that the runs for these plots have their maximum value of $\psi_{\text{cloud}}$ for the cell adjacent to the contact surface. Fig. 29 for run 3 shows the full expected explosion loci.

It is interesting to note that the explosion loci are nearly parallel to the actual particle trajectories for these runs. In other words, each cell has a distinct non-dimensional time at which it will ignite. One might have expected the explosion loci to lie horizontally. If this were the case then it would imply that a number of cells would ignite simultaneously. However, this type of behavior has not been observed for flow fields studied in this investigation.

Finally we would like to study the minimum energy for ignition behavior for the bursting sphere cases. Recall for the Huang and Chou 200 atm case that there was one value of $E_1$ for which only one cell in the flow field, that one with the largest value of $\psi_{\text{cloud}}$, would ignite. This was called the minimum energy for ignition as energy less than this amount would cause all cells to have an infinite delay time. A corresponding energy level can
also be found for all the bursting sphere runs presented. This has been done and the results plotted in Fig. 30. On this graph the minimum sphere energy for ignition, $E_1$, is plotted as a function of the non-dimensional energy density, $q$.

It can be seen that Fig. 30 bears a striking resemblance to Fig. 23, the delay time plot for the combined bursting sphere runs. On Fig. 30, the curves for initial temperature ratio equal to 33, initial temperature ratio equal to 11, and initial temperature ratio equal to initial pressure ratio are drawn. Moreover, the curves occupy the same relative positions as those drawn on Fig. 23. It is not surprising that the two figures are similar because the delay time and the bursting sphere energy are intimately related, as has been discussed previously. There is one important difference between the two figures however. Fig. 23 shows that the delay times for the runs under investigation span about two orders of magnitude. On the other hand, Fig. 30 indicates that the minimum energies for ignition for the same runs span about seven orders of magnitude. Thus the minimum ignition energy is a much stronger function of the energy density than the delay time.

All three of the curves on Fig. 30 show the expected behavior, i.e., as the energy density increases, the minimum energy for ignition decreases. Note that as one approaches the cutoff energy density, which is analogous to approaching the 1000°K curve on Fig. 15, the required energy increases extremely rapidly, eventually reaching an infinite value when one encounters the Fig. 15 cutoff curve. On the other hand it is seen that as one approaches very large energy densities, very little change in the minimum bursting sphere energy is required to produce an ignition.

As in the Fig. 23 delay time plot, runs 7 and 8 are not shown on the temperature ratio equal to pressure ratio curve, because the incomplete numerical integration would yield erroneous data. Nevertheless, the sound
speed effects are evident in this curve and in the curve of temperature ratio equal to 11. The same reasoning discussed earlier applies. That is, as the initial sphere temperature ratio increases, so does the sphere sound speed. This enables the inward moving rarefaction fan to release the sphere energy to the flow field more quickly and from a minimum ignition energy standpoint more efficiently.

In summary, it should be noted that a bursting sphere may be characterized by an instantaneous addition of the energy $E_1$. This is because at time zero plus all of the energy which is ever going to be present is already present. We now wish to investigate a number of flow fields in which a finite amount of time is required to add the energy $E_1$ to the high pressure source region.

VI. ENERGY ADDITION RESULTS

To determine the effects of finite rate energy deposition times on ignition behavior in the computer generated flow field, a number of computer runs were made with a non-dimensional deposition time of $t/t_0 = 0.02$. In addition one run was made with a non-dimensional deposition time of $t/t_0 = 0.01$. This case will be discussed last. The mechanics of how this energy is added with a finite rate in the CLOUD program is discussed in Adamczyk.14

To obtain a certain consistency between the finite rate energy addition flow fields and those generated by a bursting sphere, it was decided to force the pressure and temperature ratios in the source regions of the energy addition runs at the instant the addition was completed to be equal to the initial pressure and temperature ratios in the source regions of the corresponding bursting spheres. Thus we have at the instant the deposition is completed the same temperature ratios and hence the same sound speed effects.
as were encountered for the bursting sphere case. We must note two things however. First, since the wave system begins propagating at non-dimensional time $t/t_o = 0^+$, by the time the deposition is complete, the source region is not completely homogeneous. Nevertheless the inner portion of the source region is homogeneous since the inward travelling wave does not reach this area until after the deposition is completed. Second, the addition is assumed to occur at constant volume. Again because of the wave system, this is not strictly true but as the change in volume during this time interval is small, the effect is ignored.

To yield the proper conditions at $t/t_o = .02$, we must have the proper initial conditions for the energy addition runs. This is determined as follows. Recall the bursting sphere energy is given by,

$$E_3 = \frac{4\pi}{3} \frac{P_o - P_{source}}{\gamma - 1} r_0^3$$

where $m$ represents the mass in the source region. Adamczyk then defines a new variable $Q_f$ which is the energy input term for the finite rate deposition CLOUD runs. $Q_f$ is then given by the expression,

$$Q_f = E_3/m = \frac{P_o - P_{source}}{\gamma - 1} \left( \frac{V_o}{v_{source}} \right)_{bursting sphere}$$

where the values of $\gamma_1$ and $V_o/v_{source}$ are those values obtained for the corresponding bursting sphere case.
It remains to determine the initial pressure and temperature ratios for the energy addition cases. For all of these runs the initial pressure ratio was taken to be unity i.e., ambient pressure. However, the initial temperature ratio is not necessarily equal to unity. We can solve for the initial temperature ratio in the following manner. Since we are assuming a constant volume energy addition, we may write:

\[
\frac{V}{V_0} \text{SOURCE ENERGY ADDITION} = \frac{V}{V_0} \text{BURSTING SPHERE}
\]

Then from the perfect gas law,

\[
\frac{V}{V_0} \text{SOURCE ENERGY ADDITION} = \frac{T_0}{T_0} \frac{R_{\text{ENERGY ADDITION}}}{R_{\text{BURSTING SPHERE}}} \frac{P_0}{P_0}
\]

and

\[
\frac{V}{V_0} \text{BURSTING SPHERE} = \frac{T_0}{T_0} \frac{R_{\text{ENERGY ADDITION}}}{R_{\text{BURSTING SPHERE}}} \frac{P_0}{P_0}
\]

where \( R_{\text{ENERGY ADDITION}} = R_{\text{BURSTING SPHERE}} = R_0 \) and thus the gas constant drops out of the above expressions. Then,

\[
\frac{T_0}{T_0} \frac{R_{\text{ENERGY ADDITION}}}{R_{\text{BURSTING SPHERE}}} \frac{P_0}{P_0} \]

or

\[
\frac{T_0}{T_0} \frac{R_{\text{ENERGY ADDITION}}}{R_{\text{BURSTING SPHERE}}} \frac{P_0}{P_0}
\]

or since \( \frac{P_0}{P_0} \frac{R_{\text{ENERGY ADDITION}}}{R_{\text{BURSTING SPHERE}}} = 1 \) from above, we have

\[
\frac{T_0}{T_0} \frac{R_{\text{ENERGY ADDITION}}}{R_{\text{BURSTING SPHERE}}} \]

(38)

Then using eqns. 37 and 38, eight energy addition runs were made. These runs are displayed in Table 8. For each of these runs, the computer output was checked to verify that the proper conditions were obtained at the instant the deposition was completed. In all cases, verification was obtained.


### TABLE 3

<table>
<thead>
<tr>
<th>FLOW FIELD BURSTING SPHERE Run</th>
<th>CORRESPONDING BURSTING SPHERE RUN</th>
<th>PRESSURE RATIO</th>
<th>TEMPERATURE RATIO</th>
<th>Qf</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>1</td>
<td>1</td>
<td>.5</td>
<td>81.25</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>1</td>
<td>.25</td>
<td>81.875</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>1</td>
<td>.125</td>
<td>82.1875</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>1</td>
<td>.0625</td>
<td>82.34375</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>162.5</td>
</tr>
<tr>
<td>17</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>327.5</td>
</tr>
<tr>
<td>18</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>657.5</td>
</tr>
<tr>
<td>19</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1317.5</td>
</tr>
<tr>
<td>20*</td>
<td>1</td>
<td>1</td>
<td>.5</td>
<td>81.25</td>
</tr>
</tbody>
</table>

*Run 20 has deposition time, \( t/t_0 = .01 \)

All other runs have deposition times, \( t/t_0 = .02 \)

The plots of \( \Psi_{\text{CLOUD}} \) vs. cell number, \( t_{\text{DELAY}} \) vs. cell number and explosion loci are not shown for the energy addition runs as they are qualitatively similar to their bursting sphere counterparts. However, it has been worthwhile to display the minimum energy for ignition data for the energy addition runs. This has been done in Fig. 31. On this graph the minimum energy required for ignition for a given energy addition run has been plotted vs. the non-dimensional energy density, \( q \) of the corresponding bursting sphere run. Also shown on this graph for the sake of comparison are the corresponding bursting sphere curves, taken from Fig. 30. As before, data for runs 18 and 19 are not shown because of incomplete numerical integrations for these runs.

It can be seen on Fig. 31 that for most of the range of \( q \), the minimum energy required to obtain an ignition in an energy addition flow field is less than the amount required in a corresponding bursting sphere flow field. A qualitative explanation of this behavior depends on two observations. First, in the bursting sphere case the initial compression wave is a shock.

---

---
In the energy addition case, the initial compression wave is an acoustic wave and builds up to a shock as the energy is being deposited in the source region. As it is known that an acoustic wave will do more compressive work than a shock wave, we may conclude that the lead wave in the energy addition case will have higher pressures and temperatures in its wake than will the corresponding lead wave in the bursting sphere case. This is conducive to larger values of $\psi_{\text{CLOUD}}$ and hence smaller values of minimum ignition energy for the energy addition cases. Second, because of the time-dependent nature of the deposition in the energy addition cases, the resulting lead wave may "focus" certain particles of the flow field to produce local hot spots. This will then also lead to larger values of $\psi_{\text{CLOUD}}$ and smaller values of minimum ignition energy.

At the far left of Fig. 31, where the values of $q$ are small, the energy addition curves are seen to merge into the bursting sphere curves. What is happening here is that at these low energy densities, ignition becomes hard to produce as we are approaching the critical cutoff curve of Fig. 15. Thus both the energy addition and bursting sphere curves approach a vertical asymptote and because of this are seen to merge into each other. It should also be noted that at $q \approx 500$ the bursting sphere curve, for the temperature ratio equal to 33, is seen to intersect its corresponding energy addition curve. It is believed that this is caused by an incomplete numerical integration in run 13 and thus not representative of true physical behavior. However, this has not been confirmed at the time of this writing.

Finally, we may examine one further phenomenon. We can define a new variable $p$, called the power density by the following relation.

$$p = \left( \frac{P}{P_0} - 1 \right) / \left( \frac{t}{t_0} \right)_{\text{DEPOSITION}}$$
or
\[ p = q \left( \frac{t}{t_0} \right)^{-\text{DEPOSITION}} \]  

where \( q \) has been defined previously and \( (t/t_0)_{\text{DEPOSITION}} \) represents the non-dimensional energy deposition time. We may look at bursting sphere run 1 and energy addition runs 12 and 30. For each of these cases, \( q = 65 \). Run 12 has a deposition time of \( t/t_0 = 0.02 \) whereas run 20 has a deposition time of \( t/t_0 = 0.01 \). Because run 1 is a bursting sphere it is known to have a deposition time \( t/t_0 = 0 \). For these cases then the power densities have been determined from eqn. 39. The inverses of these power densities have also been determined. These data are shown in Table 9.

**TABLE 9**

<table>
<thead>
<tr>
<th>FLOW FIELD RUN</th>
<th>( q = \frac{p_2}{p_0} - 1 )</th>
<th>( \left( \frac{t}{t_0} \right)^{-\text{DEPOSITION}} )</th>
<th>( p = \frac{q}{(t/t_0)^{\text{DEPOSITION}}} )</th>
<th>( \frac{1}{p} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>65</td>
<td>0</td>
<td>( \infty )</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>65</td>
<td>0.02</td>
<td>6500</td>
<td>1.538 x 10^{-4}</td>
</tr>
<tr>
<td>20</td>
<td>65</td>
<td>0.01</td>
<td>3250</td>
<td>3.077 x 10^{-4}</td>
</tr>
</tbody>
</table>

Fig. 32 is a plot of the minimum energy required for ignition vs. the quantity \( 1/p \) for the above three cases. The data points are connected by straight dashed lines to indicate that the exact shape of the curve is not known at this time. However, from the three data points plotted, we can say that the curve appears to exhibit relative extremum behavior. This suggests that there may possibly be optimal power densities for ignition. This has not been investigated further at the time of writing.

**VII CONCLUSIONS**

We have seen that the ignition behavior in a non-steady, non-ideal flow field is a complicated function of the flow variables, particularly cell energy or temperature and cell specific volume. These quantities are
themselves complicated functions of the initial conditions in the source region.

We have also seen that the important quantities to determine are the delay times to ignition and the minimum energies required for ignition, and that both of these quantities tend to decrease as the non-dimensional energy density increases.

We have also studied the differences in ignition behavior as the source was changed from a bursting sphere to a finite-rate energy deposition source, and found that for most values of \( q \), the finite rate energy addition cases required a smaller amount of dimensional energy \( E_1 \) to produce an ignition in the flow field.

Finally we have briefly examined the effects of power density on minimum energy required for ignition and shown that there may be optimal power densities to produce an ignition.

VIII. SUGGESTIONS FOR FUTURE RESEARCH

A number of variables have been held constant during this investigation. These could be varied to yield additional data. For example one could change the temperature cutoff limit from 1000 °K to 1200 °K to see what effect it has on the ignition behavior in the resulting flow fields. One could also substitute the values for the activation energy and pre-exponential factor from the Schott and Kinsey data for the values obtained from Strehlow. One could also use source regions which contain for example helium \( (\gamma_1 = 1.667) \). In addition it would be instructive to obtain more data points for Fig. 32 at different power densities.

There are three limitations of the model used in this investigation which might be removed in future work. First, a more detailed reaction
kinetics scheme could be incorporated. Second, when a particle ignites, it then adds heat to the neighboring particles, thus altering the flow field. This heat addition could also be included in the model. Third, the combustible mixture, which was assumed to have the properties of air in this investigation could be replaced by a more realistic combustible mixture.

Finally, the point source solution for spherical blast waves could be used as a means of establishing a flow field for ignition behavior studies. As the point source solution provides an ideal flow field it would contrast nicely with the non-ideal bursting sphere and energy addition flow fields studied in this report.
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