STUDY TO DEVELOP GRADIOMETER COMPENSATION TECHNIQUES

by

Daniel B. DeBra and Eugene J. Pelka

Stanford University
Guidance & Control Laboratory
Department of Aeronautics and Astronautics
Stanford, California 94305

FINAL REPORT
August 1975 to July 1976
December 1976

Approved for public release. Distribution Unlimited

Prepared For

U.S. AIR FORCE GEOPHYSICS LABORATORY
AIR FORCE SYSTEMS COMMAND
UNITED STATES AIR FORCE
BEDFORD, MASSACHUSETTS 01731
<table>
<thead>
<tr>
<th>SECURITY CLASSIFICATION OF THIS PAGE (When Data Entered)</th>
</tr>
</thead>
<tbody>
<tr>
<td>REPORT DOCUMENTATION PAGE</td>
</tr>
<tr>
<td>1. REPORT NUMBER: AFGL-TR-77-1038</td>
</tr>
<tr>
<td>2. GOVT ACCESSION NO.</td>
</tr>
<tr>
<td>3. RECIPIENT'S CATALOG NUMBER</td>
</tr>
<tr>
<td>4. TITLE (and Subtitle): Study to Develop Gradiometer Compensation Techniques</td>
</tr>
<tr>
<td>6. PERFORMING ORG. REPORT NUMBER: F19628-76-C-0199</td>
</tr>
<tr>
<td>7. AUTHOR(S): Daniel B. DeBra, Eugene J. Pelka</td>
</tr>
<tr>
<td>8. CONTRACT OR GRANT NUMBER(S):</td>
</tr>
<tr>
<td>9. PERFORMING ORGANIZATION NAME AND ADDRESS: Stanford University Guidance &amp; Control Laboratory Stanford, California 94305</td>
</tr>
<tr>
<td>10. PROGRAM ELEMENT, PROJECT, TASK AREA &amp; WORK UNIT NUMBERS: 61102A Work Unit No.: 86071A</td>
</tr>
<tr>
<td>11. CONTROLLING OFFICE NAME AND ADDRESS: Air Force Geophysics Laboratory Hanscom AFB, Mass 01731 Monitor (James Hammond/1NG)</td>
</tr>
<tr>
<td>12. REPORT DATE: Dec 1976</td>
</tr>
<tr>
<td>13. NUMBER OF PAGES: 32</td>
</tr>
<tr>
<td>14. MONITORING AGENCY NAME &amp; ADDRESS(IF DIFFERENT FROM CONTROLLING OFFICE):</td>
</tr>
<tr>
<td>15. SECURITY CLASSIFICATION OF THIS REPORT: Unclassified</td>
</tr>
<tr>
<td>16. DISTRIBUTION STATEMENT (OF THIS REPORT): Approved for public release; distribution unlimited</td>
</tr>
<tr>
<td>17. DISTRIBUTION STATEMENT (OF THE ABSTRACT ENTERED IN BLOCK 20, IF DIFFERENT FROM REPORT):</td>
</tr>
<tr>
<td>18. SUPPLEMENTARY NOTES</td>
</tr>
<tr>
<td>19. KEY WORDS (CONTINUE ON REVERSE SIDE IF NECESSARY AND IDENTIFY BY BLOCK NUMBER)</td>
</tr>
<tr>
<td>gravity gradiometer; Hughes/Gravity Gradiometer (HGG); Bell Aerospace, C. Stark Draper Lab., Botvos Units, spin axes, sensors; stress relaxation, creep.</td>
</tr>
<tr>
<td>20. ABSTRACT (CONTINUE ON REVERSE SIDE IF NECESSARY AND IDENTIFY BY BLOCK NUMBER)</td>
</tr>
<tr>
<td>see other side</td>
</tr>
</tbody>
</table>

DD FORM 1473 EDITION OF 1 NOV 65 IS OBSOLETE S/N 0102-LF-014-8601 security classification of this page (When Date Entered)
There are three moving base gravity gradiometers currently under development. The instruments are being developed at the Hughes Research Labs [Ref. 1], the Bell Aerospace Corp. [2], and the Charles Stark Draper Lab. [3-4]. The design goal for each of the sensors is 1 Eötvös Unit (EU). The group includes sensors designed specifically to measure the gravity gradient, as well as sensors which utilize existing accelerometers to provide a gradient estimate. The Hughes and Bell instruments rotate, modulating the information. This rotation transfers the gravity gradient signal to a higher frequency, quieter portion of the spectrum, and can separate the signal from some sources of instrument bias. The Draper Lab sensor measures the gradient signal at zero frequency and uses a sophisticated flotation suspension system to isolate the sensing element from errors induced by rotation and jitter.

A system of at least three instruments of any one type is required in order to provide a complete gravity gradient tensor estimate. The primary objective of this paper is to define the optimal relative orientations of the three sensors which comprise a minimum gravity gradient measurement system. In addition, the effects of different relative sensor orientations when a fourth, redundant sensor is included, are considered.
FOREWORD

A portion of the work done under this contract has been combined into the Final Report of the previous contract in order to keep the material on model fitting as an integrated report. That report represents the principal parts of the doctoral thesis of E. J. Pelka. Some work that has been done since that thesis study is incorporated as Chapter I of this Final Report, which represents the last part of the studies done in this subject area under the current contract though not all of it.

The literature search on stress relaxation/creep reported in Chapter II was largely negative. Discussions with people in the Materials Science Department at Stanford and elsewhere indicate little is known about the mechanism and nature of microstrains. Professor John Shyne has recently spent several months in Japan interacting with a group doing research in this area. It is hoped that a better understanding of this phenomena will improve our ability to interpret long term variations in gradiometers which have been observed in some of the test data reported by the developers.

Research that was started in the evaluation of small accelerations to be used for the on-line correction of kinematically induced errors began with disappointing performance; thus it was felt it would be better omitted in this Final Report.
Chapter I

INTRODUCTION

There are three moving base gravity gradiometers currently under development. The instruments are being developed at Hughes Research Labs [Ref. 1], the Bell Aerospace Corp. [2], and the Charles Stark Draper Lab. [3, 4]. The design goal for each of the sensors is 1 Eötvös Unit (EU). The group includes sensors designed specifically to measure the gravity gradient, as well as sensors which utilize existing accelerometers to provide a gradient estimate. The Hughes and Bell instruments rotate, modulating the information. This rotation transfers the gravity gradient signal to a higher frequency, quieter, portion of the spectrum, and can separate the signal from some sources of instrument bias. The Draper Lab sensor measures the gradient signal at zero frequency and uses a sophisticated flotation suspension system to isolate the sensing element from errors induced by rotation and jitter.

A system of at least three instruments of any one type is required in order to provide a complete gravity gradient tensor estimate. The primary objective of this paper is to define the optimal relative orientations of the three sensors which comprise a minimum gravity gradient measurement system. In addition, the effects of different relative sensor orientations when a fourth, redundant sensor is included, are considered.

A. THE GRAVITATIONAL FIELD AND ITS GRADIENT

A gravitational field is conservative and may be expressed as a scalar function $\varphi$ of position $\vec{r}$ relative to the attracting body. The gravitational acceleration $\vec{g}$ due to the body, at any point $\vec{r}$, may be written as

$$\vec{g} = \nabla \varphi(\vec{r}) \quad (1)$$

Expressing $\vec{g}$ in a set of Cartesian coordinates, (1) may be rewritten as
The spatial gradient of the gravity vector \( \vec{g} \), written in Cartesian coordinates is the second order tensor

\[
[\nabla \vec{g}] = \begin{bmatrix}
\frac{\partial^2 \varphi}{\partial x^2} & \frac{\partial^2 \varphi}{\partial x \partial y} & \frac{\partial^2 \varphi}{\partial x \partial z} \\
\frac{\partial^2 \varphi}{\partial y \partial x} & \frac{\partial^2 \varphi}{\partial y^2} & \frac{\partial^2 \varphi}{\partial y \partial z} \\
\frac{\partial^2 \varphi}{\partial z \partial x} & \frac{\partial^2 \varphi}{\partial z \partial y} & \frac{\partial^2 \varphi}{\partial z^2}
\end{bmatrix}.
\]

In order to determine completely the gravity gradient tensor of (3), all of the independent components must be measured. For a conservative gravitation force: [5]

\[
\nabla \times \vec{g} = 0; \quad (4)
\]

and

\[
\nabla \cdot \vec{g} = 0. \quad (5)
\]

Equation (4) demonstrates the symmetry of the gradient tensor. Equation (5) is Laplace's equation and requires that the sum of the diagonal components of the gradient tensor is zero. Since the gradient tensor is symmetric, no more than six of its nine components are independent. The scalar Laplace equation (5) further reduces the total number of independent elements by one. Hence, only five of the nine elements of the gravity gradient tensor are independent. Complete determination of the gravity gradient tensor at any point requires only five measurements.

To follow convention, the gradient tensor will be represented by \( \mathbf{\Gamma} \).
(6) \[
\begin{bmatrix}
\lambda & \lambda & \lambda \\
\lambda & \lambda & \lambda \\
\lambda & \lambda & \lambda
\end{bmatrix}
\]

B. HUGHES' ROTATING GRAVITY GRADIOMETER

The rotating gravity gradiometer being developed at Hughes Research Labs measures gravity gradient at a nonzero frequency. The instrument, shown in Fig. 1, can be thought of as two identical arms connected by a flex pivot. The relative torque acting upon the arms is sensed by a piezoelectric transducer as the pivot is strained. The gravity gradient signal excites the instrument at its resonant frequency, which is twice the $17.5$ Hz spin frequency.
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**FIG. 1** HUGHES RESEARCH LABS ROTATING GRAVITY GRADIOMETER
B.1 Simplified Gradiometer Signal Development. Steady State Operation Approximation.

Consider the ideal dumbbell gradiometer oriented with its spin axis $\hat{z}_g$ horizontal as shown in Fig. 2. The vector $\vec{g}_0$ is the gravity vector at the origin of the sensor axis reference system and defines the local horizontal plane.

At any of the masses, $m_1$, for example, the gravity vector can be written in terms of $\vec{g}_0$ as in (7):

$$\vec{g}_1 = \vec{g}_0 + \frac{\partial \vec{g}}{\partial k} \Delta k,$$

where

$$j = x, y, z$$

$k = x, y, z$. (7)

Using (6) and the definition

$$\vec{\Delta r} \triangleq (\Delta x, \Delta y, \Delta z)^T,$$

the gravity at $m_1$ may be written as

$$\vec{g}_1 = \vec{g}_0 + \vec{F} \cdot \vec{\Delta r}_1.$$ (9)

Since $\vec{\Delta r}_1$ refers to the displacement of $m_1$ from the origin of the sensor reference system,

$$\vec{\Delta r}_1 \equiv \vec{r}_1,$$ (10)

and (9) may be written as

$$\vec{g}_1 = \vec{g}_0 + \vec{F} \cdot \vec{r}_1.$$ (11)

The torque $\vec{T}_o$ induced by the gravitational field influence upon the odd arm may be written as

$$\vec{T}_o = \vec{r}_1 \times \vec{I}_1 + \vec{r}_3 \times \vec{I}_3$$ (12)
where
\[ \hat{r}_1 = m_1(\hat{r}_0 + \hat{r} \cdot \hat{r}_1) \] (13)

and
\[ \hat{r}_3 = m_3(\hat{r}_0 + \hat{r} \cdot \hat{r}_3) \] (14)

Since for an ideal instrument all four masses \( m_1 \) are equal, and since
\[ \hat{r}_3 = -\hat{r}_1 \] (15)

(12) can be rewritten as
\[ \vec{T} = 2m_1(\hat{r}_0 \times \hat{r}_1) \] (16)

An equation similar to (16) can be written for even arm induced torques and therefore the differential output torque induced by the gravity gradient is
\[ (\vec{T}_o - \vec{T}_e) = 2m_1 \left( (\hat{r}_1 \times \hat{r}_2) - (\hat{r}_2 \times \hat{r}_1) \right). \] (17)

Along the sensitive axis, \( z_s \), the component of the differential torque vector of (17) is
\[ (\vec{T}_o - \vec{T}_e) \cdot \hat{z}_s = 2m_1 \left\{ 2(\Gamma_{yy} - \Gamma_{xx}) \sin \theta \cos \theta + 2 \Gamma_{xy}(\cos^2 \theta - \sin^2 \theta) \right\} \] (18)

or
\[ (\vec{T}_o - \vec{T}_e) \cdot \hat{z}_s = 2m_1 \left\{ (\Gamma_{yy} - \Gamma_{xx}) \sin 2\theta + 2 \Gamma_{xy} \cos 2\theta \right\}. \] (19)
By separating the inphase (\sin 2\phi) and quadrature (\cos 2\phi) components of output Eq. (19), measurements containing three of the five independent terms of the gravity gradient tensor are available.

C. BELL AEROSPACE CORP. GRADIOMETER

The sensitive elements of the Bell Aerospace Corp.'s gravity gradiometer are four modified Bell Model VII pendulous accelerometers. The accelerometers are mounted symmetrically on a spin table with their sensitive axes in the tangential direction defined by \( \hat{s} \), where

\[
\hat{s} = \hat{\omega} \times \hat{r}.
\] (20)

The nominal spin table rate is 0.5 Hz. A conceptual diagram of the Bell instrument was shown in Fig. 3. The instrument senses gravity gradient in the X–Y plane according to the equation

\[
[(a_1 + a_2) - (a_3 + a_4)] = 2d[(\Gamma_{yy} - \Gamma_{xx}) \sin(2\omega t) + 2\Gamma_{xy} \cos(2\omega t)].
\] (21)

Modulation of the output signal yields an inphase measurement of the off-diagonal gravity gradient tensor component, \( \Gamma_{xy} \), and a quadrature measurement of the difference between two of the diagonal terms, \( \Gamma_{xx} - \Gamma_{yy} \).

Comparison of (19) and (21) shows that the output equations for both of the rotating gravity gradiometers are equivalent.

D. DRAPER LABS GRAVITY GRADIOMETER

The Draper Lab's instrument senses the gravity gradient signal at zero frequency, i.e., the instrument does not rotate. A conceptual drawing of the Draper Lab's spherical gradiometer is shown in Fig. 4.

The spherical gradiometer uses a spherical float having dense masses attached at two points which provide a dumbbell mass distribution as shown in the figure. External torques are sensed about each of the two perpendicular axes (i, j) which define a plane normal to the between-the-weights
Fig. 3 Bell Aerospace Heavy Proof Mass Accelerometer Gradiometer

\[ (a_1 + a_2) - (a_3 + a_4) \alpha + (-2d(\Gamma_{xx} - \Gamma_{yy}) \sin 2\omega t + 4d' \Gamma_{xy}) \cos 2\omega t \]
axis (k). The flotation fluid is inviscid, providing a degree of isolation from small amplitude (jitter) rotations of the case. The output vector equation for the spherical gravity gradiometer is: [6]

\[
[\vec{\mathbf{r}}_g] = 2\pi r^2 \left[ -\Gamma_{yz}, \Gamma_{xz}, 0 \right]^T .
\] (22)

E. MEASURING THE GRAVITY GRADIENT WITH ROTATING GRAVITY GRADIOMETERS†

In Fig. 5, it is assumed that the sensors are not spinning and that and that the sensor axes \((x_j, y_j, z_j)\) are respectively coincident with platform axes \((x_p, y_p, z_p)\). The separate sensor reference system orientations can then be arbitrarily varied using a \([1, 2, 3]\) Euler rotation

† Since the signal equations are the same for both the Hughes and Bell sensors, it is understood that the analysis of signal estimation for the Hughes' sensor applies directly to the Bell sensor also.
sequence defined by angles \( \{\alpha_j, \beta_j, \gamma_j\} \). Subsequent to these alignment rotations, the sensors are spun up and measurements taken. The output of each sensor corresponds to (19), with each sensor measuring components of the gravity gradient tensor expressed relative to the newly specified body (sensor) reference directions. In order for these measurements to provide a complete estimate of the gravity gradient tensor, all six outputs from the three sensors must be related to a single reference frame. For convenience, this frame has been defined to be the platform reference frame. It is easy to show that

\[
\vec{\Gamma}_B = T_{B/P} \vec{\Gamma}_P T_{B/P}^T
\]  

Sensor inphase and quadrature signals are averaged over a 10 sec sample period to provide measurements of \( [\Gamma_{yy} - \Gamma_{xx}]_B \) and \( [\Gamma_{xy}]_B \) as specified by (24) and (25),

\[
[A_{IP}]_j = 4mr^2 [\frac{1}{2}(\Gamma_{yy} - \Gamma_{xx})]_B \tag{24}
\]

\[
[A_{IQ}]_j = 4mr^2 [\Gamma_{xy}]_B \tag{25}
\]

Using (23), the right sides of (24) and (25) can be expressed in terms of the platform referenced gradient tensor for arbitrary Euler angle rotations \( \{\alpha, \beta, \gamma\}_j \). Equations (24) and (25) can be rewritten for all three
sensors in terms of the platform referenced gradient tensor as

\[
\frac{1}{4m r^2} \begin{bmatrix}
A_{IP} \\
A_Q
\end{bmatrix} =
\begin{bmatrix}
\frac{1}{2}^2 2\gamma_j \left( c_{\alpha_j}^2 - s_{\alpha_j}^2 \right) \\
\frac{1}{2}^2 2\gamma_j \left( s_{\alpha_j}^2 - c_{\alpha_j}^2 \right) \\
\frac{1}{2}^2 2\gamma_j \left( s_{\beta_j}^2 - c_{\beta_j}^2 \right) \\
\frac{1}{2}^2 2\gamma_j \left( c_{\beta_j}^2 - s_{\beta_j}^2 \right) \\
\frac{1}{2}^2 2\gamma_j \left( c_{\beta_j}^2 - s_{\beta_j}^2 \right) \\
\frac{1}{2}^2 2\gamma_j \left( s_{\beta_j}^2 - c_{\beta_j}^2 \right) \\
\frac{1}{2}^2 2\gamma_j \left( s_{\alpha_j}^2 - c_{\alpha_j}^2 \right) \\
\frac{1}{2}^2 2\gamma_j \left( c_{\alpha_j}^2 - s_{\alpha_j}^2 \right)
\end{bmatrix}
\begin{bmatrix}
\frac{1}{2}^2 2\gamma_j \left( 1 + s_{\beta_j}^2 \right) \\
\frac{1}{2}^2 2\gamma_j \left( 1 + s_{\beta_j}^2 \right) \\
\frac{1}{2}^2 2\gamma_j \left( 1 + s_{\beta_j}^2 \right) \\
\frac{1}{2}^2 2\gamma_j \left( 1 + s_{\beta_j}^2 \right) \\
\frac{1}{2}^2 2\gamma_j \left( 1 + s_{\beta_j}^2 \right) \\
\frac{1}{2}^2 2\gamma_j \left( 1 + s_{\beta_j}^2 \right) \\
\frac{1}{2}^2 2\gamma_j \left( 1 + s_{\beta_j}^2 \right) \\
\frac{1}{2}^2 2\gamma_j \left( 1 + s_{\beta_j}^2 \right)
\end{bmatrix}
\begin{bmatrix}
\Gamma_{xx} \\
\Gamma_{yy} \\
\Gamma_{zz} \\
\Gamma_{xy} \\
\Gamma_{xz} \\
\Gamma_{yz}
\end{bmatrix}_{j=1,2,3}
\]

\[
\frac{1}{4m r^2} \begin{bmatrix}
A_j
\end{bmatrix} = \begin{bmatrix}
M^T
\end{bmatrix} \begin{bmatrix}
\Gamma
\end{bmatrix}.
\]
The \(6 \times 6\) matrix \(M'\) of (26) and (27) is singular due to the Laplace relationship of \(\Gamma_{xx}, \Gamma_{yy}, \Gamma_{zz}\) as shown in (5). The effect of this singularity can be removed either by eliminating one of the gradient tensor principal diagonal terms using (5) or by adding the Laplace equation to (26) as a 7th measurement having zero error. The addition of Laplace's equation as a measurement allows all of the terms of the gradient tensor to be treated in the same way mathematically. Combination of (5) with (27) yields

\[
\frac{1}{4mr^2} \begin{bmatrix}
\frac{A'_{6 \times 1}}{6 \times 1} \\
0
\end{bmatrix} = \begin{bmatrix}
\frac{M'_{6 \times 6}}{6 \times 6} \\
\frac{1}{1 \ 1 \ 0 \ 0 \ 0 \ 0}
\end{bmatrix} \begin{bmatrix}
\vec{\Gamma}
\end{bmatrix}
\]

or

\[
[A] = [M]_{7 \times 6} \begin{bmatrix}
\vec{\Gamma}
\end{bmatrix}
\]

With

\[
[B] = [M]_{7 \times 6}^{-1} [M']
\]

the least squares error solution estimate of \(\begin{bmatrix}\vec{\Gamma}\end{bmatrix}\) is

\[
\begin{bmatrix}\vec{\Gamma}\end{bmatrix} = BA_M
\]

where

\[
A_M = A + V
\]

Matrix \(V\) is a \(7 \times 1\) vector representing measurement noise. The first six terms of vector \(V\) are taken to be white, zero mean Gaussian random variables having variance \((\text{EU})^2\). The 7th component, \(V_7\), is exactly zero. Furthermore,

\[
\delta(V \ V^T) = \begin{bmatrix}
\frac{1_{6 \times 6}}{6 \times 6} & 0_{7 \times 1} \\
0_{7 \times 1} & 0_{7 \times 1}
\end{bmatrix}
\]
Equation (33) states that all six measurements have uncorrelated errors of variance $1 \Sigma U^2$. With

$$
\tilde{\Gamma} \triangleq \hat{\Gamma} - \bar{\Gamma},
$$
(34)

and

$$
P_{6 \times 6} \triangleq \Phi[\tilde{\Gamma} \tilde{\Gamma}^T],
$$
(35)

$$
P = B \bar{R} B^T
$$
(36)

where

$$
\bar{R} \triangleq \Phi[V V^T].
$$
(37)

Given (36), the problem is to find angles $(\alpha, \beta, \gamma)$ (which affect $B$) so that a scalar cost function $J$, which is related in some way to the covariance matrix $P$ is minimized. One reasonable specification for the cost function $J$ is

$$
J \triangleq \text{Tr}[\Phi[\tilde{\Gamma} \tilde{\Gamma}^T]]
$$
(38)

where $\tilde{\Gamma}$ is defined by the $3 \times 3$ matrix composed of the errors in the estimate of $\hat{\Gamma}$. With $\tilde{\Gamma}$ defined by (34),

$$
\tilde{\Gamma} = \begin{bmatrix}
\tilde{\Gamma}_1 & \tilde{\Gamma}_4 & \tilde{\Gamma}_5 \\
\tilde{\Gamma}_4 & \tilde{\Gamma}_2 & \tilde{\Gamma}_6 \\
\tilde{\Gamma}_5 & \tilde{\Gamma}_6 & \tilde{\Gamma}_3
\end{bmatrix}
$$
(39)

and

$$
\Phi[\tilde{\Gamma} \tilde{\Gamma}^T] = \begin{bmatrix}
\tilde{\Gamma}_1^2 + \tilde{\Gamma}_4^2 + \tilde{\Gamma}_5^2 & \tilde{\Gamma}_1 \tilde{\Gamma}_4 + \tilde{\Gamma}_4 \tilde{\Gamma}_1 + \tilde{\Gamma}_5 \tilde{\Gamma}_6 & \tilde{\Gamma}_1 \tilde{\Gamma}_5 + \tilde{\Gamma}_4 \tilde{\Gamma}_6 + \tilde{\Gamma}_5 \tilde{\Gamma}_3 \\
\tilde{\Gamma}_1 \tilde{\Gamma}_4 + \tilde{\Gamma}_4 \tilde{\Gamma}_1 + \tilde{\Gamma}_5 \tilde{\Gamma}_6 & \tilde{\Gamma}_4^2 + \tilde{\Gamma}_2^2 + \tilde{\Gamma}_5^2 & \tilde{\Gamma}_4 \tilde{\Gamma}_5 + \tilde{\Gamma}_2 \tilde{\Gamma}_6 + \tilde{\Gamma}_5 \tilde{\Gamma}_3 \\
\tilde{\Gamma}_1 \tilde{\Gamma}_5 + \tilde{\Gamma}_4 \tilde{\Gamma}_6 + \tilde{\Gamma}_5 \tilde{\Gamma}_3 & \tilde{\Gamma}_4 \tilde{\Gamma}_5 + \tilde{\Gamma}_2 \tilde{\Gamma}_6 + \tilde{\Gamma}_5 \tilde{\Gamma}_3 & \tilde{\Gamma}_5^2 + \tilde{\Gamma}_2^2 + \tilde{\Gamma}_3^2
\end{bmatrix}
$$
(40)
The off-diagonal terms of (40) are all zero, and

$$\text{Tr} \delta[\Gamma_1^{\text{T}}] = \sum_{i=1}^{3} \Gamma_1^{i} + 2 \sum_{i=4}^{6} \Gamma_1^{i}. \quad (41)$$

With

$$T \in \mathbb{R}^{6 \times 6}$$

orthonormal transformation matrix relating the expression of a vector in reference system A to its expression in reference system B,

and since

$$\Gamma_1^{\text{T}} \in \Gamma_1^{\text{T}} B \Gamma_1^{\text{T}}. \quad (42)$$

Using (42) it is easy to show that

$$\Gamma_1^{\text{T}} A = T \Gamma_1^{\text{T}} B \Gamma_1^{\text{T}} \quad (43)$$

Hence,

$$\Gamma_1^{\text{T}} A \Gamma_1^{\text{T}} A = T \Gamma_1^{\text{T}} B \Gamma_1^{\text{T}} B \Gamma_1^{\text{T}}. \quad (44)$$

and since the trace is invariant under similarity transformation,

$$\text{Tr}[\delta[\Gamma_1^{\text{T}} A A]] = \text{Tr}[\delta[\Gamma_1^{\text{T}} B B]]. \quad (45)$$

Therefore the cost function $J$ defined by (38) is invariant under linear transformation. This invariance allows the cost function $J$ to provide a scalar measure of the quality of the gradient estimate without regard for the coordinate system to which the measurements are referenced.

The system shown in Fig. 6 is taken as the baseline gradient measurement case. The spin axis of each sensor is parallel to a different platform reference direction. For this sensor system orientation, $J$ had the value $8.667 \text{ rad}^2$. The Euler angles corresponding to this set of sensor orientations are listed in (46),
This particular set of sensor spin axis orientations minimized $J$ for all sets of sensor spin axis directions considered.

A test of Hughes' sensor system gravity gradient estimation for the case where the spin axes were not orthogonal is depicted in Fig. 7.

![Diagram](image)

**FIG. 7 CLOSING THE SPIN AXIS UMBRELLA ON $\hat{x}_p$**

This test was initialized by symmetrically placing the three sensor spin axes about $\hat{x}_p$ in the $\hat{y}_p - \hat{z}_p$ plane. The sensor spin axes were then uniformly rotated out of the $\hat{y}_p - \hat{z}_p$ plane towards $\hat{x}_p$ through an increasing angle $\beta$ in a manner similar to closing an umbrella. The results of this test are given in Fig. 8. As the umbrella angle increased from 5 deg to 35 deg, the cost function decreased from 13.9 $\text{EU}^2$ to its minimum value of 8.667 $\text{EU}^2$ at 35.26 deg. At that angle, the spin axes were orthogonal. As the umbrella continued to close, the cost function again began to increase, principally due to a loss in the accuracy of the $\Gamma_{xx}$ estimate.
FIG. 8  HUGHES' SENSOR SYSTEM GRADIENT ESTIMATE ERROR COST FUNCTION AS UMBRELLA ANGLE INCREASES FROM ZERO TO 60 DEGREES.
The cost function analysis was extended to the 4-instrument case. A fourth instrument provides protection against loss of mission due to the failure of a single gradiometer. Several four-instrument operating configurations were considered. These were:

1. All four spin axes were symmetrically placed about \( \hat{x}_p \) in the \( \hat{y}_p - \hat{z}_p \) plane. The umbrella was closed with all four spin axes collapsing towards \( \hat{x}_p \);

2. One spin axis was oriented along \( \hat{x}_p \). The three other spin axes were placed symmetrically about \( \hat{x}_p \) in the \( \hat{y}_p - \hat{z}_p \) plane. The umbrella was closed as in (1).

The results of these tests appear in Figures 9 and 10. Figure 9 shows that for the sensor configuration defined by case (1), an umbrella angle of 35 deg is optimal for both the full four-sensor case, the cost function has minimum value of 6.38 EU^2. With one sensor failed, this value increased to 10.63 EU^2.

The results of aligning one sensor spin axis along \( \hat{x}_p \) and the three others in an umbrella are given in Figure 10. For the four-operational sensor case, the cost function had minimum value equal to 6.4 EU^2. With one of the umbrella sensors failed, the minimum value of \( J \) increased to 10.4 EU^2 at an umbrella angle of 15 deg. It is interesting to note that the cost function vs umbrella angle curve of case (2) remains relatively flat over a fairly large range of umbrella angles. This situation would allow for larger instrument installation tolerances without sacrifice of gradient determination accuracy. Accurate measurement of the spin axis alignment would be required.
FIG. 9  ALL FOUR SPIN AXES IN THE UMBRELLA,  SYMMETRIC SPIN AXIS PLACEMENT (90 deg intervals) ABOUT $\hat{x}_p$.  

HUGHES/BELL GRADIOMETER PERFORMANCE

FOUR SENSOR UMBRELLA CONFIGURATION  ONE SENSOR FAILED.

FOUR SENSORS IN UMBRELLA

UMBRELLA ANGLE (DEGREES)
FIG. 10 THREE SPIN AXES IN UMBRELLA, FOURTH SPIN AXIS ALONG $\hat{x}_p$. UMBRELLA SENSOR SPIN AXES SYMMETRICALLY PLACED ABOUT $\hat{x}_p$ (120 deg intervals).
F. MEASURING THE GRAVITY GRADIENT TENSOR WITH THE DRAPER LAB GRAVITY GRADIMETER

An orientation analysis similar to that carried out for the rotating gradiometers was also carried out for the Draper Lab's static instrument system. For a gradiometer triad composed of three spherical sensors, the defining equation has the form of (47). Matrix $M$ of (47) is similar in nature to $M'$ of (28) in that it is composed of products of Euler rotations. Note that the scalar multiplicative coefficient for this instrument is $2mr^2$, whereas it was $4mr^2$ for the Hughes' sensor.

\[
\begin{bmatrix}
A_1^\uparrow \\
A_2^\uparrow \\
A_3^\uparrow \\
0
\end{bmatrix} = 2mr^2
\begin{bmatrix}
\Gamma_{xx} \\
\Gamma_{yy} \\
\Gamma_{zz} \\
\Gamma_{xy} \\
\Gamma_{xz} \\
\Gamma_{yz}
\end{bmatrix}
\begin{bmatrix}
1 & 1 & 1 & 0 & 0
\end{bmatrix}
\]

The analytical development of the gradient tensor estimate for this instrument system is similar to that of the Hughes' instrument and appears in Ref. 6. Optimal sensor orientation is again defined to be that which minimizes the cost function specified in (38). The results of the three-instrument analysis are shown in Fig. 11. For the Draper Lab's sensor, the between-the-weights axis has essentially the same significance as the spin axis has for the rotating sensors. The $\hat{j}$ axis angular rotations, $\beta$, are identical to the umbrella angles discussed in connection with the Hughes' sensor spin axis orientations.
The performance plots of Fig. 11 show that the cost function $J$ is minimized when the between-the-weights axes are symmetrically located about $\hat{x}_p$ and rotated out of the $\hat{y}_p - \hat{z}_p$ plane through an umbrella angle of approximately 58 degrees. The value of $J$ at that point was found to be approximately $10.8 \text{ EU}^2$. Note that for the symmetric between-the-weights axes case, a singularity exists at an umbrella angle of 35.2644 deg. It is easy to show that a singularity always exists for this three sensor system when the between-the-weights axes form an orthogonal triad [6].

Four sensor gradient tensor estimation was also considered for the Draper Lab's sensor. The following cases were considered:

1. Four sensors symmetrically located about $\hat{x}_p$ having identical umbrella angles $\beta$;
2. A single sensor having its between-the-weights axis vertical. Three sensors symmetrically located about $\hat{x}_p$ having identical umbrella angles $\beta$.

The results of these tests for the four-sensor and one-sensor-failed cases are given in Figs. 12 and 13.

The cost function vs umbrella angle curve for the case where all four between-the-weights (BTW) axes are symmetrically spaced about $\hat{x}_p$ appears in Fig. 12. With four sensors operating, the minimum cost function occurred at an umbrella angle of 50 deg and had a value of $7.1 \text{ EU}^2$. With one sensor failed, the minimum value of the cost function increased to $11.9 \text{ EU}^2$ at 55 deg.

The effect of removing one of the BTW axes from the umbrella and placing it along $\hat{x}_p$ is shown in Fig. 13. For this case, the minimum value of $J$ occurs at an umbrella angle of 20 deg and has value equal to $8.25 \text{ EU}^2$. At $\beta$ equal to 55 deg, the value of $J$ is $8.6 \text{ EU}^2$. With one umbrella sensor failed, the minimum value of the cost function was found to be $12.66 \text{ EU}^2$ at an umbrella angle of 35 degrees.
FIG. 12 GRADIENT ESTIMATION WITH FOUR DRAPER LAB'S (CS DRL) SPHERICAL SENSORS, ALL FOUR BTW (between-the-weights) AXES LIE IN THE UMBRELLA.
FIG. 13  GRADIENT ESTIMATION WITH FOUR CSDRL SPHERICAL SENSORS.  ONE BTW AXES LIES ALONG $\hat{x}_p$.  OTHER BTW AXES SYMMETRICALLY SPACED ABOUT $\hat{x}_p$.  
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G. CONCLUSIONS

The results presented in this paper show that three spinning gravity gradiometers will provide a gradient estimate having minimum error when the sensor spin axes form an orthogonal triad. A fourth gradiometer provides redundancy and prevents mission loss due to a single instrument failure. It has been shown that with four spinning sensors, the best information is obtained with an umbrella configuration in which one sensor spin axis lies along $\hat{x}_p$, and the other spin axes are symmetrically spaced about $\hat{x}_p$. It was shown that substantial errors (on the order of 5 deg) in instrument mounting will not substantially degrade the performance of the sensor system. Furthermore, it is concluded that for a spinning sensor system, an umbrella angle of 20 deg provides a reasonable compromise between four sensor system optimal performance and performance degradation due to the loss of one sensor.

For the three static gradiometer system, it was found that BTW axis symmetry about $\hat{x}_p$, and an umbrella angle of approximately 58 deg minimized the cost function $J$. This result was in general agreement with those of Ref. 4. It is also concluded that a four-static gradiometer system be configured with one BTW axis along $\hat{x}_p$ and the others symmetrically located about $x_p$ with umbrella angles of 20 deg. The 20 deg umbrella angle selection is based on one-instrument-failure considerations.
Chapter II

STRESS RELAXATION

The phenomena of creep, creep recovery, relaxation, microstrain, or whatever term is applied, are described in a variety of ways, the reason for which is apparent disagreement of the actual mechanism involved. Johnson [7] considers metal as an aggregate of crystalline domains embedded in a viscous medium (the intercrystalline boundary). Assuming, for the moment, three stages of creep, the first stage is postulated to occur by viscous motion of the intercrystalline boundary. The second stage occurs by slipping of the crystalline domains within the boundary, and the third stage by fragmentation of the crystalline domains.

As material grain size increases, creep rate decreases due to the reduction in the number of intercrystalline boundaries. The extension of this, of course, is that single crystals would exhibit no viscous creep.

Orowan [8] claims single crystals do creep due to slip of atoms within the crystalline lattice. He further asserts that the stress at which a single crystal begins to yield depends on the amount of prior strain, i.e., the strain history.

Creep is commonly described as occurring in three stages:

1. The primary stage during which strain decreases rapidly with time;
2. The secondary stage when the strain rate remains fairly constant;
3. The tertiary stage in which strain increases rapidly.

During the primary stage, the creep rate decreases rapidly due to a buildup in crystal dislocations which pile up and inhibit the viscous flow.

The secondary stage is a tug-of-war between strain hardening and reduction in specimen cross section resulting in an essentially constant strain rate [9].
Lubahn and Felgar [10] argue that creep should not always be described in terms of these three stages but rather that creep curves can be conveniently described thusly. For a metallurgically stable metal subjected to constant stress, creep will always be of a primary nature. If the load is held constant, there will be a tendency for the creep rate to increase.

One exception to the generalization of diminishing creep rate was reported by Chalmers [11]. In room temperature tests of tin crystals at low stresses (~200 psi) the creep rate was constant for a time and then decreased to a small value. This value was about half the initial rate. It was also observed that the initial rate was proportional to stress giving rise to a conclusion that the action was viscous at low stresses and strains. At higher stresses and strains, the behavior was more typical of a metallurgically stable metal. Chalmers termed this behavior 'microplasticity'. Theories which explain creep in terms of viscous phenomena are termed 'phenomenological' since the concept of a viscosity coefficient is a phenomenological entity [12], [13].

The two principal mechanisms by which creep of single crystals occurs are termed 'slip' and 'grain rotation'. Slip refers to shearing displacement of parts of the same crystal. The plane on which slip occurs is the slip band. Grain rotation is, as you might suspect, angular displacement relative to neighboring grains [10]. As slip continues to occur, the number of areas where this happens (dislocations) increases and eventually opposes the slipping action. This is the mechanism of strain hardening [Refs. 7, 14, 15, 16, and 17].

A material which elongates when first loaded, continues to stretch under constant load and recovers less than all the elongation upon removal of the load behaves, in part, like a viscous liquid and partly like an elastic solid; hence, the description viscoelastic material.

If one accepts the phenomenological theories, all metallurgically stable metals could be termed viscoelastic. Usually, however, the term is applied to materials such as plastics, solid fuel propellants, rubber, and glass.
For analysis purposes, materials that creep are represented as one of three models:

**Maxwell model** is represented by a linear spring and linear dash-pot connected in series. When loaded, such a material responds with instantaneous elastic strain followed by continuously creeping strain. Unloading results in only partial recovery of strain.

**Kelvin model** is represented by a linear spring and linear dash-pot connected in parallel. A Kelvin material, when loaded, first begins to creep at a rate that decreases to zero. Unloading results in gradual recovery to the original size.

Three element or **Burgers model** is simply a Maxwell and a Kelvin model connected in series. This type material displays instantaneous elastic response, creep with time, elastic memory; and permanent deformation under load. Removal of the load results in partial strain recovery.

Creep recovery is most easily explained in terms of viscous behavior. For most polycrystalline metals, the amount of creep recovery is very small, whereas in plastics, it is more pronounced.

The time required for the load, when held at constant strain, to relax to \(1/e\) of its original value is termed the 'relaxation' time \([18],[19]\). Thus a viscoelastic material is characterized by moduli that are time dependent and type-of-loading dependent. Since most viscoelastic materials behave linearly over some range, it is possible to identify those limits in terms of stress, strain, and time, and the stress-strain-time behavior of the material can be fairly accurately predicted for design purposes \([20]\).

Materials for use in gravity gradiometer design, regardless of what they are, will exhibit some degree of creep, creep recovery, or stress relaxation and this effect must be taken into account \([21]\).
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