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I. INTRODUCTION

Double-hetero-junction GaA\/As/GaAs lasers constitute a key component in integrated and fiber optical systems. The basic configuration is illustrated in Fig. (1a). When a strong dc bias is applied between the stripe electrodes, the segment of the GaAs layer immediately below the stripe becomes active, resulting in lasing action. The GaAs layer has a higher dielectric constant than the GaA\/As layer. Hence, it is easy to explain the existence of a guiding mechanism in the vertical direction (i.e. perpendicular to the layers), by means of a conventional slab waveguide analysis [2]. However, it has been experimentally observed that the field is also confined in the transverse direction (i.e., parallel to the layers). This effect cannot be explained in terms of an infinite slab waveguide since no physical mechanism is present for transverse field confinement.

It is now generally accepted that the dielectric properties of the active region are slightly altered by the lasing action. It has been assumed by some workers that lasing action causes a slight increase of the relative dielectric constant in the active region (of the order of $10^{-3}$), which is sufficient to explain field confinement. Only the real part of the dielectric constant was considered in explaining transverse field confinement. However, some recent investigations [3], indicate the real part of the dielectric constant in the active region need not be higher and, indeed, may even be lower than that in the passive region. Modal confinement is shown to be possible by the gain action itself.
Fig. 1a: Basic Geometry of the GaAs laser.
In previous analysis [3], the x and y directions were treated independently. For instance, in [3], only the structure which is infinite in extent in the y direction is considered. In the analysis in this paper, however, the finiteness in the y direction is taken into account by the use of the concept of effective dielectric constants (EDC), which has been successfully used to analyze a number of lossless passive dielectric waveguides and components [4], [5].

In the following sections we will describe the analysis of the laser structure and a number of numerical data for the fundamental mode will be presented.
II. METHOD OF ANALYSIS

The basic geometry of the GaAs laser is shown in Fig. (1a). A GaAs layer of thickness $2d$ is sandwiched between two identical GaAlAs layers of thickness $h$. When an appropriate d.c bias is applied between the electrodes $A$ and $A'$, the GaAs region under the electrodes becomes active and causes a laser action. We model this effect by assigning the region under the electrode a complex permittivity $\varepsilon_1' + j\varepsilon_1''$, as shown in Fig. (1b). In this figure the presence of the electrodes is ignored as its effect on the optical field is negligible. From Fig. (1a) we observe that the field is symmetric with respect to the $y$ axis and antisymmetric with respect to the $x$ axis. Therefore a magnetic and electric wall can be placed in the $y$ and $x$ planes, respectively, without changing the field configurations.

It is, hence, only necessary to consider the quadrant illustrated in Fig. (2). Along the $x$ direction we distinguish two regions: I. which contains the active material and II. which is purely passive.

For the present, all dielectrics are considered lossless.

Region I contains three dielectrics: (1) the active GaAs with complex dielectric constant

$$\varepsilon_1 = \varepsilon_1' + j\varepsilon_1''$$

$$0 < \varepsilon_1'' << \varepsilon_1'$$

where $\varepsilon_1' > 0$ represents the gain mechanism.

(2) the lossless GaAlAs with real $\varepsilon_2 > 0$ and

(3) the air with $\varepsilon_3 = 1$. Also we assume the following relations to hold:
Fig. 1b: Waveguide model of the GaAs laser.
A dielectric waveguide, as shown in Fig. (1b) is known to support the propagation of hybrid modes, classified into two possible field configurations: $E^X$ and $E^Y$. These modes can be represented by two scalar potentials, $\phi^e$ and $\phi^H$. Assuming a $e^{-jkz}$ dependence, Maxwells equations [1] in terms of these potentials are:

\[
\begin{align*}
E_x &= \frac{1}{\varepsilon_r} \frac{\partial^2 \phi^e}{\partial y \partial x} + j\omega \mu \kappa z \phi^H \\
H_y &= (k^2 - \frac{\alpha^2}{\beta^2})\phi^H \\
E_z &= -\frac{jk}{\varepsilon_r} \frac{\partial \phi^e}{\partial y} - j\omega \mu \frac{\partial \phi^H}{\partial x} \\
E_y &= \frac{1}{\varepsilon_r} (k^2 - \frac{\alpha^2}{\beta^2})\phi^e \\
H_x &= -\omega \varepsilon_k \frac{\partial \phi^e}{\partial z} + \frac{\partial^2 \phi^H}{\partial y \partial x} \\
H_z &= j\omega \varepsilon_o \frac{\partial \phi^H}{\partial x} - jk \frac{\partial \phi^e}{\partial y}
\end{align*}
\]

where

- $\varepsilon_o$ = permittivity of free space
- $\varepsilon_r$ = relative permittivity in the region of application
- $j = \sqrt{-1}$
However, due to the excitation the dominant electric field is in the y direction. We therefore assume $\phi^H = 0$. Furthermore, because the differences between $\varepsilon_1$ and $\varepsilon_1$ as well as between $\varepsilon_1$ and $\varepsilon_2$ are small, we assume the transverse wave numbers are small. This implies that second derivatives can be neglected and the dominant mode is of the $E^Y$ type with the principal field components $E_y$, $H_x$, $H_z$ and $E_z$.

A rigorous solution of Maxwell's equations for the present laser geometry would be exceedingly complex. However, it is possible to introduce a simplification by the use of the concept of effective dielectric constant. If regions I and II were infinitely wide, they would reduce to the double layered slab structures as shown in Fig. (3a) and Fig. (3b), respectively. The propagation constants for these double slab waveguides can be determined by matching the tangential fields across each boundary. Both these structures can then be replaced by infinite, homogeneous regions having an effective dielectric constant, which may be thought of as the dielectric constant of the hypothetical medium in which the phase velocity is identical to that of the surface wave in the original (slab) structure. Referring to Fig. (2), we replace region I and II with vertical slabs of effective dielectric constant $\varepsilon_{el1}$ and $\varepsilon_{el2}$, even though these regions are not infinite in the x direction. The result is the structure shown in Fig. (3c). We can now solve the eigenvalue equation of this structure for the propagation constant, which is assumed to be that of the original structure. Notice that since $\varepsilon_1$ is complex, $\varepsilon_{el1}$ must also be complex to represent the gain mechanism.
Fig. 3: Slab structure model.
III. DERIVATION OF THE EIGENVALUE EQUATIONS

In this section we derive the eigenvalue equations for the structures shown in Fig. (3a), (3b), and (3c) and define the effective dielectric constant for regions I and II.

Noting that for the $E^x$ mode, $\phi^H = 0$, we see from equations (3a) through (4c) that the tangential components to be matched are $H_x$ and $E_z$. The relationships between $H_x$ and $E_z$ and $\phi^e$ are

$$H_x \sim \phi^e$$

$$E_z \sim \frac{1}{\varepsilon} \frac{\partial \phi^e}{\partial y}$$

Considering the structure in Fig. (3b) and noting that since $E_z = 0$ at $y = 0$, we can choose the following function for $\phi^e$.

$$\phi^e = \begin{cases} 
A \cos k_{2y} y & d > y > 0 \\
B^c \cos h \left( \eta_2 (y - d) \right) + B^s \sin h \left( \eta_2 (y - d) \right) & d + h < y < d \\
C \exp \left[ -\eta_2 (y - d - h) \right] & y > d + h
\end{cases}$$

Since the fields must match for all $z$ we also have,

$$k^2_{2z} = \varepsilon_1 k^2_{o} - k^2_{y2} = \varepsilon_2 k^2_{o} + \eta^2_{2} = k^2_{o} + \varepsilon^2_{2}$$

where $\eta_2$ is real and greater than zero, $k_{y2}$ is real and $\eta_2$ is purely real or purely imaginary. Using equation (6) we match $H_x$ and $E_z$ at $y = d$ and obtain

$$A \cos k_{y2} d = B^c$$

$$- \frac{A}{\varepsilon_1} k_{y2} \sin k_{y2} d = \frac{\eta_2}{\varepsilon_2} B^s$$
Similarly at $y = d + h$ we obtain

$$B^c \cosh(\eta_2 h) + B^s \sinh(\eta_2 h) = C$$  \hspace{1cm} (9a)$$

$$\frac{\eta_2}{\varepsilon_2} B^c \sinh(\eta_2 h) + \frac{\eta_2}{\varepsilon_2} B^s \cosh(\eta_2 h) = -\varepsilon_2 C$$  \hspace{1cm} (9b)$$

After some manipulation we obtain the eigenvalue equation

$$k_{y2} \tan k_{y2} d = \frac{\eta_2}{\varepsilon_2} \frac{\eta_2 \tanh(\eta_2 h) + \varepsilon_2 \xi_2}{\varepsilon_2 \eta_1 \tanh(\eta_1 h) + \eta_1}$$  \hspace{1cm} (10)$$

Together with equation (7) we can solve for $k_{y2}$ and define the effective dielectric constant for Fig. (3b) as

$$\varepsilon_{e2} = \varepsilon_1 - \left(\frac{k_{y2}}{k_o}\right)^2$$  \hspace{1cm} (11)$$

A similar analysis for Figure (3a) leads to the eigenvalue equation

$$k_{y1} \tan k_{y1} d = \frac{\eta_1}{\varepsilon_2} \frac{\eta_1 \tanh(\eta_1 h) + \varepsilon_2 \xi_1}{\varepsilon_2 \eta_1 \tanh(\eta_1 h) + \eta_1}$$  \hspace{1cm} (12)$$

Again

$$k_{z1} = \frac{\varepsilon_1}{\varepsilon_2} k_o - k_{y1} = \frac{\varepsilon_1}{\varepsilon_2} k_o - \eta_1^2 = k_o^2 + \xi_1^2$$  \hspace{1cm} (13)$$

and we define the effective dielectric constant for this structure as

$$\varepsilon_{e1} = \varepsilon_1 - \left(\frac{k_{y1}}{k_o}\right)^2$$  \hspace{1cm} (14)$$

Note, however, that in equations (12) through (14) $k_{z1}$, $k_{y1}$, $\eta_1$, $\xi_1$ and $\varepsilon_1$ are complex quantities.

However, as a consequence of (1b), the imaginary parts of all quantities are much smaller than the corresponding real parts. Writing
we take a Taylor's series expansion of both sides of equation (12) about 
\((k_y', \eta_1', \varepsilon_1', \varepsilon_1')\). Ignoring second order and higher order terms and equating 
real and imaginary parts, we get

\begin{align}
  k_{y1}' \tan(k_{y1}' d) &= \eta_1' e_1' + \frac{\eta_1' \tan h(\eta_1' h)}{\varepsilon_2' \varepsilon_1' \tan h(\eta_1' h)} + \eta_1' \\
  k_{y1}' [\sin(k_{y1}' d) + k_{y1}' d \cos(k_{y1}' d)] &= \eta_1' e_1' \cos(k_{y1}' d) \\
  - e_1' \sin(k_{y1}' d) - k_{y1}' d] \cdot \frac{N'}{D'} + \eta_1' e_1' \cos(k_{y1}' d) \cdot \frac{N'}{D'} \\
  + \eta_1' e_1' \cos(k_{y1}' d) \cdot \left(\frac{N''}{D'} - \frac{N'D''}{D'^2}\right)
\end{align}

where

\begin{align}
  N' &= \eta_1' \tan h(\eta_1' h) + \varepsilon_2' \varepsilon_1' \\
  D' &= \varepsilon_1' \varepsilon_2' \tan h(\eta_1' h) + \varepsilon_2' \eta_1'
\end{align}
The real and imaginary parts of (13) are:

\[ N'' = \eta''_1 [\tan h(\eta'_1 h) + \eta'_1 h \sec h^2(\eta'_1 h)] + \epsilon'' \]  

\[ D'' = \eta''_1 \epsilon''_2 \eta'_1 h \sec h^2(\eta'_1 h) + \eta'' \epsilon''_2 \tan h(\eta'_1 h) + \eta''_1 \epsilon''_2 \]  

The real and imaginary parts of (13) are:

\[ \epsilon'_1 k'_o^2 - k'_1^2 = \epsilon''_1 k'_o^2 + \eta''_1 = k'_o^2 + \epsilon''_1 \]  

\[ \epsilon''_1 k'_o^2 - 2k'_y1 k''_1 = 2\eta''_1 \eta''_1 = 2\eta''_1 \eta''_1 \]  

Observe that (15) and (19) constitute three equations for the three unknowns \( k'_1, \eta''_1, \epsilon''_1 \). Once these unknowns have been solved, their value can be substituted into (20) and (17). Note that equation (17) is a linear equation in \( k''_1 \), as indeed, it should, since only the first term of the Taylor's series was kept. Ignoring higher order terms, equation (14) may be written as

\[ \epsilon''_1 = \epsilon''_1 + j \epsilon''_1 = \epsilon'_1 - \left( \frac{k'_1}{k'_o} \right)^2 + j\left( \epsilon''_1 - \frac{2k'_y1 k''_1}{k'_o} \right) \]  

Having defined the E.D.C. in equations (14) and (21) for the equivalent slab structure (Fig. 3c) we can now proceed solving for the wavenumbers in the x direction with an analysis similar to that in [3]. The tangential fields we are interested in matching now are \( E_y, H_z \). From equations (4a) and (4c) we note

\[ E_y \sim \phi^e \]  

\[ H_z \sim \frac{\partial \phi^e}{\partial x} \]
Writing $\phi^e$ as

$$\phi^e = \begin{cases} A \cos \left( \frac{u}{a} x \right) & 0 < x < a \\ B \exp \left[ - \frac{w}{a} (x-a) \right] & x > a \end{cases}$$

(24)

we match the fields at $x = a$ and obtain

$$A \cos(u) = B$$

(25)

$$- \frac{u}{a} A \sin(u) = - \frac{w}{a} B$$

(26)

from which one gets the eigenvalue equation

$$w = u \tan(u)$$

(27)

As before, by matching the fields along the z direction we also get another equation for $u$ and $w$

$$k^2 = \varepsilon_{e1} k_0^2 - \frac{u^2}{a^2} = \varepsilon_{e2} k_0^2 + \frac{w^2}{a^2}$$

(28)

Notice that $u = u_r + ju_i$, $w = w_r + jw_i$ are in general complex numbers.

In the following sections three cases will be considered:

(i) $\Re \varepsilon_{e1} = \varepsilon_{e1}'$, (ii) $\Re \varepsilon_{e1} > \varepsilon_{e1}'$, and (iii) $\Re \varepsilon_{e1} < \varepsilon_{e1}'$. 
IV. RESULTS AND DISCUSSION

In Fig. (4) and Fig. (5) the solution for the equivalent dielectric constants defined in equations (14) and (21) are displayed for different values of $\varepsilon'_1$ and $\varepsilon'_1$. Since equations (12) and (16) are identical, Fig. (4) may be used to compute both $\varepsilon'_1$ and $\varepsilon'_2$. The equations were solved by iteration using Muller's Method, convergence was quite rapid and fairly insensitive to the starting point. The program is included in the appendix.

We now proceed to examine the first case (i.e., $\text{Re} \varepsilon_1 = \varepsilon_2$).

First we note that from equation (28) we can solve for

$$w = \sqrt{\frac{c}{\varepsilon_0 k_0^2 [\varepsilon_1 - \varepsilon_2] - u^2}} \quad (29)$$

Since $\text{Re} \varepsilon_1 = \varepsilon_2$ equation (24) can be rewritten as

$$w = \sqrt{\frac{c}{\varepsilon_0 k_0^2 (\text{Im} \varepsilon_e) - u^2}} \quad (30)$$

where $\Delta \varepsilon = \varepsilon_1 - \varepsilon_2$. Defining $v = k_0 \sqrt{\text{Im} \varepsilon_e}$, we see from equation (27) that all physical dependence of the transverse wave numbers can be defined in terms of a single variable $|v|$, called the normalized gain. Equation (27) is then solved, again using Muller's Method.

Figure (6) and (7) show the solutions for $w_r$ and $w_i$ vs. $|v|$. Figure (6), which indicates the rate of field decay in Region II, shows that gain (i.e., $\text{Im} \varepsilon_e > 0$) induced modes exist, and are in fact guided throughout. That is, the gain induced by the imaginary part of the effective dielectric constant is solely responsible for the field confinement. From figure (8) as well as from figure (9), which shows the percent of the cross-sectional
Fig. 4: Real part of the E.D.C. vs. the real part of the permittivity.

\[
\begin{align*}
\lambda &= 1 \mu M \\
d &= 0.25 \lambda \\
h &= 5 \lambda \\
\epsilon_2 &= 12.32
\end{align*}
\]
Fig. 5: Imaginary part of the E.D.C. vs. the gain.

\[ \varepsilon_1' = 13.1 \]

\[ \lambda = 1 \mu \text{M} \]

\[ d = 0.25 \lambda \]

\[ h = 5 \lambda \]

\[ \varepsilon_2' = 12.32 \]
Fig. 6: Real part of $W$ vs. $|v|$. 

\[ V = a k_o \sqrt{\text{Im} \Delta e} \]
Fig. 7: Imaginary part of $W$ vs. $|V|$. 

\[ V = a k_0 \sqrt{\text{Im} \Delta e} \]
Fig. 8: Intensity of the field at $x = a$ vs. $|v|$. 

$V = \omega k v \overline{\text{Im} \Delta \epsilon}$
Fig. 9: Percent of power confined in Region I vs. $|v|$. 
power in Region I, it is clear that the greater the gain, the more field is concentrated in Region I (active region). The values of the field intensity at \( x = a \) (Fig. 8) have been compared to the results obtained by Schlosser [3] and the agreement is good.

In Case (ii) the gain as well as the increase in the real part of the EDC in Region I contributes the confinement mechanism. However, this case will not be discussed further, because the confinement due to the real part is understood as the surface wave mechanism.

Case (iii) requires more careful examination. It is known that a quasi-mode (leaky wave mode) with low loss can exist in a passive channel waveguide, where the core material has lower refractive index than the surrounding medium, provided the core size is appreciably larger than the wavelength [6]. The latter is always the case in the configurations under study, as we have typically \( \frac{2a}{\lambda} \approx 20 \). As the epithet leaky suggest, propagation in such a "mode" is intrinsically accompanied by power loss due to leakage from the core into the surrounding medium. Hence, unless energy is continuously supplied as the wave propagates, the leaky mode will vanish below a detectable level after propagating over a finite distance.

In the present situation the supply mechanism is provided by gain in the region where wave is propagating. Hence, sufficient gain will sustain a stable cutoff mode, i.e., mode exhibiting no gain or attenuation outside the core. When this occurs, \( \omega_r = 0 \), as the field amplitude in Region II is expressed as \( \exp[-\omega_r (\frac{x}{a} - 1)] \). We recall that the attenuation constant of a leaky mode is approximately inversely proportional to the index depression (see for instance, 1.6-34 of [6]). Hence, the cutoff
point is achieved with higher gain for decreasing refractive index depression, involving larger leakage.

For a given refractive index depression, as the gain increases above the value corresponding to cutoff (i.e., the amount of gain needed to compensate for leakage losses), then increasing field confinement takes place.

On the other hand, physical intuition suggests that field confinement is more sensitive to gain increases for smaller depressions. This is easily shown to be the case by means of the approximate analysis similar to that of [3]. We begin by again defining \( v = a k_o \sqrt{\frac{\epsilon_1 - \epsilon_2}{\epsilon}} \)

\[
v = a k_o \sqrt{\frac{\Delta \epsilon}{\epsilon}} \left(1 - j \frac{\Im \Delta \epsilon}{\Re \Delta \epsilon} \right)^{1/2}
\]

Since \( \Re \Delta \epsilon < 0 \)

\[
v = ja k_o \left| \frac{\Delta \epsilon}{\epsilon} \right| \left(1 - j \frac{\Im \Delta \epsilon}{\Re \Delta \epsilon} \right)^{1/2}
\]

If \( \frac{\Im \Delta \epsilon}{\Re \Delta \epsilon} \ll 1 \), then

\[
v \approx ja k_o \left| \frac{\Delta \epsilon}{\epsilon} \right| \left(1 - \frac{1}{2} \frac{\Im \Delta \epsilon}{\Re \Delta \epsilon} \right)
\]

Let

\[
v_i = a k_o \sqrt{\frac{\Delta \epsilon}{\epsilon}}
\]

\[
v_r = a k_o \frac{\Im \Delta \epsilon}{2 \left| \Re \Delta \epsilon \right|^{1/2}}
\]

then

\[
v = v_r + jv_i
\]
In the case under study $|\frac{u}{v}|^2 \ll 1$, therefore,

$$w = v \sqrt{1 - \left(\frac{u}{v}\right)^2} \approx v$$

and

$$w_r = \frac{\pi a}{\lambda} \frac{\text{Im} \Delta e}{|\text{Re} \Delta e|^\frac{3}{2}}$$

and

$$\frac{dw_r}{d(\text{Im} \Delta e)} \propto \frac{1}{|\text{Re} \Delta e|^\frac{3}{2}}$$

(37)

(38)

In other words, the slope of $w_r$ decreases for increasing depressions.

The occurrence of the above two effects on the numerical solution is shown in figure (10). In particular, the approximate linearity of $w_r$ with $\text{Im} \Delta e$ implies the existence of a cross over point for two different values of $\text{Re} \Delta e$. Figure (11) shows the solution for the imaginary part of $w$.

In figure (12) we show the field intensity at $x = a$, with $\text{Im} \Delta e$ as the variable and $\text{Re} \Delta e$ as the parameter. From figure (13), the numerical results indicate that for depressions less than .001 more gain is required to maintain guiding than for smaller depressions. However, for depressions larger than approximately .001 the pattern reverses: the greater the depression the less gain is required to insure guidance. This phenomena, just discussed above, can also be verified by an approximate solution of equation (27).

We start by assuming $u_r$ is close to $\pi/2$.

$$u = (\frac{\pi}{2} + a) + jb$$

(39)

where $|a|$ and $|b| \ll 1$.

Since $|\frac{u}{v}|^2 \ll 1$. 
\[ w = v \left( 1 - \left( \frac{\pi}{V} \right)^2 \right)^{\frac{1}{2}} \approx v \left( 1 - \frac{1}{2} \left( \frac{\pi}{V} \right)^2 \right) \]  \hspace{2cm} (40)

and (27) becomes

\[ (v_r + jv_i) \left[ 1 - \frac{1}{2} \left( \frac{\pi}{V} \right)^2 \right] = \left( \frac{\pi}{2} + a + jb \right) \tan \left( \frac{\pi}{2} + a + jb \right) \]  \hspace{2cm} (41)

Since \( v_r \ll 1 \) and \( v_i > 1 \), \( v_r \) may be ignored. Furthermore, we note that \( \tan \left( \frac{\pi}{2} + a + jb \right) \approx -1/(a + jb) \), and if \( |\text{Re} \Delta e| \) is large enough, \( |1/2 \left( \frac{\pi}{2} + a + jb \right) | \ll 1 \), equation (39) becomes:

\[ jv_i = -\left( \frac{\pi}{2} + a + jb \right) \]  \hspace{2cm} (42)

Solving now for \( a \) and \( b \) we get

\[ a = -\frac{\pi}{2} \left( \frac{1}{1 + v_i^2} \right) \]  \hspace{2cm} (43)

\[ b = \frac{\pi}{2} \left( \frac{v_i}{1 + v_i^2} \right) \]  \hspace{2cm} (44)

To show the behavior at cutoff, we expand equation (28).

\[ \omega_r^2 - \omega_i^2 + 2j \omega_r \omega_i = \left( a k_o^2 \text{Re} \Delta e \right) + j \left( a k_o^2 \text{Im} \Delta e \right) \]

\[ -u_r^2 + u_i^2 - 2ju_r u_i \]  \hspace{2cm} (45)

At cutoff, by definition, \( \omega_r = 0 \). It follows, then, that

\[ (a k_o^2) \text{Im} \Delta e = 2u_r u_i \]  \hspace{2cm} (46)

Using the results from equations (41) and (42)
Fig. 10: Real part of $W$ vs. Im$\Delta \epsilon_e$ with Re$\Delta \epsilon_e$ as parameter.
Fig. 11: Imaginary part of $W$ vs. $\text{Im}\Delta\epsilon_e$ as parameter.
Fig. 12: Intensity of the field at $x = a$ vs. $\text{Im}\Delta\epsilon_e$ with $\text{Re}\Delta\epsilon_e$ as parameter.
\[
\text{Im} \Delta e (\text{at cutoff}) = \frac{1}{2} \left( \frac{\pi}{a k_o} \right)^2 \left[ \frac{v_i^3}{(1 + v_i^2)^2} \right]
\] (47)

It can be immediately seen that, since \( v_i > 1 \),

\[
\text{Im} \Delta e (\text{at cutoff}) \propto \frac{1}{v_i} \propto \frac{1}{\sqrt{\text{Re} \Delta e}}.
\]

That is, the larger the depression, the smaller the gain necessary to insure a guided mode. Equation (45) is plotted alongside the numerical results in figure (13).

Looking at equation (32), it is possible to define a more general set of variables.

\[
R = \frac{\text{Im} \Delta e}{|\text{Re} \Delta e|}
\] (48)

and

\[
v' = \frac{2a}{\lambda} \sqrt{|\text{Re} \Delta e|}.
\] (49)

Data, similar to that in figure (10) through (13), is presented in terms of these variables in figures (14) through (17).
Fig. 13: \( \text{Im} \Delta \varepsilon_e \) at cutoff vs. \( \text{Re} |\Delta \varepsilon_e| \).
\[ V' = \frac{2a}{\lambda} \sqrt{|\text{Re} \Delta e_e|} \]

\[ R = \frac{\text{Im} \Delta e_e}{|\text{Re} \Delta e_e|} \]

**Fig. 14:** Real part of \( W \) vs \( R \) with \( V' \) as parameter.
Fig. 15: Imaginary part of $W$ vs. $R$ with $V'$ as parameter.

$$V' = \frac{2a}{\lambda} \sqrt{|\text{Re} \Delta e_e|}$$

$$R = \frac{|\text{Im} \Delta e_e|}{|\text{Re} \Delta e_e|}$$
\[ v' = \frac{2a}{\lambda} \sqrt{|\text{Re}\Delta e|} \]

\[ R = \frac{\text{Im}\Delta e}{|\text{Re}\Delta e|} \]

Fig. 16: Magnitude of the field at \( x = a \) vs. \( R \) with \( V' \) as parameter.
Fig. 17: $R$ at cutoff vs. $V'$. 

\begin{align*}
V' &= \frac{c^2}{\lambda} \sqrt{\frac{\text{Re}\Delta e}{\text{Im}\Delta e}} \\
R &= \frac{\text{Im}\Delta e}{\text{Re}\Delta e} \frac{e}{|\text{Im}\Delta e|}
\end{align*}
V. CONCLUSIONS

Two dimensional analysis, based on the concept of effective dielectric constant, was presented. Several numerical results are provided for the fundamental mode, illustrating gain induced confinement in the transverse direction. Gain induced modal confinement is shown possible even for a leaky wave structure and cutoff behavior is investigated.
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VII. APPENDIX

In this section a program to solve equations (16) and (17) is presented. The algorithm used was Miller's method. Convergence was quite rapid and fairly insensitive to the starting point.

```plaintext
COMMON E2, E1, H, D, WAVE, PI, S1
F1 = 3.1415
E2 = 12.32
PI = 2.26
WAVE = 1.06
H = 5.0
D = 25.0
WAVE

NORMALIZE WITH RESPECT TO K0
H = (PI / WAVE)*H
D = (PI / WAVE)*D
EPS1 = 1.0E-5
EPS2 = 1.0E-9
IMAX = 50
ERROR = 0.1

END OF DATA BLOCK

BEGIN ROOT FINDING ROUTINE
THE EQUATION WILL BE SOLVED FOR DIFFERENT VALUES OF E1
DO 1, 19, K = 1
E1 = 12, 7 - (K - 1)*.1
NC1 = 1
NC2 = 0

INITIAL GUESS
Z3 = 0.81
DELTA = ERROR
IF (C, LT, 1) Z3 = Z - 0.1
Z1 = Z3 - DELTA
Z2 = Z3 + DELTA
VAL1 = F(Z1)
VAL2 = F(Z2)

99 NLL1 = (Z3-Z1)/(Z2-Z1)
ALAM1 = (Z3-Z1)/(Z2-Z1)
G1 = VAL1 - (VAL1 + DEL1 = VAL2 + DEL1) * VAL3
C1 = VAL1 = (ALAM1 = VAL1 - DEL1 = VAL2 + DEL2)
NC1 = C2 + 1
S1 = 1
IF (G1, LT, 0) S1 = 1
ALAM1 = (-2*DEL1 = VAL1) / (G1 + S1*SORT(ABS(G1 = 2.4, 0*DEL1 = C1*VAL1)))
```
FUNCTION ETA(Z)
COMMON EP,E1,M,D,HAVEL,PI,S1
S1=1.
IS ETA* IMAGINARY?
IF ((1-E2-Z**2)*E2<0.) S1=-1.
ETA=SQRT((AS(E1-E2-Z*Z)+1.))
RETURN
END

FUNCTION XI(Z)
COMMON EP,E1,M,D,HAVEL,PI,S1
XI=SQRT((E1-1.-7.*Z**2))
RETURN
END

SUBROUTINE SR(Z,ET,AX)
COMMON EP,E1,M,D,HAVEL,PI,S1
THIS SUBROUTINE COMPUTES KY**"** SINCE AKY**=BE** AND
FS*AKY**=RF** (=-HERM), THIS IS A EQUATION IN TWO
UNKNOWN'S, GIVEN FS1 (X1) AND FS2 (X2) FOR SOME VALUES
OF (KY**"**,E**) THE SLOPE IS COMPUTED,
FS=SDXI(KY**,ETA*,XI*,KY**,E**)
X1=FS(7.,ET,AX,1.E-9,1.E-9)
X2=FS(7.,ET,AX,1.E-9,1.E-9)
RM=(X1*X2)/21.E-3
AM=(X1-X2)*1.E-3
SLOPE1=RM/AM

C NOW COMPUTE THE SLOPE FOR E(EQUIVALENT)** "**V8, E**
SLOPE2=V8-Z*SLOPE1

TYPE 5P, E1, Z, SLOPE1, SLOPE2
FORMATS 'x', 3HEI, G11, 4, 2X,GKY*,G11, 4, 2X,THSLOPE1=,
1G11, 4, 2X,THSLOPE2=G11, 4)
RETURN
END

FUNCTION FS(R1,BP,R3,B4,R5)
R1*KY*,BP=ETA*,R3=XI*,R4=KY**,R5=E**
COMMON EP,E1,M,D,HAVEL,PI,S1
R1=BP(H1,R2,R4,R5)
R2=3P(H1,R3,B4,R5)
R3=ETA*,R3=XI**,T1=ETA*TANH(R2*H)+F2*B3
T1=ETA*TANH(R2*H)+F2*B3
T2=1*(TANH(BP*H)+B2*H=((1./COSH(B2*H))**2))**E2*O2


C

FUNCTION F(Z)
COMMON EP,E1,H,D,WAVEL,PI,S1
ET=ETA(Z)
C IF ETA IS IMAGINARY COSM BECOMES COS ETC.
IF(E1)31,31,30
31 VISIN(ETM)
D2P*R5+P1*2*01*H*[((1./COSH(R2*H))*2)*02*E2*E2
1*TAH((02*M)*01*E2
FSe1=(51*F1*H)+.1*10*COS(R1+D))=H/((H5+COS(R1+D))
1=(1.1*10)+.15*05)+(T1P/D1P)+01*1*01*01*01*01
1*(T1P/D1P)=R2*F1*COS(R1+D)*((T2P/D1P)-(T1P*02P))
1/''(1P*02P))
RETURN
END

FUNCTION R2P(R1,R2,R4,R5)
COMMON F2,F1,H,D,AVEC,PI,51
H2P=(H5-2.*01*84)/(2.*B2)
RETURN
END

FUNCTION R2P(R1,R3,R4,R5)
COMMON F2,EL,H,D,AVEC,PI,51
R3P=(R5-2.*01*84)/(2.*B3)
RETURN
END