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CHAPTER 1.

The concept of alerters should become increasingly important as Database technology continues to grow.

The changes being made by programs in the values of items in the database may cause the creation of certain conditions in which one or more users are interested, so that particular actions associated to such conditions are performed.

Conceptually, an alerter can be described as a program that continuously monitors the contents of the database, in order to take action whenever a previously specified condition becomes true.

For example, in a database containing information about the checking accounts of the clients of a bank, an alerter could be used to monitor the account balances in order to print a message for the manager of a branch when one of the client's balance falls below 200 dollars. In this example, the alerting condition is for the checking account balance to be less than 200 and the associated program prints a message with the data of the corresponding account.
An alerting system for a database should provide the end user with the facilities to specify alerters and place them in the database. By specifying an alerter we mean the definition, in a language for that special purpose, of the conditions to be monitored and the corresponding actions to be taken whenever such conditions become true. It should also provide with the mechanism to monitor changes in the database and to trigger the procedures associated to those conditions as defined by the database alerters.

Since the definition of alerters, including the description of alerting conditions and associated programs has to be stored in the database, we have to extend the definition of such database to accept this additional information.

The wide acceptance and use of database management systems have permitted a fast development and constant improvement of such systems in recent years; however, no database management system provides an alerting system to meet the needs of a growing number of users.

Although some programming languages provide the user with the facility to monitor changes in the information contained in the database (for example, the 'ON' statement in PL/I and the 'USE' condition in ASAP
and some COBOLs), they do not meet user's needs, since the definition of alerters is made in the user's programs and it is not stored in the database.

Howard Morgan [1] introduced the concept of alerters in the context of Management Information Systems. Morgan describes alerters as interrupts used to signal to the supervisor the occurrence of conditions which require a program to be executed; the interrupt generating conditions are Boolean conditions on variables or items in the database.

Some special purpose languages like PLANNER [2] and CONNIVER also have incorporated similar concepts; this type of language permit the manipulation of rich databases, but they are limited to deal with small databases and are not designed to handle hierarchical or network data structures.

Another use of a concept similar to alerter has been implemented as DEMONS in the system LDEMON [3], a system for creating and updating simple databases and monitoring changes in the data. LDEMON, however, is not a production system, since it is written in LISP, an interpretive language, and it was mainly programmed for experimental purposes.
In the present work, we intend to provide a basis for the development of an alerting system for a database management system oriented to the manipulation of large, network structured files; our main concern is the kind of DBMS as described by CODASYL's DATABASE TASK GROUP in its April 1971 report [4].

These systems are called DBTG systems and are intended to be programmed on a host language such as COBOL or FORTRAN. DBTG systems consist of a Data Description Language (DDL), used for describing the database, and a Data Manipulation Language (DML), which acts as an interface between the user's programs and the database.

A DBTG system represents database information as a network in which the nodes are individual record occurrences and the record occurrence is the unit of access. The relationship between record types is called a set type, which has one record type designated as its owner and one or more record types defined as the set members. A network database permits the representation of many-to-many correspondences among records in a direct manner by the use of a confluent hierarchy in which the two related records are the owners of two different set types, of which a third
record type (called the 'base' record) is a member.

The smallest unit of named data in DBTG is called a data-item, and an occurrence of a data-item is a representation of its value.

A partial implementation of a DBTG system was made at the Wharton School [5], to experiment with database alerting, as well as interactive schema management, multiuser sharing, and easy restructuring [6].

The Wharton Alerting Network Database (WAND) is implemented in FORTRAN IV along with a small number of MACRO assembly language subroutines on the DECSYSTEM-10.

In the next chapter we describe a simplified alerting system that was implemented on WAND in order to investigate about some problems involved in full implementations of alerting systems on DBTG.
CHAPTER II.

In order to experiment with the implementation of alerters into a DBTG system, WAND has been provided with a simplified version of an alerting system.

The alerting system described in this chapter permits the operation of simple alerters in which the alerting condition as well as the associated action, are limited; alerters are defined to monitor one or more items within the record types described in the schema, so that a change made to the value of any of such items, will trigger a program which must create record occurrences of a special record type, in order to keep in the database the information contained in the modified record both, before and after the modification has been made.

In this simplified alerting system, the evaluation of conditions is not supported, but it is the responsibility of the user to write programs which have to read the information kept by the system and perform the desired evaluations.

This system has been designed in such a way that it provides the foundation for the implementation of a more complete system as described in the next chapter,
in which the alerting condition can take the form of a logical expression involving the values of current item names as well as constant values.

As it will be seen in the next chapter, the conditions in which we are interested should be evaluated by only analyzing the information in the record which is object of a modification before and after such modification is performed.

The alerting system should permit the dynamic change of the conditions being monitored; therefore, those conditions which are true before they are declared in the database, should not be considered in the evaluation. Similarly, if a record is modified and a given alerting condition was true before the modification is made, the alerter should not be triggered even though the condition is also true after the modification.

For these reasons it is necessary to analyze the old and the new information in the record being modified, so that an alerter is not activated when the condition holds for the old version of the record.
For example, if an alerting condition is described as BALANCE LESS THAN 200, and a program makes a modification to this item in a record that has the value of 180 to the value of 160, then the associated action of printing a message that the balance for this particular record has fallen below 200, was made when this balance became 180 and therefore it should not be performed again.

This implementation provides both versions of the record being monitored by alerters, so that in a further development of the system, they can be the input of a processor which should do the evaluation of the alerting condition.

Similarly, the result of this evaluation might be the input for a second processor which should retrieve and interpret the description of the program associated to the alerting condition, and whose execution should be triggered as the condition becomes true.

Because of the great connection that exists between the way the alerting system is implemented and the way the database is shared, some differences may arise when doing a more complete implementation of the alerting system. However, it is important to note that, although WAND does not support proper database
sharing, the alerting system has been designed to include some of the most important features that should integrate any other implementation of alerting systems for shared databases, with just minor differences as needed.

Three programs integrate the alerting system:

-FDPA (File Definition Processor for an Alerting Database). This program, as WAND's FDP (see [5]), processes the schema definition written in DDL, but it accepts an additional clause in the Schema-Entry, to indicate that the database being defined is going to be used for alerting. The complete WAND schema DDL including the alerting clause is shown in Appendix B.

When the 'ALERTING DATABASE' clause is included, the FDPA adds to the schema the definition of six special records and six special sets, which are used by the alerting system to store the information provided by users in the definition of alerters, as well as that generated by the system itself.

The special data structure is written in Data Description Language in Appendix A, and its use by the system is described below.
-INIALR (Initialize an Alerting Database). It is necessary to run the INIALR program before alerters can be defined into the database; this program reads the schema to retrieve all the record names and item names defined by the user and creates an occurrence of special records REC and ITEM respectively for each of the names found.

We will see later that the declaration of an alerter makes use of the record occurrences created by INIALR, as well as some occurrences of record types USER and ALERTER which are created by the user.

-ALERT. This program is called by the MODIFY routine everytime a change is made in the database by this DML command. ALERT checks which items being modified are monitored by alerters and for each of them it creates two copies of the record, associated to the ALERTER record. The first copy has the same information the record had before the MODIFY routine was called and the second copy is the same version of the record as left in the database by this routine.

The special structure used by the alerting system is represented in a graphical form by the Data Structure diagram in figure 2.1. The boxes in that diagram represent record types which are related with
each other by the named sets which are represented by arrows; a record type pointed by an arrow is the member of the corresponding set type, whereas the box from which the arrow departs shows that the record type is the owner of that set.

![Diagram showing relationships between record types USER, ALERTER, COPY, ITEM, and LINK.](image)

**Figure 2.1. The Data Structure Used by the Alerting System**

The record type USER is used to store the password provided by the user to identify his own alerters. Prior to the declaration of alerters by the user, he has to create an occurrence of the USER record type.
The first step in the definition of an alerter consists in creating an occurrence of the special record type ALERTER containing the name of the alerter as the CALC key. The previously created occurrence of the record USER must be current when the ALERTER record is created, so that they become related to each other by the set type USER-ALR.

It should be noticed that any number of alerters can be associated to one USER record; the latter is used as the access to the ALERTER record and to the information generated by the alerting system.

At this point the user should link the alerter record to the item types the alerter has to monitor; this is done by creating an occurrence of the record type LINK at a time the corresponding ALERTER and ITEM records are current.

One occurrence of LINK has to be created for each item type the alerter is to monitor and it is linked to the alerter record by the set ALR-LINK and to the item record by the set ITEM-LINK. This constitutes an occurrence of a confluent hierarchy in which the record types ALERTER and ITEM keep a many-to-many relationship; LINK is the base record of the confluent hierarchy. In this way we can declare alerters to...
monitor one or more item types and each item type can
be monitored by different alerters.

An example should be helpful to understand how an
alerter is declared in this system; in our example we
assume that the record type CLIENT was defined in the
schema containing two item types: CHKBAL and SAVBAL.

After running the INIALR program, the database
must contain an occurrence of the set type REC-ITEM
with two member occurrences named CHKBAL and SAVBAL
respectively. The owner of the set is an occurrence of
the record REC containing the name of record type
CLIENT as shown in figure 2.2. The box marked CLIENT
in the diagram is an occurrence of the record type REC
and CHKBAL and SAVBAL are occurrences of the record
type ITEM which are stored in the database by the
program INIALR; the arrows represent next-pointers of
the set type REC-ITEM.

The following routine, written in a hypothetical
language introduces the definition of an alerter into
the database; the user identification is 'JOHNSON',
the name of the alerter is 'LOWBAL' and it is to
monitor changes in the item type CHKBAL:
Notice that the last instruction in the example stores an occurrence of the record type LINK under the appropriate ALERTER and ITEM records, so that two new occurrences of set types ITEM-LINK and ALR-LINK are created as shown in figure 2.3.

Starting from an occurrence of the record type ALERTER and via the associated LINK record occurrences, all the items monitored by an alerter can be retrieved; conversely, all the alerters monitoring a given item can also be obtained by going through the list of LINK records related to the item by the set ITEM-LINK.
The alerting system, by using the information provided in the declaration of alerters, can detect the particular item types that are being monitored by alerters.

The DML MODIFY routine, just before storing back the modified record in the database, calls the program ALERT, which in turn detects which items in the record have been changed in value. For those items, ALERT finds the associated alerters, in order to create a pair of copies of that record linked to the ALERTER record occurrence by the set type ALR-COPY.

The record type COPY is used to store the pairs of copies produced by the triggered alerters; the first copy of the record passed to the MODIFY routine, contains the information in the record before the modification, while the second copy contains the modified information.
Both copies are related to the alerter record by the set ALR-COPY; an occurrence of the set type REC-COPY links these copies to the REC record, so that the user can identify the record type by going back to the owner of this set and retrieving the record name.

An example of the use of alerters in this system is provided in Appendix C, including the description of the programs that evaluate the alerting conditions.

As it can be seen from the description above, this simplified alerting system leaves a great deal of work to the user program; the nature of the alerters handled by the system is also oversimplified. However, it was intended to provide some insight on some problems that can be encountered in implementing a more complete alerting system for DBTG.

In the next chapter we turn our attention to the discussion of more complicated alerters that can be handled by a full implementation of an alerting system; we will also analyze the problem of a shared on line database system, in whose context an alerting system is most useful.
CHAPTER III.

When we refer to an alerting system, we mean a more complete system than that described in the previous chapter, which is a simplification of this concept.

An alerting system for a DBTG has been thought to provide with the facilities for the end user to declare more complicated alerters which should permit him to monitor the creation of predetermined conditions in the database as it is being modified by several programs which share access to the information contained in it.

The concept of alerter surged from the need to dynamically monitor the modifications being made to the information contained in a database from several terminals and at the same time.

For a database in which modifications are made in a centralized manner it might be easy to find cheaper ways to monitor the conditions created in the database as a result of such modifications.

Similarly, when the conditions that have to be monitored, as well as the associated actions are of a fixed nature, it might be more convenient to include them as part of the programs that introduce changes
into the database.

In a properly shared database, an alerting system provides with the facilities to declare into the database the conditions that should be monitored, and such conditions can be constantly modified in accordance to the changing needs of the alerting system users.

Because of the high volatility of many databases as that of an airline reservation system or a Stock Exchange information system, in which hundreds of transactions are made in just few minutes from many different sources, it is possible for the conditions in which one is interested, to change along with the environment to which the system is referred (e.g. to make decisions about rescheduling certain flights or to change the composition of a given portfolio).

Due to the great connection that exists between the alerting system and the database sharing mode, the way a particular implementation of the former is made, very much depends on the way the latter is implemented.

Despite of some minor differences that must be observed from one particular implementation to another, the most important features of an alerting system are
discussed in general terms in the present chapter. Some of these features were successfully implemented for the WAND system and their design can be transferred to other implementations.

The alerting system for a DBTG works as an interface between the users' programs and the database itself, as it accepts the definition of alerters as well as the deletion of previously declared alerters; in performing the alerting mechanism, the alerting system has also interaction with the DML routines which modify the information contained in the database; finally, it makes use of the description of the database contained in the schema, as well as it accesses the information of the database itself.

Figure 3.1 shows the components of the DBTG system and their interaction with the alerting system.

The line marked as PHASE I in the diagram represents the communication between the alerting system and the user's program, which permits the declaration of alerters, as well as deletion and interrogation of previously defined alerters.
PHASE II represents the alerting mechanism itself, which constantly monitors the modifications made to the database by DML routines which are in turn called by the user's programs. This second phase includes the evaluation of conditions contained in the alerters description, as well as the triggering of the programs associated to such conditions.

The definition of an alerter is composed of two parts: the alerting condition and the program associated with that condition.
The information provided by the user in the declaration of alerters, as well as that generated by the alerting system as a result of the evaluation of alerting conditions and the triggering of associated programs, has to be stored in the database and be made available to the users' programs.

One of the most important results obtained from the implementation of the alerting system described in the previous chapter is the use of DBTG structures for storing the alerting system information and its manipulation by the DML routines of the DBMS.

As it is suggested by our implementation, the description of the alerting structure into the schema can be automatically made by the program that compiles the definition of the schema, and its creation does not have to be the responsibility of the user.

The special structure designed for our alerting system is general enough to include most of the information that is needed for a full implementation and therefore, the structure needed for other implementations on shared databases should be very similar to the one described in the previous chapter.
The alerting condition, regardless of the way it is represented in the database, should be equivalent to a logical expression with the item types defined in the schema, and constant values as operands. This logical expression can be the input of a processor which, driven by that information, should evaluate the condition represented at the moment the database is modified.

In the alerting system described in the preceding chapter, the DML MODIFY routine calls the program ALERT, which in turn checks in the alerting structure if there are any conditions which become true when the modification is performed; in this case, however, the only condition that the system accepts, is a change in the value of an item being monitored by alerters.

In a more complete alerting system, it should be possible to describe more complicated conditions involving relations among several item types. Although it might seem desirable to be allowed to declare any possible logical condition as an alerting condition, in a real implementation it is necessary to impose some restrictions to the kind of conditions that should be allowed to declare, since not every logical expression involving item types and constant values, can be easily
or even possibly evaluated.

The alerting system is concerned only with those conditions that become true at the moment a record in the database is modified, and not with those which are true before the modification, because of the dynamic nature of alerters, and the fact that the triggering of programs should be done only once; for this reasons, it is necessary to evaluate the alerting condition for the information contained in the record before and after the modification is performed.

We visualize the evaluation of alerting conditions as being made by a processor which can be a program driven by tables, whose input is the description of the condition which has to be evaluated and which is stored in the database. As a result of this, the processor evaluates the condition by operating item values and constant values, to produce a yes-or-no decision about the truth value of the evaluated condition. This process is diagrammed in figure 3.2.

From figure 3.2 we can get an idea of the kind of restrictions that seem necessary for the conditions acceptable by the alerting system.
The evaluation of the alerting condition is directed by the description of such condition which includes item types and constant values, as well as operators; some examples of alerting conditions follow:

1. (AGE .GT. 21)
2. (CHECKBAL .LT. 200 .AND. SAVBAL .LT. 200) .OR. (CHECKBAL + SAVBAL .LT. 400)
3. (AVGE(INCOME) .GT. 5000)
In these examples we assume that AGE is an item type within a person's record type; CHKBAL and SAVBAL are also item types; and, while INCOME is an item type, AVGE is the name of a function which operates on all the occurrences of a given item type (INCOME in this case), to produce the average of the item values belonging to a given set type.

The three conditions shown above are examples of three different levels of complexity that alerting conditions can be allowed to achieve.

In the first example, AGE is an item type within the record type which is the object of a modification. The evaluation of this condition is performed by only accessing the item occurrence which is available in the system buffers at that moment, and comparing it against the constant value 21.

The condition of the second example includes two item types within the same record type; when a modification is made to this record, the new and old values of items CHECKBAL and SAVBAL are available to the system in core, so that a logical processor can perform the evaluation of this condition.
In the third example, the alerting condition shown involves the value of just one item type, but as compared with the previous examples, its evaluation involves the values of other occurrences of said item type, other than that currently in the system buffers.

In a DBTG system, one occurrence of each record type is current at a given time, hence a condition like that of our third example, requires some additional process to be done, other than that of operating on current item occurrences.

For implementation as well as processing time and space considerations, we find desirable to restrict the class of alerting conditions that can be processed by the alerting system, to those conditions which involve only occurrences of items belonging to a record type, and which are current in the moment the alerting condition has to be evaluated, i.e., when the record is modified.

It is important to note that this restriction will not preclude the capability to perform a process like the one described in the third example, since this can be included in the program associated with that condition.
There exists a trade-off between the cost of the processes needed to evaluate the alerting condition, and that performed by the associated user's program. To illustrate this trade-off, we might consider an alternative to the third condition above, in which any change in the value of the item type INCOME is monitored by an alerter; the associated program should, in our case, go through all occurrences of the record type over which the AVGE function should operate, in order to calculate the average of these values.

This program should in turn trigger the program that in the original case should be called when the alerting condition became true, or it could contain its process.

As suggested by our second example, it should be possible for alerting conditions to include arithmetic as well as Boolean expressions made of items and constant values.

The problems of evaluating the correctness of the logical expression at the moment it is declared into the database, can be solved by some minor modifications to similar processors used by programming languages, in order to provide for some validation of the item types.
used in such expressions.

In the alerting system described in the previous chapter, a modification made to an item type which is being monitored by an alerter, results in the creation of two copies of the record type being modified, and containing the information before and after the modification is made. These two copies of the record, in a further development of the alerting system, should be the input for a processor which should evaluate the alerting condition.

The second part of the declaration of an alerter, constitutes the program associated with the alerting condition, which should be triggered when some modification made to the database information causes the alerting condition to become true.

There should be no restrictions for the program that can be associated with an alerting condition; i.e., the associated programs should be allowed to be as complex as required, in order to meet the processing needs of the database users. However, this requires further investigation on the way that programs can be stored in the database and how it can be decided whether a given program should reside in the user's working area or in the database in terms of the size of the
program description.

In most cases, a reduced number of commands including DML statements should be enough to integrate the desired programs. For such cases, it should be possible to store in the database the description of the programs, which should be retrieved and executed by a program processor, as shown in figure 3.2.

Once again, for efficiency considerations, it would be desirable to have small programs stored in the database, and their codification should be made from a small number of selected commands, so that a simple processor can accept this description in order to execute it.

The set of commands referred above could be like that provided by DBLOOK in the WAND system (see [5]). DBLOOK is an interactive processor which provides access to the database by accepting and executing any DML command.

DBLOOK has several additional commands that assist in the data access, like DISPLAY, REPEAT, and assignment commands as well as interrogation about sets, records and items defined in the schema.
The set of commands provided by DBLOOK has proven to be sufficient to perform extensive data manipulation to fulfill the most common process requirements in a database.

In addition to storing programs in the database, the alerting system should also provide with the facilities to read the program associated to an alerting condition from a file outside the database.

This external file may either contain a set of commands in the special language accepted by the alerting system, or it can be a program in the host language as a FORTRAN or COBOL program and which is triggered by the system as the alerting condition becomes true.

The use of the indirect file capability should permit the declaration of as large programs as might be needed, without having to use the storage space which has been reserved for other kind of data.
APPENDIX A.

The special structure used by the alerting system, described in Data Description Language:

RECORD NAME IS WWWUSER
LOCATION MODE IS CALC USING WWWIDUSR
DUPLICATES ARE NOT ALLOWED
WWWIDUSR TYPE IS CHARACTER 10
WWWUSFLG TYPE IS CHARACTER 5.

RECORD NAME IS WWWAREC
LOCATION MODE IS CALC USING WWWIDREC
DUPLICATES ARE NOT ALLOWED
WWWIDREC TYPE IS CHARACTER 10
WWWRCFLG TYPE IS CHARACTER 5.

RECORD NAME IS WWWALRT
LOCATION MODE IS CALC USING WWWIDALR
DUPLICATES ARE NOT ALLOWED
WWWIDALR TYPE IS CHARACTER 10
WWWALRFG TYPE IS CHARACTER 5.

RECORD NAME IS WWWITEM
LOCATION MODE IS CALC USING WWWIDITM
DUPLICATES ARE NOT ALLOWED
WWWIDITM TYPE IS CHARACTER 10
WWWITMFG TYPE IS CHARACTER 5.

RECORD NAME IS WWWACOPY
LOCATION MODE IS VIA WWWRECPY
WWWCPY TYPE IS CHARACTER 25.

RECORD NAME IS WWWALINK
LOCATION MODE IS VIA WWWITLNK
WWWLNK TYPE IS FIXED.

SET NAME IS WWWUSALR
MODE IS CHAIN LINKED TO PRIOR
ORDER IS LAST
OWNER IS WWWUSER
MEMBER IS WWWALRT
LINKED TO OWNER.

SET NAME IS WWWRCITM
MODE IS CHAIN LINKED TO PRIOR
ORDER IS LAST
OWNER IS WWWAREC
MEMBER IS WWWAITEM
linked TO OWNER.

SET NAME IS WWWALLNK
MODE IS CHAIN LINKED TO PRIOR
ORDER IS LAST
OWNER IS WWWAALRT
MEMBER IS WWWALINK
LINKED TO OWNER.

SET NAME IS WWWALCPY
MODE IS CHAIN LINKED TO PRIOR
ORDER IS LAST
OWNER IS WWWAALRT
MEMBER IS WWWACOPY.

SET NAME IS WWWRECOPY
MODE IS CHAIN LINKED TO PRIOR
ORDER IS LAST
OWNER IS WWWAREC
MEMBER IS WWWACOPY.

SET NAME IS WWWITLNK
MODE IS CHAIN LINKED TO PRIOR
ORDER IS LAST
OWNER IS WWWAITEM
MEMBER IS WWWALINK
LINKED TO OWNER.
APPENDIX B.

The schema DDL as accepted by the File Description Processor for an Alerted Database (FDPA).

In this description the following notation is used:
1. words that must be replaced with a user-defined name or value are in lower case.
2. _ (underline) word or character that must appear.
3. () encloses a phrase that may be omitted.
4. [] encloses lines from which only one may be used.
5. !!! encloses phrases that may be repeated.

SCHEMA NAME IS schema-name
    (PRIVACY LOCK IS password)
    (DATABASE SIZE IS integer PAGES)
    (PAGE SIZE IS integer WORDS)
    (ALERTED DATABASE)

RECORD NAME IS record-name
    LOCATION MODE IS
        [VIA set-name
        CALC USING item-name-1
DIRECT

!item-name-2 TYPE IS

[CHARACTER integer

FIXED

REAL ]

SET NAME IS set-name

MODE IS CHAIN

(LINKED TO PRIOR)

ORDER IS

[FIRST

LAST

NEXT

PRIOR]

OWNER IS record-name-1

MEMBER IS record-name-2

(LINKED TO OWNER)
APPENDIX C.

As an illustration of the use of the alerting system implemented for the WAND system, this appendix shows the way in which programs can be written to evaluate alerting conditions by using the information generated by the alerting system.

For this example we assume that the schema contains a record type 'CLIENT' with the item type 'NAME' as the CALC key and item types 'CHKBAL' and 'SAVBAL' representing the balances of checking and savings accounts of a bank clients respectively.

We also assume that three alerters have been declared into the database: alerter 'LOWCHK' monitors changes made to the item type 'CHKBAL'; alerter 'LOWSAV' monitoring changes in item type 'SAVBAL'; and alerter 'LOWSUM' which monitors changes made to either item type 'CHKBAL' OR 'SAVBAL'.

Associated to these alerters, three programs with the same names respectively have been written, and they are described in a hypothetical language below:
PROGRAM LOWCHK(OLD—CHKBAL,NEW—CHKBAL)
BEGIN
    if OLD—CHKBAL Greater than 200 and
    NEW—CHKBAL Less than 200 then
    print NAME 'CHECKING ACCOUNT BALANCE TOO LOW'
END PROGRAM LOWCHK.

PROGRAM LOWSAV(OLD—SAVBAL,NEW—SAVBAL)
BEGIN
    if OLD—SAVBAL Greater than 200 and
    NEW—SAVBAL Less than 200 then
    print NAME, 'SAVINGS ACCOUNT BALANCE TOO LOW'
END PROGRAM LOWSAV.

PROGRAM LOWSUM(OLD—CHKBAL,OLD—SAVBAL,
    NEW—CHKBAL,NEW—SAVBAL)
BEGIN
    if OLD—CHKBAL + OLD—SAVBAL Greater than 500 and
    NEW—CHKBAL + NEW—SAVBAL Less than 500 then
    print NAME, 'ACCOUNTS BALANCE TOO LOW'
END PROGRAM LOWSUM.
The three programs described above have as arguments the old and new values of the items that have been modified by other programs.

The alerting system, as a result of the modifications made to item types CHKBAL and SAVBAL creates occurrences of the record type COPY, containing the record CLIENT before the modification was made and after it.

There is a fourth program called CHKALERT, which is in charge to trigger the proper routine, in order that the desired condition be evaluated. CHKALERT constantly analyzes the occurrences of record type COPY under the mentioned ALERT records, calling the corresponding program when a pair of COPY records is found.

```
PROGRAM CHKALERT(ALERTER)
DO FOR EVER
BEGIN
    wait for ALERT-WAKE
    find ALERTER record
    For all COPY records DO
```
BEGIN
If (ALERTER is LOWCHK) then
call LOWCHK(OLD-CHKBAL,NEW-CHKBAL)
If (ALERTER is LOWSAV) then
call LOWSAV(OLD-SAVBAL,NEW-SAVBAL)
If (ALERTER is LOWSUM) then
call LOWSUM(OLD-CHKBAL,OLD-SAVBAL,
NEW-CHKBAL,NEW-SAVBAL)
END
END PROGRAM CHKALERT.

The program CHKALERT has as argument the name of the condition that has to be evaluated. Although the programs described above should be somewhat different in the WAND system which uses FORTRAN as host language, they are written in an English-like language in order to make them easy to understand for those who are not familiar with that language.

It is now possible to monitor the occurrence of the three conditions described above, namely: (1) CHKBAK LESS THAN 200, (2) SAVBAL LESS THAN 200, and (3) CHKBAL + SAVBAL LESS THAN 500.
Let's suppose that the program CHKALR is executed in a terminal A and that modifications are being made to the database from another terminal B at the same time. The user in terminal A can choose the conditions he wants to monitor by assigning the corresponding name to the alerting inquiry made by the CHKALR program. This program is going to analyze the contents of the database in a continuous way, triggering each time the evaluation of the corresponding condition (either 'LOWCHK', 'LOMSAV', or 'LOWSUM').

Whenever a modification is made from terminal B that causes the condition being monitored to become true, the corresponding program will send a message to terminal A with the name in the record 'CLIENT' and the new value of the items. This evaluation can be stopped by interrupting the execution of the program CHKALR.
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