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ABSTRACT

The application of nearest neighbor rules and other local rules to the problem of estimating a parameter \( \theta \) is investigated. It is assumed that a loss function \( L \), an observed random vector \( X \), and data consisting of a sequence of independent random vectors \( (X_1, \theta_1), \ldots, (X_n, \theta_n) \) with the same distribution as \( (X, \theta) \) are given. Conditions are shown for which, if \( R^* \) denotes the Bayes risk (the minimum expected loss possible), then the conditional expected loss of the \( k \)-nearest neighbor rule, conditioned on the data, converges to \( (1 + 1/k)R^* \) for squared-error loss functions.

For \( k_n \)-nearest neighbor rules where \( k_n \to \infty \) and \( k_n/n \to 0 \), conditions are given under which the rules are asymptotically optimal.

In addition, methods of estimating the conditional risk of a rule with a particular data set are investigated. For a class of rules called local rules, the performance of two different estimates of the risk is bounded independently of the underlying distribution of \( (X, \theta) \). This enables the statistician to construct confidence intervals for the risk of the rule and data he is using, without knowledge of the distribution of \( (X, \theta) \).
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I. INTRODUCTION

I.1 A Description of the Nonparametric Estimation Problem

The estimation problem to be considered can be loosely described as the problem of determining how to guess the value of an unknown parameter \( \theta \), when the only available information concerning the value of \( \theta \) is contained in i) an observation \( X \) which is related to \( \theta \) in some probabilistic sense, and ii) some form of information concerning the probability structure underlying the relationship between \( X \) and \( \theta \). A simple example of this type of problem is the question of determining how to estimate the weight of an individual selected at random from some population, when the individual's height and certain statistics concerning the heights and weights of members of the population are known. A more interesting and realistic example could be the problem of determining how to estimate the production to be expected from an oil well when the available information is in the form of measurements such as pressure and temperature within the well, and knowledge of past experience concerning the relationship between such measurements and production for preceding wells.

In order to complete the description of the estimation problem, the relationship between the observation \( X \) and the parameter \( \theta \) must be specified. In addition, some method of comparing the performance of various estimators must be determined. In the analysis to follow, it will be assumed that \( (X, \theta) \) is a random vector with joint distribution
function $F(x, \theta)$. (This formulation is known as the Bayesian estimation problem.) We will assume that $X$ takes values in $\mathbb{R}^d$ and $\theta$ takes values in $\mathbb{R}^p$. We will also assume the knowledge of a loss function $L$ defined on $\mathbb{R}^p \times \mathbb{R}^p$ so that $L(\theta, \hat{\theta})$ is the loss incurred when $\theta$ is the true value of the parameter and $\hat{\theta}$ is the estimate. If we define an estimation rule as a function $\hat{\theta} : \mathbb{R}^d \rightarrow \mathbb{R}^p$, and if we intend to use $\hat{\theta}$ to estimate the parameters for a number of observations, then it is natural to consider $E[L(\theta, \hat{\theta}(X))]$ as a performance criterion for $\hat{\theta}$. ($E[L(\theta, \hat{\theta}(X))]$ is known as the risk associated with the estimation rule $\hat{\theta}$.) The statistician will be interested in choosing a function $\hat{\theta}$ to minimize $E[L(\theta, \hat{\theta}(X))]$ since the average loss incurred when $\hat{\theta}$ is used on a large number of observations will be near this value.

From this discussion it is clear that the amount and type of information available to the statistician concerning the distribution $F(x, \theta)$ must be a crucial factor in the determination of the estimator $\hat{\theta}$. We will briefly discuss two possible degrees of knowledge of $F(x, \theta)$ which the statistician may possess.

The first case, in which $F(x, \theta)$ is completely known, is interesting because it yields the optimal estimator. If, for each $x \in \mathbb{R}^d$, we define $\theta^* = \theta^*(x)$ such that for all $\theta' \in \mathbb{R}^p$

$$E[L(\theta, \theta^*)/X] \leq E[L(\theta, \theta')/X] \tag{1.1}$$

then
\( R^* = E[L(\theta, \theta^*) | X] = E[L(\theta, \theta^*)] \) \hspace{1cm} (1.2)

is known as the Bayes risk and is clearly less than or equal to the risk, 
\( E[L(\theta, \hat{\theta})] \), for any other estimation rule. \( R^* \) is the smallest possible risk and any estimation rule which has risk \( R^* \) is called an optimal rule. In general, in the absence of fairly specific information concerning \( F(x, \theta) \), an optimal rule cannot be constructed.

There are any number of problems in which partial knowledge of \( F(x, \theta) \) is available. The one to be discussed throughout the remainder of this report is known as the nonparametric estimation problem, in which the only information concerning \( F(x, \theta) \) is contained in a data sequence \( (X_1, \theta_1), \ldots, (X_n, \theta_n) \) of independent, identically distributed random vectors, with distribution \( F(x, \theta) \). A nonparametric estimation rule \( \hat{\theta} \) will be defined as a mapping

\[ \hat{\theta}: \mathbb{R}^d \times (\mathbb{R}^d \times \mathbb{R}^P)^n \rightarrow \mathbb{R}^P. \] \hspace{1cm} (1.3)

(We do not exclude the possibility that \( \hat{\theta} \) may incorporate randomization, as will frequently be the case.) An example of such an estimation rule is the nearest neighbor rule. This rule was first discussed in the context of estimation by Cover [4], but it was originally presented as a discrimination procedure in a pair of reports by Fix and Hodges [2, 3]. The nearest neighbor rule is quite obvious in concept. If \( X \) is an observation for which \( \theta \) is to be estimated, the rule chooses as its estimate the value \( \theta_j \) associated with the observation \( X_j \) from the data set which is closest to \( X \).
A simple generalization of the nearest neighbor rule is the k-nearest neighbor rule. This rule uses as its estimate of $\theta$ the average of the parameters of the k-closest observations to $X$ from the data set. Another example of a nonparametric estimation rule is one in which the data set is used to estimate $F(x, \theta)$. If $\hat{F}(x, \theta)$ is the estimate of $F(x, \theta)$, then $\hat{\theta}(x)$ is chosen to minimize $E[L(\theta, \hat{\theta}(x))/X = x]$ where the expectation is taken with respect to the distribution $\hat{F}$. The rule $\hat{\theta}$ thus constructed would actually be optimal if $\hat{F}(x, \theta)$ were equal to $F(x, \theta)$.

1.2 Evaluation of Estimation Rules

The process of selecting and evaluating an estimation rule should consist basically of examining the following three factors:

i) cost of implementation and use

ii) asymptotic performance

iii) finite sample performance.

The question of implementation cost will not be considered in any detail here. Both of the remaining factors have strong significance for the statistician.

Asymptotic performance is often called "large sample" performance, but the question of how large n (the size of the data set) should be so that a rule approaches its large sample performance is a difficult one. The adequacy of a data set depends heavily on the distribution $F(x, \theta)$, and it requires but a modicum of effort to imagine problems where fifty
samples is either a small or a large data set. In spite of this, if the statistician has any hope at all of obtaining a data set which is adequate for his problem, he will be interested in knowing how the large sample performance of his rule compares with $R^*$, the performance of an optimal rule. In cases where there is reason to believe that an adequate data set is available, the statistician's knowledge of asymptotic behavior alone may enable him to choose one rule over another. Hence the importance of knowledge concerning the asymptotic behavior of the risk of a rule.

The importance of knowledge concerning the finite sample performance of a rule with the particular data set which is currently available is even more readily apparent. For example, suppose that a statistician is using a rule for which he knows the risk converges in some sense to $R^*$. Without knowledge of $F(x, \theta)$, however, the statistician does not know the value of $R^*$, so that even if his data set is quite large, he does not know how well his rule will perform. In fact, even though the rule should do as well as possible in the large sample case, its performance with the data set available may be unacceptably bad if either $R^*$ is large or the data set is not adequate. As another example of the need for a good estimate of finite sample performance, consider the case where additional data may be acquired at some significant cost. In this case the statistician's knowledge of current performance may indicate that there is no need to gather additional data, or it may enable him to
measure the performance improvement achieved by expanding the data set, so that he can determine if the improvement is worth the cost. In order to be of benefit in solving these problems, the estimate of finite sample performance should be a function only of the rule and the data set to be used.

1.3 Discussion of Results

Most of the results presented are for the nearest neighbor rule and variations. These rules remain among the most interesting solutions to the estimation problem because of their simplicity and because of the strength of the results which may be obtained for them. The major criticisms of the nearest neighbor rules are that the entire data set must be stored, and, for large data sets in a many dimensional observation space, the computation required to find the nearest neighbors can be significant. But the fact that most of the information contained in the data about an observation \( X \) is inherently contained in the observations near \( X \) implies that any rule which would take full advantage of the data set must be generally subject to the same criticisms. The nearest neighbor rules continue to serve as a benchmark against which other estimation rules should be compared.

In order to discuss the results, some notation to be used in the following pages will be described. The conditional n sample risk for an estimation rule \( \hat{\theta} : \mathbb{R}^d \times (\mathbb{R}^d \times \mathbb{R}^p)^n \rightarrow \mathbb{R}^p \) conditioned on the data
\( (X_1, \theta_1), \ldots, (X_n, \theta_n) \) will be denoted

\[
L_n = E[L(\theta, \hat{\theta})/(X_1, \theta_1), \ldots, (X_n, \theta_n)].
\] (1.4)

Note that the dependence of \( \hat{\theta} = \hat{\theta}(X, (X_1, \theta_1), \ldots, (X_n, \theta_n)) \) on \( X \) and the data is not explicit in this notation. \( L_n \) is clearly a random variable since it is readily seen to be a measurable function of the data.

In Cover's [1] original paper on estimation with nearest neighbor rules it was shown that

\[
R^* \leq \lim \sup E L_n \leq 2R^*
\] (1.5)

for bounded metric loss functions with certain continuity assumptions on \( E(L(\theta, \theta_0)/X, \theta_0) \). A metric loss function is a function \( L: \mathbb{R}^P \times \mathbb{R}^P \to \mathbb{R} \) which is a metric on \( \mathbb{R}^P \). (Cover actually claims that \( EL_n \to R \), but his proof fails to demonstrate this.) If \( \| \cdot \| \) denotes a norm on \( \mathbb{R}^P \), then the squared-error loss function is defined as

\[
L(\theta_1, \theta_2) = \| \theta_1 - \theta_2 \|^2.
\] (1.6)

For the case of the squared-error loss function with the \( k \)-nearest neighbor rule Cover gives conditions for which

\[
EL_n \to R
\] (1.7)

where \( R = (1 + \frac{1}{k})R^* \). (1.8)

This result provides bounds on \( R \), which can be interpreted loosely as the average large sample risk, where the averaging is performed over
all large data sets. This result, although of interest to the statistician, does not really address itself to the questions concerning asymptotic performance which were pointed out as being most interesting in section 1.2. The reason is that the statistician does not have a large number of large data sets over which he will average the performance of his rule. The question concerning asymptotic performance which is really of interest is what happens when a single data set is made large. This question is answered in Chapter II in which it is shown that for the $k$ nearest neighbor rule with the squared-error loss function

$$ L_n \to R \text{ in probability} \quad (1.9) $$

where $R$ satisfies (1.8). This result is analogous to results obtained by Wagner [4] for the discrimination problem. In addition, for metric loss functions conditions are given under which, for all $\epsilon > 0$

$$ P\{L_n - 2R^* \geq \epsilon\} \to 0. \quad (1.10) $$

It is also shown that if $\lambda_n / n \to 0$ and $\lambda_n \to \infty$, then

$$ L_n \to R^* \text{ in probability} \quad (1.11) $$

for the $k$-nearest neighbor rule with the squared-error loss function.

A rule which satisfies (1.11) is called asymptotically optimal.

Chapter III is primarily concerned with the evaluation of finite
sample performance for estimation rules. (Reference is made to Toussaint's [5] survey of techniques employed for this purpose in discrimination problems. Most of the same methods can be applied to estimation problems.) This problem can be restated in terms of using the given data set to estimate $L_n$. Two estimates of $L_n$ are shown to have the property that for certain classes of estimation rules

$$P\{ |L_n - \hat{L}_n| \geq \epsilon \}$$

can be bounded independently of the distribution $F(x, \theta)$. The bound obtained for the deleted estimate decreases at rate $1/n$, while the bound for the holdout estimate decreases at rate $1/\sqrt{n}$. These bounds provide a solution to the need for methods of evaluating finite sample performance by allowing the statistician to construct confidence intervals for $L_n$ which are independent of the underlying distribution $F(x, \theta)$.

In Chapters II and III, the main emphasis is on providing solutions to the problems discussed in I.2 concerning the evaluation of estimation rules. Chapter IV consists of a discussion of the results of a simulation study performed on the deleted estimate and the holdout estimate of $L_n$. This study was performed in order to gain some experimental verification of the theoretical results of Chapter III.
II. ASYMPTOTIC PERFORMANCE OF NEAREST NEIGHBOR RULES IN ESTIMATION

II.1 Preliminary Remarks

This chapter will present results concerning the convergence of the conditional n sample risk for k-nearest neighbor rules and \( k_n \)-nearest neighbor rules. In order to obtain these results it has been necessary to restrict the class of loss functions to squared-error loss functions and metric loss functions. A squared error loss function satisfies

\[
L(\theta_1, \theta_2) = \|\theta_1 - \theta_2\|^2
\]

(2.1)

where \( \| \cdot \| \) is a norm on the space \( \mathbb{R}^P \). A metric loss function is one in which \( L(\theta_1, \theta_2) \) is a metric on the space \( \mathbb{R}^P \). These two types of loss functions cover a broad range of practical applications.

The types of nearest neighbor rules to be discussed will be chiefly those which weight the k-nearest neighbors equally in forming the estimate. Such rules can be described as follows. Let \( D_n = (X_1, \theta_1), \ldots, (X_n, \theta_n) \) be the data sequence consisting of \( n \) independent identically distributed random vectors with distribution \( F(x, \theta) \), where for each \( i \), \( X_i \) takes values in \( \mathbb{R}^d \) and \( \theta_i \) takes values in the parameter space \( \mathbb{R}^P \).

Then, if \( (X, \theta) \) has distribution \( F(x, \theta) \), the k-nearest neighbor rule estimate of \( \theta \) is
\[ \hat{\theta} = \frac{1}{k} \sum_{i=1}^{k} \theta^{(i)} \]  

(2.2)

where \( \theta^{(i)} \) is the parameter associated with the \( i \)th closest observation to \( X \) from \( D_n \), distance being measured in the usual Euclidean metric on \( \mathbb{R}^d \), or any other metric on \( \mathbb{R}^d \). The \( k \)-nearest neighbor rule is obtained by simply allowing \( k \) to be a function of \( n \) in (2.2).

Section II.2 will contain theorems concerning the convergence of the conditional risk for the single \( (k=1) \) nearest neighbor rule. In section II.3 these results will be generalized to \( k > 1 \), and in section II.4 results will be shown for \( k \)-nearest neighbor rules. Section II.5 will contain a brief discussion of nearest neighbor rules which do not weight the \( k \)-nearest neighbors equally in forming the estimate of \( \theta \).

II.2 The Single-Nearest Neighbor Rule

The following lemma will be used extensively in this chapter.

We first define the support of a probability density function as the smallest closed set \( E \) such that

\[ \int_E f(x) dx = 1. \]  

(2.3)

Lemma 1: Let \( X_1, X_2, \ldots, X_n \) be a sequence of independent identically distributed random vectors taking values in \( \mathbb{R}^d \), and let \( f \) be a probability density function on \( \mathbb{R}^d \) corresponding to the distribution of \( X_1 \).

Let \( \rho(\cdot, \cdot) \) be a metric on \( \mathbb{R}^d \), let \( E \subset \mathbb{R}^d \) be the support of \( f \), and let \( K \subset E \) be compact with the metric \( \rho \).
Let \( V_{j,n} = \{ x \in \mathbb{R}^d : \rho(X_j - x) < \rho(X_1 - x), 1 \leq i \leq n \} \). (2.4)

Then
\[
\rho_n = \max \left\{ \sup_{1 \leq j \leq n} \rho(x,y) : x, y \in KV_{j,n} \right\} \to 0 \text{ w.p.} \ 1
\]
(2.5)

and
\[
\lambda_n = \max \left\{ \mu(KV_{j,n}) : 1 \leq j \leq n \right\} \to 0 \text{ w.p.} \ 1
\]
(2.6)

where \( \mu \) denotes Lebesgue measure on \( \mathbb{R}^d \).

**Proof:** Note that if \( \rho_n \to 0 \), then \( \lambda_n \to 0 \). Since \( \rho_n \) is monotonically decreasing in \( n \), it suffices to show that for all \( \varepsilon > 0 \)

\[
P( \rho_n \geq \varepsilon ) \to 0.
\]
(2.7)

Let \( S_{\varepsilon/4}(y) \) denote the open sphere in \( (\mathbb{R}^d, \rho) \) with center \( y \) and radius \( \varepsilon/4 \). Since \( K \) is compact, there exists a finite collection of points 
\[\{y_1, \ldots, y_m\} \subset K\] such that

\[
K \subset \bigcup_{i=1}^{m} S_{\varepsilon/4}(y_i).
\]
(2.8)

Now, suppose that for each \( i \), the sphere \( S_{\varepsilon/4}(y_i) \) contains at least one of the random vectors \( X_j \). Let \( x \in K \) so that \( x \in S_{\varepsilon/4}(y_i) \) for some \( i \), \( 1 \leq i \leq m \). Since \( S_{\varepsilon/4}(y_i) \) contains one of the \( X_j \), the distance from \( x \) to its nearest neighbor from \( X_1, \ldots, X_n \) must be less than \( \varepsilon/2 \). Since this is clearly true for all \( x \in K \) we have \( KV_{j,n} \subset S_{\varepsilon/2}(X_j), \ 1 \leq j \leq n \), implying that \( \rho_n \leq \varepsilon \). We can conclude that the event \( \{\rho_n \geq \varepsilon\} \) occurs only if one or more of the spheres \( S_{\varepsilon/4}(y_i) \) contains none of the random vectors \( X_1, \ldots, X_n \). Then, if \( \{X_j \notin S_{\varepsilon/4}(y_i)\} \) denotes the event that \( X_j \)
is not an element of \( S_{\varepsilon/4}(y_1) \),

\[
P\left\{ r_n \geq \varepsilon \right\} \leq P \left[ \bigcup_{i=1}^{m} \bigcap_{j=1}^{n} \{ X_j \notin S_{\varepsilon/4}(y_1) \} \right] \leq \sum_{i=1}^{m} \left\{ 1 - \int_{S_{\varepsilon/4}(y_1)} f(x) dx \right\}^{n}
\]

(2.9)

Since \( y_1 \in \mathcal{E} \), \( \int_{S_{\varepsilon/4}(y_1)} f(x) dx > 0 \), so that

\[
P\left\{ r_n \geq \varepsilon \right\} \rightarrow 0
\]

which proves the lemma.

In the theorems to follow, it will be necessary to have the sets \( V_{j,n} \), \( 1 \leq j \leq n \), form a partition of \( \mathbb{R}^d \). As defined in (2.4), they are disjoint, but their union does not cover \( \mathbb{R}^d \). Let \( x \in \mathbb{R}^d \) such that

\[
x \notin \bigcup_{j=1}^{n} V_{j,n}.
\]

Then there must exist \( i \leq n \) and \( j \leq n \), \( i \neq j \), such that

\[
\rho(X_i, x) = \rho(X_j, x).
\]

Clearly \( x \) is a boundary point of the sets \( V_{1,n} \) and \( V_{j,n} \). In order to modify the sets \( V_{j,n} \), \( 1 \leq j \leq n \), so that they form a partition of \( \mathbb{R}^d \), we arbitrarily assign each \( x \notin \bigcup_{j=1}^{n} V_{j,n} \) to one of the sets for which it is a boundary point. The proof of Lemma 1 is unchanged when the \( V_{j,n} \) are modified in this way, and throughout the rest of the chapter we will assume that the sets \( V_{j,n} \) are a partition of \( \mathbb{R}^d \).
Lemma 2: Let $X_1, \ldots, X_n$ be a sequence of independent identically distributed random vectors taking values in $\mathbb{R}^d$, and let $F$ be the distribution of $X_1$. Let $f$ be a density corresponding to $F$, and let $V_j, 1 \leq j \leq n$, be as defined previously. Then

$$\max_{1 \leq j \leq n} P\{V_j, n \mid X_1, \ldots, X_n\} \to 0 \text{ w.p. 1.}$$

Proof: Let $E$ be the support of $f$, and let $\epsilon > 0$ be given. Then, there exists a set $K \subset E$, compact with the metric $\rho$, such that

$$P[K^C] < \epsilon.$$ 

Then,

$$\max_{1 \leq j \leq n} P\{V_j, n \mid X_1, \ldots, X_n\} \leq \max_{1 \leq j \leq n} P[KV_j, n \mid X_1, \ldots, X_n] + P[K^C]$$

$$\leq \max_{1 \leq j \leq n} P[KV_j, n \mid X_1, \ldots, X_n] + \epsilon.$$ 

Hence it suffices to show that

$$\max_{1 \leq j \leq n} P[KV_j, n \mid X_1, \ldots, X_n] \to 0 \text{ w.p. 1.}$$

Let $S_n$ denote the set $K_{V_j, n}$ for which $P[KV_j, n \mid X_1, \ldots, X_n]$ is maximized over $1 \leq j \leq n$. Now

$$\mu_{S_n} \leq \max_{1 \leq j \leq n} \mu_{KV_j, n},$$

so that, by Lemma 1,

$$\mu_{S_n} \to 0 \text{ w.p. 1.}$$
Hence,
\[
\max_{1 \leq j \leq n} P[K \nu_j, n | X_1, \ldots, X_n] \to 0 \text{ w.p.1}
\]
since F is absolutely continuous with respect to Lebesgue measure on \(\mathbb{R}^d\). This concludes the proof of Lemma 2.

**Lemma 3:** Let \(X_1, \ldots, X_n\) and \(F\) be as in Lemma 2. Let \(X'_n(x)\) be the nearest neighbor to \(x \in \mathbb{R}^d\) from \(X_1, \ldots, X_n\). Then
\[
P\{x \in \mathbb{R}^d : X'_n(x) \to x\} = 1.
\]

**Proof:** Let \(E\) be the support of \(F\), and let \(\delta > 0\) be given. Then, there exists \(K \subset E\) such that \(K\) is compact with the metric \(\rho\) and
\[
P[K] > 1 - \delta.
\]
By Lemma 1,
\[
\sup_{x \in K} \{\rho(X'_n(x), x)\} \to 0 \text{ w.p.1}.
\]
Hence
\[
P\{x \in \mathbb{R}^d : X'_n(x) \to x\} > 1 - \delta,
\]
which proves Lemma 3.

Before proving Theorem 1, it will be necessary to briefly discuss some well-known facts concerning optimal estimation rules for squared-error loss functions. Let \(\hat{\theta} : \mathbb{R}^d \to \mathbb{R}^p\) be an estimation rule, and let \(\theta^*(x)\) be any version of \(E(\theta/x)\). Then \(\theta^*\) also defines an estimation rule. With the squared-error loss criterion, the risk associated with \(\hat{\theta}\) is given by
\[ E \{ \| \theta - \hat{\theta}(X) \|^2 \} = E \{ \| \theta - \theta^*(X) + \theta^*(X) - \hat{\theta}(X) \|^2 \} \]
\[ = E \{ \| \theta - \theta^*(X) \|^2 + 2 (\theta - \theta^*(X), \theta^*(X) - \hat{\theta}(X)) + \| \hat{\theta}(X) - \theta^*(X) \|^2 \} . \]

where \((\cdot, \cdot)\) denotes the usual inner product on \(\mathbb{R}^p\). Now,
\[ 2E \{ (\theta - \theta^*(X), \theta^*(X) - \hat{\theta}(X)) \} \]
\[ = 2E \left[ E \{ (\theta - \theta^*(X), \theta^*(X) - \hat{\theta}(X)) / X \} \right] . \]

Examining the conditional expectation inside the brackets, we have
\[ E \{ (\theta - \theta^*(X), \theta^*(X) - \hat{\theta}(X)) / X \} = E \{ (\theta - \theta^*(X), \theta^*(X)) / X \} \]
\[ - E \{ (\theta - \theta^*(X), \hat{\theta}(X)) / X \} . \]

Letting \(\theta_i^1\), \(\theta_i^*(X)\), and \(\hat{\theta}_i(X)\) denote the \(i\)th components of \(\theta\), \(\theta^*(X)\), and \(\hat{\theta}(X)\) respectively, we see that
\[ E \{ (\theta_i^1 - \theta_i^*(X))(\theta_i^*(X)) / X \} = \theta_i^*(X)[E(\theta_i^1 / X) - \theta_i^*(X)] \]
\[ = 0 \text{ w.p.1} , \]

since \(\theta_i^*(X)\) is a version of \(E(\theta_i^1 / X)\). We can conclude that
\[ E \{ (\theta - \theta^*(X), \theta^*(X)) / X \} = 0 \]
and, similarly,
\[ E \{ (\theta - \theta^*(X), \hat{\theta}(X)) / X \} = 0 . \]

This implies that
\[ E\left( (\hat{\theta} - \hat{\theta}^*(X), \hat{\theta}^*(X) - \hat{\theta}(X)) \right) = 0. \]

Then,
\[ E\left\{ \| \theta - \hat{\theta}(X) \|^{2} \right\} = E\left\{ \| \theta - \hat{\theta}^*(X) \|^{2} \right\} + E\left\{ \| \hat{\theta}(X) - \hat{\theta}^*(X) \|^{2} \right\} \]

implying
\[ E\left\{ \| \theta - \hat{\theta}^*(X) \|^{2} \right\} = E\left\{ \| \theta - \hat{\theta}(X) \|^{2} \right\} \]

with equality if and only if
\[ E\left\{ \| \hat{\theta}(X) - \hat{\theta}^*(X) \|^{2} \right\} = 0. \]

The conclusion is that \( \hat{\theta}^*(X) \) is an optimal estimation rule, also known as a Bayes rule, if, and only if it is a version of \( E(\theta/X) \).

The risk associated with an optimal rule, known as the Bayes risk and denoted \( R^* \), is given by
\[ R^* = E\left\{ L(\theta, \hat{\theta}^*(X)) \right\} \]
\[ = E\left\{ \| \theta - E(\theta/X) \|^{2} \right\} \]
\[ = E\left[ E\left\{ \| \theta - E(\theta/X) \|^{2} / X \right\} \right] \]
\[ = E\left[ E\left\{ \| \theta \|^{2} / X \right\} - 2 E\left\{ (\theta, E(\theta/X)) / X \right\} + \| E(\theta/X) \|^{2} \right]. \]

Using the fact that
\[ E\left\{ \theta_1 E(\theta_1/X) / X \right\} = E^2(\theta_1/X) \]
we have
\[ E\left\{ (\theta, E(\theta/X)) / X \right\} = \| E(\theta/X) \|^{2}. \]
Then,

$$R^* = E\left[ E\left( \|\theta\|^2 / X \right) - \|E(\theta/X)\|^2 \right].$$ (2.12)

**Theorem 1:** Let \((X, \theta), (X_1, \theta_1), \ldots, (X_n, \theta_n)\) be a sequence of independent identically distributed random vectors, each with distribution \(F(x, \theta)\), with \(X_1\) taking values in \(\mathbb{R}^d\) and \(\theta_1\) taking values in a compact subset of \(\mathbb{R}^p\), \(1 \leq i \leq n\). Let \(L(\theta_1, \theta_2)\) be the squared-error loss function. If the distribution of \(X\) has a density and versions of \(E(\theta/X)\) and \(E(\|\theta\|^2/X)\) exist which are continuous on \(\mathbb{R}^d\) with probability one, then

$$L_n \rightarrow 2R^* \text{ in probability}$$

for the single-nearest neighbor rule.

**Proof:** In order to simplify the notational difficulties, the proof will be carried out for \(p = 1\). The modifications necessary to carry out the proof for \(p > 1\) will be discussed in the remarks at the end of this chapter. Let \(\epsilon > 0\) be given. Then,

$$P\left\{ |L_n - 2R^*| \geq \epsilon \right\} \leq P\left\{ |L_n - E(L_n/X_1, X_2, \ldots, X_n)| \geq \epsilon/2 \right\}$$

$$+ P\left\{ |E(L_n/X_1, X_2, \ldots, X_n) - 2R^*| \geq \epsilon/2 \right\}. \quad (2.13)$$

We will show that each term on the right-hand side of (2.13) tends to zero as \(n\) becomes large. The first term can be bounded by Chebychev's inequality so that it will be sufficient to show that

$$E[L_n - E(L_n/X_1, \ldots, X_n)]^2 \rightarrow 0$$
or, equivalently,
\[
E \left[ \frac{E \left[ (L_n - E(L_n/X_1, \ldots, X_n))^2/X_1, \ldots, X_n \right]}{X_1, \ldots, X_n} \right] \to 0.\tag{2.14}
\]

For the squared-error loss function, the hypothesis that \( \theta \) takes values in a compact set guarantees that there is a constant \( M < \infty \) such that
\[
E \left[ \frac{(L_n - E(L_n/X_1, \ldots, X_n))^2}{X_1, \ldots, X_n} \right] \leq M \tag{2.15}
\]
with probability one for all \( n \). Then, by the Lebesgue dominated convergence theorem, (2.14) will be established if it is shown that
\[
E \left[ \frac{(L_n - E(L_n/X_1, \ldots, X_n))^2}{X_1, \ldots, X_n} \right] \to 0 \text{ in probability.} \tag{2.16}
\]

Let \( D_n = \{(X_1, \theta_1), \ldots, (X_n, \theta_n)\} \). Then
\[
E \left[ \frac{(L_n - E(L_n/X_1, \ldots, X_n))^2}{X_1, \ldots, X_n} \right]
= E \left[ \frac{E(L(\theta, \hat{\theta})/D_n) - E(L(\theta, \hat{\theta})/X_1, \ldots, X_n))^2}{X_1, \ldots, X_n} \right] \tag{2.17}
\]

The right-hand side of (2.17) can be written as
\[
\left[ \sum_{j=1}^{n} E \left( L(\theta_1, \theta_j)I_{V_{j,n}}(X)/D_n \right) \right]
- E \left( E(\theta, \hat{\theta})I_{V_{j,n}}(X)/X_1, \ldots, X_n \right))^2/X_1, \ldots, X_n \right] \tag{2.18}
\]

where \( V_{j,n} \) was defined previously, and
\[ I_{[V_j, n]}(x) = \begin{cases} 1 & , \text{if } x \in V_j, n \\ 0 , \text{otherwise} \end{cases} \] (2.19)

Now, the summation in (2.18) will be squared, giving:

\[
\begin{align*}
&\mathbb{E}\left[\sum_{j=1}^{n} \left\{ \mathbb{E}(L(\theta, \theta_j)I_{[V_j, n]}(x)/D_n) \\
&\quad - \mathbb{E}(L(\theta, \theta_j)I_{[V_j, n]}(x)/x_1, \ldots, x_n) \right\}^2 / x_1, \ldots, x_n \right] \\
&\quad + \mathbb{E}\left[\sum_{i \neq j} \left\{ \mathbb{E}(L(\theta, \theta_j)I_{[V_j, n]}(x)/D_n) \\
&\quad - \mathbb{E}(L(\theta, \theta_j)I_{[V_j, n]}(x)/x_1, \ldots, x_n) \right\} \right. \\
&\quad \left. \times \left\{ \mathbb{E}(L(\theta, \theta_i)I_{[V_i, n]}(x)/D_n) \\
&\quad - \mathbb{E}(L(\theta, \theta_i)I_{[V_i, n]}(x)/x_1, \ldots, x_n) \right\} / x_1, \ldots, x_n \right]\end{align*}
\] (2.20)

The second term of (2.20), which is the expectation of the sum of the cross-product terms, can be written as follows by taking advantage of the fact that \( \theta_j \), conditioned on \( X_j \), is independent of \( \theta_i \) for all \( i \neq j \):

\[
\sum_{i \neq j} \mathbb{E}\left[ \left\{ \mathbb{E}(L(\theta, \theta_j)I_{[V_j, n]}(x)/x_1, \ldots, x_n, \theta_i) \\
&\quad - \mathbb{E}(L(\theta, \theta_j)I_{[V_j, n]}(x)/x_1, \ldots, x_n) \right\} \\
&\quad \times \left\{ \mathbb{E}(L(\theta, \theta_i)I_{[V_i, n]}(x)/x_1, \ldots, x_n, \theta_i) \\
&\quad - \mathbb{E}(L(\theta, \theta_i)I_{[V_i, n]}(x)/x_1, \ldots, x_n) \right\} \right]\end{align*}
\] (2.21)
Let \( g_j(X_1, \ldots, X_n, \theta_j) \) be any version of

\[
E(L(\theta, \theta_j)I_{[V_j, n]}(X)/X_1, \ldots, X_n, \theta_j) - E(L(\theta, \theta_j)I_{[V_j, n]}(X)/X_1, \ldots, X_n).
\]

Then (2.21) is equal to

\[
\sum_{i \neq j} E(g_j(X_1, \ldots, X_n, \theta_j)g_i(X_1, \ldots, X_n, \theta_i)/X_1, \ldots, X_n) = 0 .
\]

(2.22)

Since \( \theta_1 \) and \( \theta_j \), conditioned on \( X_1 \) and \( X_j \), are independent, (2.22) is equal to

\[
\sum_{i \neq j} E(g_j(X_1, \ldots, X_n, \theta_j)/X_1, \ldots, X_n)E(g_i(X_1, \ldots, X_n, \theta_i)/X_1, \ldots, X_n) = 0 .
\]

(2.23)

The first term of (2.20) is rewritten as follows, again employing the conditional independence of \( \theta_1, \ldots, \theta_n \).

\[
\sum_{j=1}^{n} E\left[ E\left( E\left( L(\theta, \theta_j)I_{[V_j, n]}(X)/X_1, \ldots, X_n, \theta_j \right) - E\left( L(\theta, \theta_j)I_{[V_j, n]}(X)/X_1, \ldots, X_n \right) \right)^2 /X_1, \ldots, X_n \right]
\]

\[
= \sum_{j=1}^{n} E\left[ E\left[ \left( E\left( L(\theta, \theta_j)/X, X_j, \theta_j \right) - E\left( L(\theta, \theta_j)/X, X_j \right) \right)I_{[V_j, n]}(X)/X_1, \ldots, X_n \right]^2 /X_1, \ldots, X_n \right] .
\]

(2.24)

(2.25)

Taking advantage of the conditional independence of \( \theta \) and \( \theta_j \) given \( X \) and \( X_j \),
\[ \mathbb{E}[L(\boldsymbol{\theta}, \theta_j)/X, X_j, \theta_j] = \mathbb{E}(\theta^2/X) - 2\theta_j \mathbb{E}(\theta/X) + \theta_j^2 \]  

(2.26)

and  
\[ \mathbb{E}[L(\boldsymbol{\theta}, \theta_j)/X, X_j] = \mathbb{E}(\theta^2/X) - 2\mathbb{E}(\theta_j/X_j)\mathbb{E}(\theta/X) + \mathbb{E}(\theta_j^2/X_j) . \]  

(2.27)

Since the parameters take values in a compact set, (2.26) and (2.27) are bounded, so that (2.24) is bounded with probability one by

\[ \sum_{j=1}^{n} M \mathbb{E}^2(I_{[V_{j, n}]}(X)/X_1, \ldots, X_n) \]  

for some \( M < \infty \). Since \[ \sum_{j=1}^{n} \mathbb{E}I_{[V_{j, n}]}(X) = 1 \], (2.28) is bounded by

\[ M \left\{ \max_{1 \leq j \leq n} \{ \mathbb{E}I_{[V_{j, n}]}(X)/X_1, \ldots, X_n \} \right\} . \]  

(2.29)

By Lemma 2, (2.29) converges to zero with probability one, establishing (2.14).

In order to complete the proof, it remains to show that the second term of (2.13) tends to zero, or

\[ \mathbb{E}(L_n/X_1, \ldots, X_n) \to 2R^* \text{ in probability} . \]  

(2.30)

In order to prove (2.30) we first note that

\[ \mathbb{E}(L_n/X_1, \ldots, X_n) = \mathbb{E}[\mathbb{E}(L_n/X, X_1, \ldots, X_n)/X_1, \ldots, X_n] . \]  

(2.31)

The right-hand side of (2.31) is equal to

\[ \mathbb{E}\left[ \sum_{j=1}^{n} \mathbb{E}[\{\theta - \theta_j\}^2 I_{[V_{j, n}]}(X)/X, D_n/X, X_1, \ldots, X_n]/X_1, \ldots, X_n \right] \]  

(2.32)
\[ = \mathbb{E} \left[ \sum_{j=1}^{n} \{ E(\theta^2/X) - 2E(\theta/X)E(\theta_j/X_j) + E(\theta_j^2/X_j) \} I_{\{X_j, n\}}(x) / X_1, \ldots, X_n \right]. \] (2.33)

By Lemma 3, there exists a set \( C \subset \mathbb{R}^d \) such that \( P(C) = 1 \), and for all \( x \in C \), \( X_n(x) \to x \) with probability one. Let \( x \in C \). Then

\[ \sum_{j=1}^{n} \{ E(\theta^2/X=x) - 2E(\theta/X=x)E(\theta_j/X_j) + E(\theta_j^2/X_j) \} I_{\{X_j, n\}}(x) \]

\[ \to 2[E(\theta^2/X=x) + E^2(\theta/X=x)] \text{ w.p.} 1 \] (2.34)

where we have used the continuity with probability one of \( E(\theta/X) \) and \( E(\theta^2/X) \). Since \( \theta \) takes values in a compact set, and since the convergence in (2.34) holds for a set in \( \mathbb{R}^d \) which has probability one, the Lebesgue dominated convergence theorem implies

\[ E(L_n/X_1, \ldots, X_n) \to 2\mathbb{R}^* \text{ w.p.} 1. \]

This concludes the proof of Theorem 1.

The convergence of \( L_n \) for the case where \( L(\theta, \hat{\theta}) \) is a metric loss function is difficult to prove. However, in the following theorem it is shown that \( L_n \) is dominated by a random variable which converges in probability to \( 2\mathbb{R}^* \).

**Theorem 2:** Let \( (X, \theta), (X_1, \theta_1), \ldots, (X_n, \theta_n) \) be a sequence of independent identically distributed random vectors, each with distribution \( F(x, \theta) \), with \( X \) taking values in \( \mathbb{R}^d \) and \( \theta \) taking values in \( \mathbb{R}^p \). Let \( L(\theta, \hat{\theta}) \) be a
bounded metric on $\mathbb{R}^p$. Then, for all $\epsilon > 0$

$$ P\{L_n - 2R* \geq \epsilon\} \to 0 $$

if $E[L(\theta^*(x), \theta)]/X=x, X_j]$ is continuous with probability one for each $x \in \mathbb{R}^d$

and if a marginal density for $X$ exists.

**Proof:** Since $L(\theta, \hat{\theta})$ is a metric on $\mathbb{R}^p$,

$$ L(\theta, \hat{\theta}) \leq L(\theta, \theta^*) + L(\theta^*, \hat{\theta}) \quad (2.35) $$

where $\theta^* = \theta^*(X)$ is an optimal (Bayes) estimate of $\theta$. Then

$$ L_n = E[L(\theta, \hat{\theta})/(X_1, \theta_1), \ldots, (X_n, \theta_n)] \quad (2.36) $$

$$ \leq E[L(\theta, \theta^*)/(X_1, \theta_1), \ldots, (X_n, \theta_n)] + E[L(\theta^*, \hat{\theta})/(X_1, \theta_1), \ldots, (X_n, \theta_n)] $$

$$ = R^* + E[L(\theta^*, \hat{\theta})/(X_1, \theta_1), \ldots, (X_n, \theta_n)] \quad (2.37) $$

The theorem will be proved if we show that

$$ E[L(\theta^*, \hat{\theta})/(X_1, \theta_1), \ldots, (X_n, \theta_n)] \to R^* \text{ in probability} \quad (2.38) $$

Let $L_n' = E[L(\theta^*, \hat{\theta})/(X_1, \theta_1), \ldots, (X_n, \theta_n)]$. The proof of (2.38) will be performed in two steps, by showing that, for each $\epsilon > 0$,

$$ P\{|L_n' - E(L_n'/X_1, \ldots, X_n)| \geq \epsilon\} \to 0 \quad (2.39) $$

and

$$ P\{|E(L_n'/X_1, \ldots, X_n) - R^*| \geq \epsilon\} \to 0 \quad (2.40) $$

The proof of (2.39) will be shown first. By Chebychev's inequality it suffices to show that

$$ E[L_n' - E(L_n'/X_1, \ldots, X_n)]^2 \to 0 \quad (2.41) $$
or, equivalently
\[ E[\{L'_n - E(L'_n/X_1, \ldots, X_n)\}^2/X_1, \ldots, X_n] \to 0 \] (2.42)

Since \( L \) is bounded, the Lebesgue dominated convergence theorem can be used to show that (2.42) is true if
\[ E[\{L'_n - E(L'_n/X_1, \ldots, X_n)\}^2/X_1, \ldots, X_n] \to 0 \text{ in probability.} \] (2.43)

Let \( V_{j,n} \) and \( I_{[V_{j,n}]}(X) \) be as defined previously. Then,
\[ E[\{L'_n - E(L'_n/X_1, \ldots, X_n)\}^2/X_1, \ldots, X_n] \]
\[ = E\left[ \sum_{j=1}^n \left\{ E(L(\theta^*, \theta_j)I_{[V_{j,n}]}(X)/D_n) \right. \right. \]
\[ - E(L(\theta^*, \theta_j)I_{[V_{j,n}]}(X/X_1, \ldots, X_n)) \left. \right\}^2/X_1, \ldots, X_n \right] \] (2.44)

where \( D_n = \{(X_1, \theta_1), \ldots, (X_n, \theta_n)\} \). Squaring the summation in (2.44) yields
\[ = E\left[ \sum_{j=1}^n \left\{ E(L(\theta^*, \theta_j)I_{[V_{j,n}]}(X)/D_n) \right. \right. \]
\[ - E(L(\theta^*, \theta_j)I_{[V_{j,n}]}(X/X_1, \ldots, X_n)) \left. \right\}^2/X_1, \ldots, X_n \right] \]
\[ + E\left[ \sum_{i \neq j} \left\{ E(L(\theta^*, \theta_j)I_{[V_{j,n}]}(X)/D_n) \right. \right. \]
\[ - E(L(\theta^*, \theta_j)I_{[V_{j,n}]}(X/X_1, \ldots, X_n)) \}
\[ \times \left\{ E(L(\theta^*, \theta_i)I_{[V_{i,n}]}(X)/D_n) \right. \right. \]
\[ - E(L(\theta^*, \theta_i)I_{[V_{i,n}]}(X/X_1, \ldots, X_n)) \left. \right\} \right] \] (2.45)
The second term of (2.45), the expectation of the sum of the cross-product terms, is easily seen to be identically zero by using the conditional independence of \( \theta_i \) and \( \theta_j \) to bring the expectation over \( \theta_i \) and \( \theta_j \) inside the summation as a product of expectations. The techniques are similar to those used in the proof of Theorem 1.

The first term of (2.45) is equal to

\[
\sum_{j=1}^{n} E \left[ \left( E \left( \frac{L(\theta^*, \theta_j)}{X_j, \theta_j} \right) - E \left( \frac{L(\theta^*, \theta_j)}{X_j} \right) \right) / X_j \right]
\times I_{[V_j, n]}(X)/X_1, \ldots, X_n]^2 / X_1, \ldots, X_n. \tag{2.46}
\]

By the hypothesis concerning the boundedness of \( L \), there exists \( M < \infty \) such that (2.46) is bounded by

\[
\sum_{j=1}^{n} ME^2 \left| I_{[V_j, n]}(X)/X_1, \ldots, X_n \right| \text{w.p.1.} \tag{2.47}
\]

Since \( \sum_{j=1}^{n} E I_{[V_j, n]}(X) = 1 \), we can bound (2.47) by

\[
M \left[ \max_{1 \leq j \leq n} \left\{ E \left( I_{[V_j, n]}(X)/X_1, \ldots, X_n \right) \right\} \right]
\]

which converges to zero with probability one by Lemma 2. This establishes (2.39).

In order to complete the proof, we must show

\[
E(L_n'/X_1, \ldots, X_n) \to R^* \text{ in probability.} \tag{2.48}
\]
The proof of (2.48) is done by noting

\[ E(L'_n / X_1, \ldots, X_n) = E[E(L(\theta^*, \hat{\theta}) / D_n) / X_1, \ldots, X_n] \]

\[ = \sum_{j=1}^{n} \left[ E \left[ E(L(\theta^*, \theta_j) / X, X_j, \theta_j) I_{[V_j, n]}(X) / X, X_1, \ldots, X_n \right] / X_1, \ldots, X_n \right] \]

\[ = E \left[ \sum_{j=1}^{n} E[L(\theta^*, \theta_j) / X, X_j] I_{[V_j, n]}(X) / X_1, \ldots, X_n \right]. \quad (2.49) \]

Now, by Lemma 3, there exists a set \( C \subseteq \mathbb{R}^d \) such that \( P[C] = 1 \), and for all \( x \in C \), \( X'_n(x) \to x \) with probability one. Then, for all \( x \in C \),

\[ \sum_{j=1}^{n} E[L(\theta^*(x), \theta_j) / X=x, X_j] I_{[V_j, n]}(x) \to E[L(\theta^*(x), \theta) / X=x] \quad \text{w.p.1,} \quad (2.50) \]

since \( E[L(\theta_0, \theta) / X] \) is continuous with probability one by hypothesis.

Then, since \( L \) is bounded, (2.50) and the Lebesgue dominated convergence theorem imply (2.48). This concludes the proof of Theorem 2.

II.3 The k-Nearest Neighbor Rule

In this section, the results of section II.2 will be generalized to the k-nearest neighbor rules where more than one neighbor of \( X \) enters into the estimate of \( \theta \). The theorems in this section will assume \( k \) is fixed, while in section II.4, \( k \) will be allowed to increase with \( n \).

Intuitively, the advantage of using more than one nearest neighbor in the estimation process is simply the hope that the larger sample will smooth out some of the statistical variation and produce a better
estimate. The pitfall associated with increasing $k$ stems from the fact that as more samples are used in the estimate, the $k^{th}$-nearest neighbor to $X$ gets farther away from $X$, on the average. Hence, the strength of the statistical relationship between $X$ and its $k^{th}$-nearest neighbor declines as $k$ increases. In general then, the above arguments would indicate that if $n$ is fixed, increasing $k$ should result in improved performance until $k$ reaches the point where too many samples are being used which have little or no statistical relationship to $(X, \Theta)$. The difficulty lies in determining where this value of $k$ is reached, a non-trivial problem which is quite dependent on the form of $F(x, \Theta)$. In fact, Cover and Hart [6] give an example of a distribution for the discrimination problem in which the single-nearest neighbor rule performs better than any $k$-nearest neighbor rule where $k > 1$. The same ideas can be used to produce a similar example for the estimation problem. Basically, a distribution $F(x, \Theta)$ is chosen on $\mathbb{R}^2$ which is uniform on $t$ unit discs centered at $\{(10j, 10j), j=1, \ldots, t\}$. In this case, with the squared-error loss function, the expected loss for a $k$-nearest neighbor rule is bounded by 1 if at least $k$ data points lie on each disc. If one of the discs contains fewer than $k$ data points, the expected loss increases dramatically. For a fixed $n$, as $k$ increases, the likelihood of $k$ surpassing the smallest number of samples on a disc increases, so that the risk increases. This discussion, while not precise, shows how a rigorous example can be constructed.
The purpose of the preceding paragraph was to point out the fact that when \( n \) is fixed, it is always possible to find distributions for which the single nearest neighbor rule can be expected to perform better than any \( k > 1 \) nearest neighbor rule. Generally speaking, larger values of \( k \) require larger data sets to insure adequate performance. However, the theorems in this section will show that when sufficiently large data sets are available, the use of larger values of \( k \) can cut the expected loss significantly. The added computational cost entailed by increasing \( k \) is associated with the cost of creating and maintaining a memory stack of the current \( k \)-nearest neighbors as the distance from \( X \) to each observation in the data is computed. The additional cost does not appear to be prohibitive.

The proofs of Lemmas 4, 5 and 6 and Theorem 3 will make use of the proofs in section II.2. Lemma 4 is the \( k \)-nearest neighbor rule analog of Lemma 1. The following notation will be necessary. Let \( \ell_n = \binom{n}{k} = \frac{n!}{k!(n-k)!} \), so that there are \( \ell_n \) possible different subsets of \( \{X_1, \ldots, X_n\} \), where each subset contains \( k \) observations. These subsets will be denoted \( S_1,n, \ldots, S_{\ell_n},n \), and \( T_j,n \) will be defined as the set of points which have \( S_j,n \) as their set of \( k \)-nearest neighbors from the data. (Note that \( \{T_j,n\}_{j=1}^{\ell_n} \) may be assumed to form a partition of \( \mathbb{R}^d \) as was discussed previously.)
Lemma 4: Let \( X_1, \ldots, X_n \) be a sequence of independent identically distributed random vectors taking values in \( \mathbb{R}^d \), and let \( f \) be a probability density function on \( \mathbb{R}^d \) corresponding to the distribution of \( X_1 \). Let \( \rho(\cdot, \cdot) \) be a metric on \( \mathbb{R}^d \), let \( E \subset \mathbb{R}^d \) be the support of \( f \), and let \( K \subset E \) be compact with the metric \( \rho \). Then

\[
\begin{align*}
\lambda_n &= \max_{1 \leq j \leq \ell_n} \left\{ \mu_{KT_{j,n}} \right\} \to 0 \quad \text{w.p.1} \\
r_n &= \max_{1 \leq j \leq \ell_n} \left\{ \sup_{x, y \in KT_{j,n}} \rho(x, y) \right\} \to 0 \quad \text{w.p.1} \tag{2.51}
\end{align*}
\]

Proof: As in the proof of Lemma 1, it is necessary only to show that for each \( \varepsilon > 0 \),

\[
P[r_n \geq \varepsilon] \to 0. \tag{2.53}
\]

By the compactness of \( K \) there exists a finite set of spheres \( S_{\varepsilon/4k}(y_i) \), \( 1 \leq i \leq m \), such that

\[
K \subset \bigcup_{i=1}^{m} S_{\varepsilon/4k}(y_i). \tag{2.54}
\]

As in the proof of Lemma 1, it is easy to see that if each of the spheres contains at least one of the observations \( X_1, \ldots, X_n \), then each \( x \in K \) has its \( k \)th nearest neighbor no further away than \( \varepsilon/2 \). Conclude that if each sphere contains at least one of the \( X_1, \ldots, X_n \), then \( T_{j,n} \), \( 1 \leq j \leq \ell_n \), can be contained in a sphere of radius less than \( \varepsilon/2 \). The proof is concluded in the same manner as the proof of Lemma 1, by
showing that the probability that any of the spheres contain none of
the $X_i, 1 \leq i \leq n$, tends to zero with $n$ tending to infinity.

**Lemma 5:** Let $X_1, \ldots, X_n$ and $F$ be as in Lemma 2, and let $T_j, n'$,
$1 \leq j \leq f_n'$, be as defined previously. Then

$$\max_{1 \leq j \leq f_n'} P[T_j, n'/X_1, \ldots, X_n] \to 0 \text{ w.p.} 1. \quad (2.55)$$

**Proof:** The proof of this lemma is identical to the proof of Lemma 2,
except that Lemma 4 must be used instead of Lemma 1.

**Lemma 6:** Let $X_1, \ldots, X_n$ and $F$ be as in Lemma 2, and let $X_{(k)}(x)$ be
the $k^{th}$ nearest neighbor to $x \in \mathbb{R}^d$ from $X_1, \ldots, X_n$. Then

$$P\{x \in \mathbb{R}^d : X_{(k)}(x) \to x\} = 1. \quad (2.56)$$

**Proof:** This proof is essentially the same as the proof of Lemma 3,
except that Lemma 4 is used in place of Lemma 1.

The following theorem relates the asymptotic performance of the
$k$-nearest neighbor rule to the performance of the optimal Bayesian esti-
mator for squared-error loss functions.

**Theorem 3:** Let $(X, \theta), (X_1, \theta_1), \ldots, (X_n, \theta_n)$ be a sequence of independent
identically distributed random vectors, each with distribution $F(x, \theta)$,
with each $X_i$ taking values in $\mathbb{R}^d$, and each $\theta_i$ taking values in a compact
subset of $\mathbb{R}^p$. Let $L(\theta_1, \theta_2)$ be the squared-error loss function. If the
distribution of $X$ has a density and versions of $E(\theta/X)$ and $E(||\theta||^2/X)$
exist which are continuous on $\mathbb{R}^d$ with probability one, then

$$L_n \rightarrow (1 + \frac{1}{k})R^* \text{ in probability}$$

for the $k$-nearest neighbor rule.

**Proof:** We again assume $p = 1$, the case of $p > 1$ being deferred to the remarks. First, note that

$$P\left\{ \left| L_n - \frac{k+1}{k}R^* \right| \geq \varepsilon \right\} \leq P\left\{ \left| L_n - E(L_n/X_1, \ldots, X_n) \right| \geq \varepsilon/2 \right\}$$

$$+ P\left\{ \left| E(L_n/X_1, \ldots, X_n) - \frac{k+1}{k}R^* \right| \geq \varepsilon/2 \right\} . \quad (2.57)$$

As in the proof of Theorem 1, each term of (2.57) will be shown to go to zero. The proof that

$$P\left\{ \left| L_n - E(L_n/X_1, \ldots, X_n) \right| \geq \varepsilon/2 \right\} \rightarrow 0$$

proceeds exactly as before except that $\{T_{j,n}\}_{j=1}^{l_n}$ are used to partition the space into estimation regions instead of $\{V_{j,n}\}_{j=1}^{n}$ as in the proof of Theorem 1. Also, Lemma 5 must be used instead of Lemma 2, but no other serious difficulties are encountered.

The proof that

$$E(L_n/X_1, \ldots, X_n) \rightarrow \frac{k+1}{k}R^* \text{ in probability}$$

proceeds as follows. As defined previously, the set $S_{j,n} = \{X_{j,n}, \ldots, X_{j,n}^k\}$ consists of the $k$ observations from the data which are the $k$-nearest neighbors to each $x \in T_{j,n}$, $1 \leq j \leq l_n$. Let
\( \theta_{j,n}, \ldots, \theta_{j,n}^k \) be the parameters associated with the observations in 
\( S_{j,n} \), and let
\[
-\theta_{j,n} = \frac{1}{k} \sum_{i=1}^{k} \theta_{j,n}^i . \tag{2.58}
\]

Note that (2.58) agrees with the definition given by (2.2) for the k-
nearest neighbor rule estimate of \( \theta \) for each \( x \in T_{j,n} \).

Then,
\[
E(L_{n}/X_1, \ldots, X_n) = E[E(L_{n}/X_1, \ldots, X_n)/X_1, \ldots, X_n]
\]
\[
= E\left[ \sum_{j=1}^{k} E\left[ (\theta - \bar{\theta}_{j,n})^2 I_{[T_{j,n}]}(X)/X_{D_n}, X_1, \ldots, X_n \right] /X_1, \ldots, X_n \right]
\]
\[
= E\left[ \sum_{j=1}^{k} \left\{ E(\theta^2/X) - 2E(\theta/X)E(\bar{\theta}_{j,n}/S_{j,n}) + E(\bar{\theta}_{j,n}^2/S_{j,n}) \right\} I_{[T_{j,n}]}(X)/X_1, \ldots, X_n \right]. \tag{2.59}
\]

Notice that, because of the conditional independence of the parameters
given the observations,
\[
E(\bar{\theta}_{j,n}/S_{j,n}) = \frac{1}{k} \sum_{i=1}^{k} E(\theta_{j,n}^i/X_{j,n}) \tag{2.60}
\]
and
\[
E(\bar{\theta}_{j,n}^2/S_{j,n}) = \frac{1}{k} \sum_{i=1}^{k} E(\theta_{j,n}^{2i}/X_{j,n}) + \frac{1}{k} \sum_{i \neq h} E(\theta_{j,n}^i/X_{j,n}) E(\theta_{j,n}^h/X_{j,n}). \tag{2.61}
\]

Now, if \( X_{j,n}^i \rightarrow x \) for \( 1 \leq i \leq k \), then, since \( E(\theta/X) \) and \( E(\theta^2/X) \) are con-
tinuous with probability one, from (2.60) and (2.61) it can be seen that
\[
\sum_{j=1}^{n} E(\bar{e}_{j,n}/S_{j,n})^{(x)} \rightarrow E(\bar{e}/X=x) \text{ w.p.1.}
\] (2.62)

and

\[
\sum_{j=1}^{n} E(\bar{e}_{j,n}/S_{j,n})^{(x)} \rightarrow \frac{1}{k} E(\bar{e}/X=x) + \frac{k-1}{k} E(\bar{e}/X=x) \text{ w.p.1.}
\] (2.63)

By Lemma 6, there exists a set \( C \subset \mathbb{R}^d \) such that \( P(C) = 1 \) and, for all \( x \in C \), the \( k \)th-nearest neighbor to \( x \) converges to \( x \) with probability one.

Then, for each \( x \in C \)

\[
\sum_{j=1}^{n} [E(\bar{e}/X=x) - \frac{1}{k} E(\bar{e}/X=x)] I_{[T_{j,n}]}(x) \rightarrow (1 + \frac{1}{k}) E(\bar{e}/X=x) - \Sigma^2(\bar{e}/X=x) \text{ w.p.1.}
\] (2.64)

Since \( \bar{e} \) takes values in a compact set, and (2.64) holds on a set which has probability one, the Lebesgue dominated convergence theorem implies that (2.59) converges to \((1 + 1/k)R^* \) with probability one.

This completes the proof.

The advantage of using more than one nearest neighbor in the estimation process when large data sets are available is made apparent by Theorem 3. In fact, for large values of \( k \) the risk approaches being half that of the single-nearest neighbor rule.

II.4 The \( k_n \)-Nearest Neighbor Rule

In many applications, the data set available to the statistician is continually increasing in size. In cases like this, a fixed value of
k will eventually become too small to take fullest advantage of the size of the data set. An obvious solution to this problem is to allow \( k \) to be an increasing function of \( n \). In this section conditions will be given for which the performance of the \( k_n \)-nearest neighbor rule is asymptotically optimal for squared-error loss functions.

The following lemma is another generalization of Lemma 1. We now let \( \ell_n = \binom{n}{k_n} \) so that \( \ell_n \) is the number of different subsets that can be obtained from \( \{X_1, \ldots, X_n\} \) where each subset contains \( k_n \) elements. These subsets will be denoted \( S_{1,n}, \ldots, S_{\ell_n,n} \). We will define \( T_{j,n} \) for \( 1 \leq j \leq \ell_n \) as the set of \( x \in \mathbb{R}^d \) such that \( S_{j,n} \) is the set which contains the \( k_n \)-nearest neighbors to \( x \) from \( X_1, \ldots, X_n \).

Once again we note that the sets \( T_{j,n}, 1 \leq j \leq \ell_n \), can be modified to form a partition of \( \mathbb{R}^d \), as discussed previously.

**Lemma 7:** Let \( X_1, \ldots, X_n \) be independent identically distributed random vectors taking values in \( \mathbb{R}^d \), and let \( f \) be a probability density function on \( \mathbb{R}^d \) corresponding to the distribution of \( X_1 \). Let \( \rho(\cdot, \cdot) \) be a metric on \( \mathbb{R}^d \), let \( E \) be the support of \( f \), and let \( K \subseteq E \) be compact with the metric \( \rho \). Then, if \( k_n / n \to 0 \),

\[
    r_n = \max_{1 \leq j \leq \ell_n} \left\{ \sup_{x, y \in KT_{j,n}} \rho(x, y) \right\} \to 0 \text{ w.p.1}
\]

and
\[ \lambda_n = \max_{1 \leq j \leq \ell_n} \{uK_{T,1} \} \to 0 \text{ w.p.1 .} \quad (2.65) \]

**Proof:** Let \( \varepsilon > 0 \) be given. As in the proof of Lemma 1, since \( r_n \) is monotonically decreasing, it suffices to show

\[ P\{r_n \geq \varepsilon\} \to 0 . \]

Since \( K \) is compact there exists a finite set of points \( \{y_1, \ldots, y_m\} \) such that

\[ K \subset \bigcup_{i=1}^{m} S_{\varepsilon/4}(y_i) . \]

Assume that each of the spheres \( S_{\varepsilon/4}(y_i) \), \( 1 \leq i \leq n \), contains at least \( k_n \) of the observations \( X_1, \ldots, X_n \). Then the distance from any \( x \in K \) to its \( k_n \)th nearest neighbor is less than \( \varepsilon/4 \). This implies that each set \( KT_{j,n} \) can be contained in a sphere with radius less than or equal to \( \varepsilon/2 \).

It remains to show that the probability that each sphere contains at least \( k_n \) observations converges to one, or that the converse converges to zero.

\[ P\{r_n \geq \varepsilon\} \leq P\left[ \bigcup_{j=1}^{m} \{ S_{\varepsilon/4}(y_i) \text{ contains fewer than } k_n \text{ observations} \} \right] \]

\[ \leq \sum_{i=1}^{m} \binom{k_n-1}{j} \left( \sum_{j=0}^{n} p_i^j (1-p_i)^{n-j} \right) \quad (2.66) \]

where \( p_i = \int_{S_{\varepsilon/4}(y_i)} f(x)dx \), \( 1 \leq i \leq m \). Feller [13, p.51] shows that if \( k_n < np_i \), then
\[
\sum_{j=0}^{k-1} \binom{n}{j} p_i^j (1-p_i)^{n-j} = \frac{(n-k+1)p_i}{(np_i-k+1)^2} \quad (2.67)
\]

\[
= \frac{n-k+1}{n^2 p_i} \left( 1 - \frac{2(k+1)}{n} p_i + \frac{(k+1)^2}{n^2} \right) \quad (2.68)
\]

Since \( k_n/n \to 0 \), \( k_n < np_i \) for \( n \) sufficiently large, and (2.68) converges to zero as \( n \to \infty \) almost surely. The convergence of \( \lambda_n \) follows immediately, which proves the lemma.

The proofs of the following two lemmas follow from Lemma 7 in the same way that Lemmas 2 and 3 follow from Lemma 1.

**Lemma 8:** Let \( X_1, \ldots, X_n \) and \( F \) be as in Lemma 2, and let \( T_{j,n}, 1 \leq j \leq l_n, \) be as defined for \( k_n \)-nearest neighbor rules. Then

\[
\max_{1 \leq j \leq l_n} P_{X_{j,n}} \to 0 \quad \text{w.p.1} \quad (2.69)
\]

**Lemma 9:** Let \( X_1, \ldots, X_n \) and \( F \) be as in Lemma 2, and let \( X_{(k_n),n}(x) \) be the \( k_n \)th nearest neighbor to \( x \in \mathbb{R}^d \) from \( X_1, \ldots, X_n \). Then

\[
P_{X_{(k_n),n}} (x) \to x = 1 \quad (2.70)
\]

Theorem 4 proves the asymptotic optimality of \( k_n \)-nearest neighbor rules in estimation for squared-error loss functions.
Theorem 4: Let \((X, \theta), (X_1, \theta_1), \ldots, (X_n, \theta_n)\) be a sequence of independent identically distributed random vectors, each with distribution \(F(x, \theta)\), with each observation \(X_i\) taking values in \(\mathbb{R}^d\) and each \(\theta_i\) taking values in a compact subset of \(\mathbb{R}^D\). Let \(L(\theta_1, \theta_2)\) be the squared-error loss function. If the distribution of \(X\) has a density and there exist versions of \(E(\|\theta\|^2 / X)\) and \(E(\theta / X)\) which are continuous with probability one, \(\kappa_n \to \infty\) and \(\kappa_n / n \to 0\), then

\[
L_n \to \mathbb{R}^* \text{ in probability}
\]

for the \(k_n\)-nearest neighbor rule.

Proof: The proof is quite similar to the proof of Theorem 3, except that Lemmas 8 and 9 are used instead of Lemmas 5 and 6, and we must show that

\[
E(L_n / X_1, \ldots, X_n) \to \mathbb{R}^* \text{ in probability.} \tag{2.71}
\]

As in the proof of Theorem 3, let \(\theta_{j,n}^1, \ldots, \theta_{j,n}^{k_n}\) be the parameters associated with the \(k_n\) observations in \(S_{j,n}\). Then, as before, if we define

\[
\bar{\theta}_{j,n} = \frac{1}{k_n} \sum_{i=1}^{k_n} \theta_{j,n}^i \tag{2.72}
\]

then \(\bar{\theta}_{j,n}\) is the \(k_n\)-nearest neighbor rule estimate of \(\theta\) for each \(x \in T_{j,n}\). As before,

\[
E(L_n / X_1, \ldots, X_n)
\]
\[
E \left[ \sum_{j=1}^{L_n} \left( E(\theta^2 / X) - 2E(\theta/X)E(\tilde{\theta}_j, n/S_j, n) + E(\tilde{\theta}_j^2 / S_j, n) \right) I_{T_j, n} \right] (x) / X_1, \ldots, X_n \right].
\]

(2.73)

The same techniques that were used in the proof of Theorem 3 can be used to show that

\[
\sum_{j=1}^{L_n} \left( E(\theta^2 / X=x) - 2E(\theta/X=x)E(\tilde{\theta}_j, n/S_j, n) + E(\tilde{\theta}_j^2 / S_j, n) \right) I_{T_j, n} (x) \rightarrow E(\theta^2 / X=x) - E^2(\theta/X=x) \text{ w.p.1}
\]

(2.74)

for each \( x \) in a set which has probability one. Then, since \( \theta \) takes values in a compact set, the Lebesgue dominated convergence theorem implies that

\[
E(L_n / X_1, \ldots, X_n) \rightarrow R^* \text{ w.p.1},
\]

(2.75)

which completes the proof of Theorem 4.

II.5 Nearest Neighbor Rules With Unequal Weighting

The theorems in the preceding sections of this chapter are concerned with the asymptotic performance of \( k \)-nearest neighbor rules which assign equal weight to each of the \( k \)-nearest neighbors used in forming the estimate. In some cases the statistician may want to make use of an unequal weighting scheme so that observations which are closer to \( X \) contribute more heavily to the estimate of \( \theta \) than observations which are farther away. In such a scheme, the estimate \( \hat{\theta} \) would be given by
\[ \hat{\theta} = \sum_{i=1}^{k} a_{i} \theta_{(i)} \]  

(2.76)

where \( \theta_{(i)} \) is the parameter associated with the observation \( X_{(i)} \) which is the \( i \)th closest observation to \( X \) in the data set. Substituting the version given by (2.76) for \( \hat{\theta}_{j,n} \) in equations (2.62), (2.63) and (2.73) and completing the remaining steps in those proofs yields

\[ L_{n} \rightarrow (1 + \sum_{i=1}^{k} a_{i}^{2}) R^{*} \text{ in probability} \]  

(2.77)

where we have assumed \( \sum_{i=1}^{k} a_{i} = 1 \) which, of course, we can do without loss of generality. Lagrangian techniques can be employed to show that \( \sum_{i=1}^{k} a_{i}^{2} \) is minimized, subject to the constraint that \( \sum_{i=1}^{k} a_{i} = 1 \), when the \( a_{i} \)'s are all equal to \( 1/k \). The conclusion is that large sample performance suffers when unequal weighting schemes are used. This suggests that rather than decrease the weighting of the nearest neighbors which are farther from \( X \), the statistician may get better results by using equal weighting with a smaller value for \( k \).

II.6 Remarks

The theorems in this chapter have all required continuity with probability one of \( E(\|\hat{\theta}\|^{2}/X) \) and \( E(\hat{\theta}/X) \). A function \( g \) of a random variable \( X \) is continuous with probability one if

\[ P(\{X \in \mathcal{D}\}) = 0 \]
where D is the set of discontinuity points of g. We note that if a joint density \( f(x, \theta) \) exists for \( F(x, \theta) \), then one version of \( E(\theta/X=x) \) is given by

\[
E(\theta/X = x) = \int \theta \frac{f(x, \theta)}{f(x)} \, d\theta
\]  
(2.78)

if

\[
f(x) = \int f(x, \theta) d\theta > 0 .
\]  
(2.79)

(See, for example, Breiman [7], Ch. 4.)

Similarly, when (2.79) holds,

\[
E(\|\theta\|^2/X = x) = \int \|\theta\|^2 \frac{f(x, \theta)}{f(x)} \, d\theta.
\]  
(2.80)

From (2.78) and (2.80) it can be seen that if \( f(x, \theta) \) is \( \mu \)-almost everywhere continuous in \( x \), \( \mu \) denoting Lebesgue measure on \( \mathbb{R}^d \), then the versions of \( E(\theta/X) \) and \( E(\|\theta\|^2/X) \) given by (2.78) and (2.80) are continuous with probability one.

The proof of Theorem 1 for \( p \) dimensional parameter spaces is the same in all major respects, the only minor difficulty being the question of the convergence of

\[
\sum_{j=1}^{n} E[\|\theta - \theta_j\|^2/X = x, X_j I_{[V_j, n]}(x)].
\]

To establish Theorem 1 it will be sufficient to show that if \( X_n'(x) \to x \) with probability one, then

\[
\sum_{j=1}^{n} E[\|\theta - \theta_j\|^2/X = x, X_j I_{[V_j, n]}(x)]
\]
\[ 2([\|\theta\|^2/X=x] - \|E(\theta/X=x)\|^2) \text{ w.p.1.} \quad (2.81) \]

Expanding the expectation on the left side of (2.81),

\[ E\{[\|\theta - \theta_j\|^2/X=x,X_j]\} = E\{[\|\theta\|^2/X=x]\} - 2E\{(\theta, \theta_j)/X=x,X_j\} + E\{[\|\theta_j\|^2/X_j]\}. \quad (2.82) \]

In order to prove (2.81), we first show

\[ \sum_{j=1}^{n} E\{(\theta, \theta_j)/X=x,X_j\}I_{[V_j,n]}(x) \to \|E(\theta/X=x)\|^2. \quad (2.83) \]

The left side of (2.83) is equal to

\[ \sum_{j=1}^{n} \sum_{i=1}^{p} E(\theta^i/X=x)E(\theta^i_j/X_j)I_{[V_j,n]}(x) = \sum_{i=1}^{p} \sum_{j=1}^{n} E(\theta^i/X=x)E(\theta^i_j/X_j)I_{[V_j,n]}(x), \quad (2.84) \]

where \( \theta^i \) and \( \theta^i_j \) are the \( i \)th components of \( \theta \) and \( \theta_j \) respectively. Since \( E(\theta/X) \) is assumed continuous with probability one, and \( X'_n(x) \to x \) with probability one, (2.84) can be seen to converge to

\[ \sum_{i=1}^{p} E^2(\theta^i/X=x) \quad (2.85) \]

with probability one. But (2.85) is equal to the right-hand side of (2.83), as we intended to prove.

Noting that \( E\{[\|\theta\|^2/X]\} \) was assumed continuous with probability one, the convergence of \( X'_n(x) \to x \) with probability one yields
\[
\sum_{j=1}^{n} E[\|\theta_j\|^2/X_j] I_{[\|\theta\|^2/X=X]}(x) \to E[\|\theta\|^2/X=x] \quad \text{w.p.1}.
\] (2.86)

The desired convergence in (2.81) follows immediately from (2.82), (2.83), and (2.86). The remainder of the proof of Theorem 1 for \( p > 1 \) uses predominantly the same techniques as the proof for \( p = 1 \). For \( k_n \)- and \( \ell_n \)-nearest neighbor rules, the same remarks will still hold, but the notation and algebra become more involved since we must now deal with the average of the parameters of the nearest neighbors instead of just \( \theta_n' \).

The proofs in this chapter have employed the condition that the distribution of \( X \) have a density. This condition can easily be weakened to the requirement that the distribution for \( X \) be continuous. This permits the distribution of \( X \) to have a singular continuous part.

The proof of Theorem 2 contains the tacit assumption that a Bayes rule exists, which may not always be the case. However, for any \( \varepsilon > 0 \) we can find a rule which has risk less than \( R^* + \varepsilon \). Such rules are known as \( \varepsilon \)-Bayes rules (see, for example, Ferguson [15]). Let \( \varepsilon > 0 \) be given, and let \( \theta'(x) \) be a rule with risk \( R' \leq R^* + \varepsilon \). Then, the techniques used in the proof of Theorem 2 can be used to show that

\[
P\{L_n - 2R' \geq \varepsilon\} \to 0
\] (2.87)

But \( \{L_n - 2R' \geq \varepsilon\} \supseteq \{L_n - 2R^* \geq 3\varepsilon\} \).
so that (2.87) implies

\[ P\{L_n - 2R^* \geq 3\varepsilon\} \to 0. \]

Hence Theorem 2 is true whether or not a Bayes rule exists.

As a final remark concerning the convergence of \( L_n \), we will give an example concerning the rate at which \( P\{|L_n - R| \geq \varepsilon\} \) goes to zero, where \( R = (1 + 1/k)R^* \). Consider the case where \( \theta \in \{1, 2, \ldots, \ell\} \) and \( P\{\theta = i\} = 1/\ell, \ 1 \leq i \leq \ell \). Let \( f(x/\theta) \) be defined as

\[
f(x/\theta = i) = \begin{cases} 
 1, & 1 - \frac{1}{\ell} < x \leq 1 + \frac{1}{\ell} \\
 0, & \text{otherwise.}
\end{cases}
\]

Then \( R^* = 0 \) since given \( X \), the value of \( \theta \) is determined. Hence \( R = (1 + 1/k)R^* = 0 \). But for any fixed \( n \), we can increase \( \ell \) to spread out the distribution so that when \( \ell > n \), \( L_n > \ell - n/\ell > \varepsilon \) for \( \ell \) sufficiently large. We can conclude that the rate of convergence of \( L_n \) can be arbitrarily slow in the sense that for any \( n \) and \( \varepsilon > 0 \), there exist distributions \( F(x, \theta) \) for which \( P\{|L_n - R| > \varepsilon\} = 1 \). This example can easily be modified so that \( \theta \) is a continuous parameter by allowing \( \theta \) to take values in small intervals surrounding \( 1, 2, \ldots, \ell \). \( R^* \) is then no longer zero, but can be made arbitrarily small by appropriately choosing the size of the intervals for \( \theta \). The rest of the example follows easily.
III. THE EVALUATION OF FINITE SAMPLE PERFORMANCE
FOR AN ESTIMATION RULE

III.1 Motivation for Chapter III

The evaluation of the finite sample performance of an estimation rule is the process of estimating the value of $L_n$, the expected risk conditioned on a data set containing $n$ observations. The problem is analogous to error estimation for discrimination rules. Toussaint [5] has compiled a bibliography of papers on error estimation in which he includes a brief discussion of the most commonly employed techniques. Most of these techniques also find application in estimating $L_n$ for estimation rules.

In this chapter we will be concerned with finding an upper bound for

$$
P\{|L_n - \hat{L}_n| \geq \varepsilon\} \quad (3.1)$$

where $\hat{L}_n$ denotes the estimate of $L_n$. In the preceding chapter, we were concerned merely with the question of the convergence of $L_n$ without bothering to investigate the rate of such convergence. Indeed, as was pointed out at the close of Chapter II, the rate of convergence of $L_n$ can be arbitrarily slow, depending on the structure of $F(x, \theta)$. In this chapter, the rate at which (3.1) goes to zero will be of great importance, the reason being that if a minimal rate can be established which is
independent of $F(x, \theta)$, it will enable the statistician to determine for
a given $n$ and $\varepsilon$ the value of $\delta(n, \varepsilon)$ for which

$$P\{ |L_n - \hat{L}_n| \geq \varepsilon \} \leq \delta(n, \varepsilon) .$$

(3.2)

Such a bound is termed distribution-free and it is quite useful to the
statistician since it enables him to determine how much confidence
he can place in his estimate of $L_n$.

As in the preceding chapter, we let $D_n = (X_1, \theta_1), \ldots, (X_n, \theta_n)$
be a sequence of independent identically distributed random vectors,
each with distribution $F(x, \theta)$, where each observation $X_i$ takes values
in $\mathbb{R}^d$ and each parameter $\theta_i$ takes values in a parameter space $\mathbb{R}^p$. Let
$(X, \theta)$ be independent of the data $D_n$ and distributed with $F(x, \theta)$. In this
chapter, we will be concerned with a class of estimation rules somewhat
broader than the $k$-nearest neighbor rules considered in Chapter II.

We will say that a randomized estimation rule is one which
produces an estimate $\hat{\theta}$ which is a random vector chosen from a distribu-
tion which depends on $X$ and $D_n$. We will assume that the rule is de-
scribed by a jointly measurable function

$$\delta: \mathbb{R}^d \times (\mathbb{R}^d \times \mathbb{R}^p)^n \times \mathbb{R}^p \to [0,1]$$

(3.3)

where, for each $X$ and $D_n$, $\delta_{X,D_n}$ is a distribution function on $\mathbb{R}^p$. We
can define the joint distribution of $\hat{\theta}, (X, \theta)$, and $D_n$ by

$$P\{ D_n \in A, (X, \theta) \in B, \hat{\theta} \in C \}$$
\[ = \int \int \int \delta_{X,D_n}(\hat{\theta})dF(x,\theta)dF^n(x,\theta) \]

where A, B, and C are Borel sets in \((\mathbb{R}^d \times \mathbb{R}^p)^n\), \((\mathbb{R}^d \times \mathbb{R}^p)^n\), and \(\mathbb{R}^p\) respectively.

Actually, a statistician may use a sequence \(\{\delta_n\}\) of such randomized estimation rules whose properties will vary with \(n\), the amount of data available. For the purposes of this chapter, however, we will only be concerned with the properties of the particular rule used with \(D_n\), rather than with the whole sequence. It will be shown that if the rule is one of a certain class of rules to be described, then bounds of the type (3.2) can be given for two particular estimates of \(L_n\).

The following terminology will be used to describe the rules in which we will be interested. A rule will be called **local with parameter** \(r\) if the distribution \(\delta_{X,D_n}\) is, with probability one, a function only of \(X\) and \((X_{(1)}',\theta_{(1)}'),\ldots,(X_{(r)}',\theta_{(r)}')\), where \(X_{(i)}\) is the \(i^{th}\) closest observation to \(X\) from \(D_n\). For example, let

\[ D_{n,1} = (X_{1}',\theta_{1}'),\ldots,(X_{i-1}',\theta_{i-1}'),(X_{i+1}',\theta_{i+1}'),\ldots,(X_n',\theta_n') \quad (3.4) \]

Then, if \(\delta\) is local with parameter \(r < n-1\),

\[ \delta_{X,D_n}(\theta) = \delta_{X,D_{n,1}}(\theta) \]

for all \(\theta \in \mathbb{R}^p\) whenever \(X_i\) is not one of the \(r\)-nearest neighbors to \(X\) from \(D_n\). The intent here is simply to point out that, since \(\delta\) depends
only on $X$ and its $r$-nearest neighbors, any changes made in the data which do not affect the $r$-nearest neighbors, also do not affect the distribution of $\hat{\theta}$. Finally, we will call an estimation rule symmetric if, for any given $X$, permutations of the order of the elements of $D_n$ do not affect $\delta_{X,D_n}$.

An example of a local estimation rule which is symmetric is the $k$-nearest neighbor rule when $F(x,\theta)$ is nonatomic. Note however, that when $F(x,\theta)$ possesses atoms, certain difficulties may arise. In some cases there may be positive probability that several observations in the data are at the same distance from $X$ as its $k^{th}$-nearest neighbor. In order to have a local rule then, it is necessary to devise some method to prevent some of these observations from contributing to the estimate. This problem will be discussed in more detail in the remarks at the close of this chapter.

The results to be presented are for two different estimates of $L_n$, which will be referred to as the deleted estimate and the holdout estimate. (Toussaint provides references for previous work on both of these estimates. In Toussaint's paper, the deleted estimate is called the U method, and the holdout estimate is called the H method.) The deleted estimate, $\hat{L}_n$, is defined as

$$\hat{L}_n = \frac{1}{n} \sum_{i=1}^{n} L(\theta_i, \hat{\theta}_i)$$  \hspace{1cm} (3.5)
where $\hat{\theta}_i$ is the estimate produced by $\delta$ when $X_i$ is the observation and $D_{n,i}$ as defined in (3.4) is the data. The deleted estimate, then, is just the average loss incurred when each $(X_i, \theta_i)$ in turn is deleted from the data set and $\delta$ is used with $X_i$ and the remaining $n-1$ elements of $D_n$ to estimate $\theta_i$.

The holdout estimate, $L'_n$, is defined as

$$L'_n = \frac{1}{\ell} \sum_{n-\ell+1}^{n} L(\theta_i, \hat{\theta}_i')$$  \hspace{1cm} (3.6)

where, for $n-\ell < i \leq n$, $\hat{\theta}_i'$ is the estimate produced by $\delta$ with observation $X_i$ and data $D_{n-\ell}'$, where

$$D_{n-\ell}' = \{(X_1, \theta_1), \ldots, (X_{n-\ell}', \theta_{n-\ell}')\}.$$  \hspace{1cm} (3.7)

The holdout estimate is the average loss when the first $n-\ell$ elements of $D_n$ are used to estimate the parameters for the remaining $\ell$ observations. The first $n-\ell$ elements of $D_n$ are usually called the training set, and the remaining elements are known as the test set. In the results presented in section III.2, the size of the test set, $\ell$, will be allowed to increase with $n$.

III.2 Distribution-Free Bounds for Deleted and Holdout Estimates

Theorem 5 will establish a distribution-free bound on

$$P\{|\hat{L}_n - L'_n| \geq \epsilon\},$$

while Theorem 6 establishes a similar bound on
\( P\{ |L_n - L'_n| \geq \varepsilon \} \). We assume that \((X, \theta)\) and the data set \(D_n\) are as defined previously, and let \((X_0, \theta_0)\) be independent of \((X, \theta)\) and the data and distributed as \(F(x, \theta)\). The result given by Theorem 5 is similar in nature to a result of Rogers and Wagner [9] for deleted estimates in discrimination problems.

**Theorem 5:** Let \(\hat{\varepsilon}\) be a symmetric estimation rule which is local with parameter \(k\). Let \(L\) be a loss function which satisfies

\[
\sup_{\theta, \hat{\theta}} L(\theta, \hat{\theta}) = M < \infty
\]

(3.8)

Then

\[
P\{ |L_n - \hat{L}_n| \geq \varepsilon \} \leq \frac{M^2}{\varepsilon^2} \left[ \frac{1 + 6k}{n} - \frac{k^2}{n^2} - \frac{k^2}{(n-1)^2} \right]
\]

(3.9)

**Proof:** By Chebyshev's inequality,

\[
P\{ |L_n - \hat{L}_n| \geq \varepsilon \} \leq \frac{E(L_n - \hat{L}_n)^2}{\varepsilon^2}
\]

\[
= \frac{(EL_n^2 - 2EL_n \hat{L}_n + E\hat{L}_n^2)}{\varepsilon^2}
\]

(3.10)

Let \(\hat{\theta}, \hat{\theta}_0\), and \(\hat{\theta}_i\) be independent random vectors where \(\hat{\theta}\) has distribution \(\delta_{X, D_n}\), \(\hat{\theta}_0\) has distribution \(\delta_{X_0, D_n}\), and, for each \(i, 1 \leq i \leq n\), \(\hat{\theta}_i\) has distribution \(\delta_{X_i, D_n, i}\).

\[
E(L_n^2) = E[E^2(L(\theta, \hat{\theta})/D_n)]
\]

(3.11)

\[
= E[E(L(\theta, \hat{\theta})/D_n)E(L(\theta_0, \hat{\theta}_0)/D_n)]
\]

\[
= E[L(\theta, \hat{\theta})L(\theta_0, \hat{\theta}_0)]
\]

(3.12)
\[ E(L_n \hat L_n) = E\left\{ E(L(\theta, \hat \theta)/D_n) \right\} \frac{1}{n} \sum_{i=1}^{n} L(\theta_i, \hat \theta_i) \] (3.13)

\[ = \frac{1}{n} \sum_{i=1}^{n} E\left\{ E(L(\theta_i, \hat \theta_i)E(L(\theta, \hat \theta)/D_n) \right\} \]

\[ = \frac{1}{n} \sum_{i=1}^{n} E\left\{ E(L(\theta_i, \hat \theta_i)L(\theta, \hat \theta)/D_n) \right\} \]

\[ = E[L(\theta_1, \hat \theta_1)L(\theta, \hat \theta)]. \quad (3.14) \]

The last step above was made possible by the assumed symmetry of \( \delta \), which implies that

\[ E\left\{ E[L(\theta_i, \hat \theta_i)L(\theta, \hat \theta)/D_n] \right\} = E\left\{ E[L(\theta_j, \hat \theta_j)L(\theta, \hat \theta)/D_n] \right\} \]

(3.15)

for all \( i, j \). Finally,

\[ E(\hat L_n)^2 = \frac{1}{n^2} E \left[ \sum_{i=1}^{n} L^2(\theta_i, \hat \theta_i) + \sum_{i \neq j} L(\theta_i, \hat \theta_i)L(\theta_j, \hat \theta_j) \right] \]

\[ = \frac{1}{n^2} \left[ \sum_{i=1}^{n} E[L^2(\theta_i, \hat \theta_i)] + \sum_{i \neq j} E[L(\theta_i, \hat \theta_i)L(\theta_j, \hat \theta_j)] \right] \]

\[ = \frac{1}{n} \left( E[L^2(\theta_1, \hat \theta_1)] + (n-1)E[L(\theta_1, \hat \theta_1)L(\theta_2, \hat \theta_2)] \right). \quad (3.16) \]

where the last step is due to symmetry. Combining (3.12), (3.14), and (3.16) above, we have

\[ E(L_n - \hat L_n)^2 = E[L(\theta, \hat \theta)E(L(\theta_0, \hat \theta_0)] \]

\[ -2E[L(\theta_1, \hat \theta_1)L(\theta, \hat \theta)] \]

\[ + E[L(\theta_1, \hat \theta_1)L(\theta_2, \hat \theta_2)] \]

\[ + \frac{1}{n} \left\{ E[L^2(\theta_1, \hat \theta_1)] - E[L(\theta_1, \hat \theta_1)L(\theta_2, \hat \theta_2)] \right\}. \quad (3.17) \]
Let $D'_n = (X_0', \theta_0'), (X_2', \theta_2'), \ldots, (X_n', \theta_n')$ and let $\theta'$ and $\theta_0'$ be independent random vectors which are also independent of $\hat{\theta}$, $\hat{\theta}_0'$, and $\hat{\theta}_1$ conditioned on $X$, $(X_0', \theta_0')$, and $D_n$. Let $\theta'$ be distributed with $\delta_{X,D_n'}$ and $\theta_0'$ with $\delta_{X_0',D_{n,1}}$. Then it is not difficult to see that

$$E[L(\theta, \hat{\theta})L(\theta_0, \hat{\theta}_0')] - E[L(\theta, \hat{\theta})L(\theta_1, \hat{\theta}_1')]$$

$$= E[L(\theta, \hat{\theta})L(\theta_0, \hat{\theta}_0')] - E[L(\theta, \theta')L(\theta_0, \theta'_0)]. \quad (3.18)$$

Now, under the hypothesis that $X$, $(X_0', \theta_0')$, and $D_n$ are such that

$$\delta_{X,D_n} = \delta_{X,D_n'} \quad \text{and} \quad \delta_{X_0',D_n} = \delta_{X_0',D_{n,1}}, \quad (3.18)$$

is equal to zero since it is the expectation of the difference of two identically distributed random variables. Hence $E(L(\theta, \hat{\theta})L(\theta_0, \hat{\theta}_0')] - E[L(\theta, \theta')L(\theta_0, \theta'_0)]$ can be bounded from above by

$$M^2 E[I_{\delta_{X,D_n} \neq \delta_{X,D_n'}} + I_{\delta_{X_0',D_n} \neq \delta_{X_0',D_{n,1}}}]$$

$$= M^2 [P(\delta_{X,D_n} \neq \delta_{X,D_n'}) + P(\delta_{X_0',D_n} \neq \delta_{X_0',D_{n,1}})]. \quad (3.19)$$

Next, we let $D'_{n,1} = (X, \theta), (X_2, \theta_2), \ldots, (X_n, \theta_n)$, and let $\theta''$ and $\theta_1''$ be conditionally independent random vectors given $X$ and $D_n'$, and let $\theta''$ have distribution $\delta_{X,D_{n,2}}$ and $\theta_1''$ have distribution $\delta_{X_1,D_n'}$. Then, using the same techniques, we can show that

$$E[L(\theta_1, \hat{\theta}_1)L(\theta_2, \hat{\theta}_2)] - E[L(\theta, \hat{\theta})L(\theta_1, \hat{\theta}_1')]$$
\[ M^2 \left[ P[\delta_{X,D_n} \neq \delta_{X,D_n}'] + P[\delta_{X_1,D_n,1} \neq \delta_{X_1,D_n,1}'] \right]. \]  

(3.20)

The remaining term of (3.17) can be bounded as follows:

\[ \frac{1}{n} \left\{ E[L^2(\theta_1, \hat{\theta}_1) - L(\theta_1, \hat{\theta}_1)L(\theta_2, \hat{\theta}_2)] \right\} \leq M^2/n. \]  

(3.21)

Now, since \( \hat{\delta} \) is a local rule,

\[ P[\delta_{X,D_n} = \delta_{X,D_n}'] \geq \left( \frac{n-k}{n} \right)^2 \]  

(3.22)

since \( \delta_{X,D_n} \) is not changed if \( X_1 \) is not one of the nearest neighbors to \( X \) from \( D_n \), and \( X_0 \) is not closer to \( X \) than its \( k^{th} \)-nearest neighbor from \( D_n \). From (3.22),

\[ P[\delta_{X,D_n} \neq \delta_{X,D_n}'] \leq 1 - \left( \frac{n-k}{n} \right)^2. \]  

(3.23a)

Similarly,

\[ P[\delta_{X_0,D_n} \neq \delta_{X_0,D_n}'] \leq \frac{k}{n} \]  

(3.23b)

\[ P[\delta_{X,D_n} \neq \delta_{X,D_n,2}] \leq \frac{k}{n} \]  

(3.23c)

\[ P[\delta_{X_1,D_n,1} \neq \delta_{X_1,D_n,1}'] \leq 1 - \left( \frac{n-k-1}{n-1} \right)^2. \]  

(3.23d)

Combining (3.19), (3.20), (3.21), and (3.23), we arrive at the statement of the theorem.

For the holdout estimate, \( L_n' \), we have the following theorem.
Theorem 6: Let \( \delta \) be a symmetric estimation rule which is local with parameter \( k \). Let \( L \) be a loss function which satisfies

\[
\sup_{\theta, \hat{\theta}} L(\theta, \hat{\theta}) = M < \infty.
\]

Then

\[
P\{|L_n - L_n'| \geq \varepsilon\} \leq 2e^{-\frac{\varepsilon^2}{4M}} + \frac{2M}{\varepsilon} \left\{ 1 - \left(1 - \frac{k}{n}\right)^{\ell} \right\}
\]

where \( \ell \) is the number of samples held out.

Proof: Let \( L_{n-\ell} = E[L(\theta, \theta')/D_n] \), where \( \theta' \) is an independently chosen random vector with distribution \( \delta_{X, D_{n-\ell}} \) and

\[
D_{n-\ell} = (X_1, \theta_1), \ldots, (X_{n-\ell}, \theta_{n-\ell})
\]

Then,

\[
P\{|L_n - L_n'| \geq \varepsilon\} \leq P\{|L_n - L_{n-\ell}| \geq \varepsilon/2\} + P\{|L_{n-\ell} - L_n'| \geq \varepsilon/2\}.
\]

The first term on the right-hand side of (3.25) is bounded by Markov's inequality:

\[
P\{|L_n - L_{n-\ell}| \geq \varepsilon/2\} \leq \frac{2}{\varepsilon} E|L_n - L_{n-\ell}|
\]

\[
= \frac{2}{\varepsilon} E|E(L(\theta, \hat{\theta}) - L(\theta, \theta')/D_n)|.
\]

By the same argument used in the proof of Theorem 5, (3.26) can be bounded by
\[
\frac{2M}{\varepsilon} \mathbb{E}\left\{ I_{\{\delta_{X,D_n} \neq \delta_{X,D_{n-\ell}}\}} \right\} \\
= \frac{2M}{\varepsilon} \mathbb{P}\{ \delta_{X,D_n} \neq \delta_{X,D_{n-\ell}} \}.
\] (3.27)

For the second term,
\[
\mathbb{P}\left\{ \left| L_{n-\ell} - L_n' \right| \geq \frac{\varepsilon}{2} \right\} = \mathbb{P}\left\{ \left| L_{n-\ell} - \frac{1}{\ell} \sum_{i=0}^{\ell-1} L(\theta_{n-i}', \theta_{n-i}) \right| \geq \frac{\varepsilon}{2} \right\}.
\]

Note that for each \(i\),
\[
\mathbb{E}\left( L(\theta_{n-i}', \theta_{n-i}) / D_n \right) = L_{n-\ell}.
\]

Then, by Hoeffding's inequality [10],
\[
\mathbb{P}\left\{ \left| L_{n-\ell} - L_n' \right| \geq \frac{\varepsilon}{2} \right\} \leq 2e^{-\ell \varepsilon^2 / 4M}.
\] (3.28)

The inequality in (3.24) now follows from (3.25), (3.27), and (3.28).

For the k-local rules, \( \mathbb{P}\{ \delta_{X,D_n} \neq \delta_{X,D_{n-\ell}} \} \) is bounded by the probability that not all of the k-nearest neighbors to X are in the first \( n-\ell \) elements of \( D_n \). Hence
\[
\mathbb{P}\{ \hat{\delta}(n) \neq \hat{\delta}(n-\ell) \} = 1 - \frac{\binom{n-\ell}{k}}{\binom{n}{k}} \\
\leq 1 - \left( 1 - \frac{k}{n} \right)^\ell.
\]

This proves the theorem.
III.3 Remarks

Noting that both of the theorems in this chapter give bounds which depend on \( M = \sup_{\theta, \hat{\theta}} L(\theta, \hat{\theta}) \), some justification would appear to \( \theta, \hat{\theta} \)
be in order. Consider the following example. Let the observations \( X, X_1, \ldots, X_n \) take values in \( \mathbb{R} \), and let \( \Theta = [0, 1], \Theta' = [0, m] \) where \( m > 1 \). Suppose that \((X, \theta), (X_1, \theta_1), \ldots, (X_n, \theta_n)\) are independent and identically distributed on \( \mathbb{R} \times \Theta \) with distribution \( F(x, \theta) \). Also, suppose that \((X, \theta'), (X_1, \theta'_1), \ldots, (X_n, \theta'_n)\) are independent and identically distributed on \( \mathbb{R} \times \Theta' \) with distribution \( F(x, \theta/m) \). Let \( L(\theta, \hat{\theta}) \triangleq |\theta - \hat{\theta}| \) be the loss function for both parameter spaces. By this construction, it is not difficult to show that

\[
P(L_n \leq x) = P(L'_n \leq mx) \quad (3.27)
\]

and

\[
P(\hat{L}_n \leq x) = P(\hat{L}'_n \leq mx) \quad (3.28)
\]

where \( L_n \) and \( L'_n \) are associated with \( \mathbb{R} \times \Theta \) and \( L'_n \) and \( \hat{L}'_n \) are associated with \( \mathbb{R} \times \Theta' \). To see this, note that \( \mathbb{R} \times \Theta' \) is just \( \mathbb{R} \times \Theta \) with a scale factor added to \( \theta \). Let \( f \) be the obvious one-one mapping from \( \mathbb{R} \times \Theta \) onto \( \mathbb{R} \times \Theta' \).

Now, if \( P \) is the probability measure on \( \mathbb{R} \times \Theta \) corresponding to \( F \), and \( P' \) on \( \mathbb{R} \times \Theta' \) corresponds to \( F' \), then \( P(A) = P'(f(A)) \) for all measurable \( A \subset \mathbb{R} \times \Theta \). From this, and the fact that the same loss function is used on \( \Theta \) and \( \Theta' \), (3.27) and (3.28) follow easily. From (3.27) and (3.28)

\[
E(L_n - \hat{L}_n)^2 = \frac{1}{m^2} E(L'_n - \hat{L}'_n)^2 \quad (3.29)
\]
We can conclude that any distribution-free bound on \( E(L_n - \hat{L}_n)^2 \) must depend on \( M^2 \). Similarly, a bound on \( E|L_n - \hat{L}_n| \) must depend on \( M \), if it is to be distribution-free.

Finally, we note that if \( F(x, \theta) \) possesses atoms, there may be positive probability that more than one observation is at the same distance from \( X \) as its \( k^{th} \) -nearest neighbor. In order to preserve the local nature of the rule, it will be necessary to break the tie in distance in order to use only \( k \) neighbors in the estimate of \( \theta \). This may be done by generating a sequence of random variables \( Z_1, \ldots, Z_n \) which are independent and identically distributed uniformly on the interval \((0, 1)\). Ties in distance can then be broken by choosing from among those tied, the observation (or observations, if necessary) which has the smallest \( Z_i \) associated with it.

In cases where \( F(x, \theta) \) is known to be atomic, a reasonable estimation rule would attempt to use only observations which lie on the same atom as \( X \) in forming its estimate of \( \theta \). This is because the conditional distribution of the parameters associated with one atom may be totally distinct from the conditional distribution of the parameters associated with any other atom. It is still necessary to break ties in distance since more than \( k \) observations from the data may lie on the same atom as \( X \).
The bounds presented in Theorems 5 and 6 are limited in the sense that fairly large values of \( n \) are necessary to produce useful results, especially for the holdout estimate. The values of \( \ell_n \) which minimize the bound in Theorem 6 is a complicated function of \( n, \epsilon, m \) and \( k \), however the optimum value is generally near \( \sqrt{n} \). This implies that the best rate of decrease for the bound on the holdout estimate is on the order of \( 1/\sqrt{n} \). This is a factor of \( \sqrt{n} \) slower than the bound on the deleted estimate. On the other hand, the amount of computation required to obtain the holdout estimate with \( \ell_n = \sqrt{n} \) is a factor of \( 1/\sqrt{n} \) less than the computation required to obtain the deleted estimate. This suggests that the holdout estimate would only be practical in cases where the size of the data set is so large that the holdout bounds are useful and the deleted estimate is too costly.
IV. COMPUTER SIMULATION RESULTS

IV.1 Remarks Concerning the Experiments

The bounds established by Theorems 5 and 6 are, by their very nature, extremely general. While this generality is a virtue for reasons already mentioned, it also can be expected to result in rather loose bounds for a great many choices of the underlying distribution $F(x, \theta)$. In order to gain some feel for the performance of the deleted and holdout estimates in specific examples, some computer simulation experiments were performed.

The experiments are in the form of Monte Carlo studies, performed in the following fashion. For a particular distribution $F$, $n$ independent pseudo-random vectors $((X_1, \theta_1), \ldots, (X_n, \theta_n))$ were generated having that distribution. Based on the generated data, $L_n$ and its deleted and holdout estimates were computed and compared for $k = 1, 3, 5, 7$ and 9 nearest neighbor rules. This process was repeated 1200 times for various values of $n$. For certain values of $\varepsilon$, the relative frequency of the event $\{|L_n - \hat{L}_n| > \varepsilon\}$ was returned as an estimate of $P\{|L_n - \hat{L}_n| > \varepsilon\}$. The number of runs, 1200, was selected to guarantee that the estimates produced would be within .03 of the correct value 95% of the time.

The experiments were performed for three specific distributions. The first is actually a discrimination problem where $\theta$ takes only
the values 0 or 1 with equal probability. The conditional densities
\( f(x/\theta = 1) \) and \( f(x/\theta = 0) \) are the triangular densities for which Cover
and Hart calculated \( \text{EL}_n \) and its limit. This example is used predominantly
because Cover and Hart's results are quite well known. The second
example is also a discrimination problem. In this case, \( \theta \) again takes
values 0 and 1 with equal probability, but \( f(x/\theta) \) is now gaussian with
mean \( \hat{\theta} \) and variance 1. This example is included mainly for comparison
purposes with the third example, which is an estimation problem with
\( \theta \) uniformly distributed on the interval \([0, 1]\), while \( f(x/\theta) \) is again
gaussian with mean \( \theta \) and variance 1.

IV.2 Example 1: Discrimination with Triangular Densities

The triangular densities of Cover and Hart are shown in Fig. 1.

For these densities and the discrimination version of the single-nearest
neighbor rule, with the 0-1 loss function defined by

\[
L(\theta, \hat{\theta}) = \begin{cases} 
0, & \text{if } \theta = \hat{\theta} \\
1, & \text{otherwise},
\end{cases}
\]

they calculated

\[
\text{EL}_n = \frac{1}{\hat{\theta}} + \frac{1}{(n+1)(n+2)}
\]

and

\[
R^* = \frac{1}{\hat{\theta}}.
\]

In Table 1 we have shown the average value of \( L_n \) obtained for \( k = 1, 3, 5, \)
Figure 1. Conditional Densities for Example 1

Table 1. Experimentally Obtained Average Values of $L_n$ for Example 1

<table>
<thead>
<tr>
<th>n</th>
<th>20</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>k=1</td>
<td>.3364</td>
<td>.3337</td>
<td>.3337</td>
<td>.3331</td>
<td>.3335</td>
</tr>
<tr>
<td>k=3</td>
<td>.3055</td>
<td>.3010</td>
<td>.3001</td>
<td>.3002</td>
<td>.3000</td>
</tr>
<tr>
<td>k=5</td>
<td>.2936</td>
<td>.2867</td>
<td>.2858</td>
<td>.2853</td>
<td>.2860</td>
</tr>
<tr>
<td>k=7</td>
<td>.2911</td>
<td>.2783</td>
<td>.2777</td>
<td>.2773</td>
<td>.2778</td>
</tr>
<tr>
<td>k=9</td>
<td>.2933</td>
<td>.2736</td>
<td>.2726</td>
<td>.2722</td>
<td>.2728</td>
</tr>
</tbody>
</table>
7, and 9 nearest neighbors, and \( n = 20, 50, 100, 200, 400 \). Note that the average of \( L_n \) seems to approach its limiting value quite early.

If we let \( R(k) \) denote the limit of \( E L_n \) for the \( k \)-nearest neighbor rule, then Cover and Hart have shown, for discrimination problems,

\[
R^* \leq R(k) \leq (1 + 1/k)R^*
\]

(4.1)

Substituting the values of \( R^* \) and \( k \) used for Example 1 into (4.1) we have

\[
.25 \leq R(1) \leq .5
\]

(4.2a)

\[
.25 \leq R(3) \leq .333
\]

(4.2b)

\[
.25 \leq R(5) \leq .300
\]

(4.2c)

\[
.25 \leq R(7) \leq .286
\]

(4.2d)

\[
.25 \leq R(9) \leq .278
\]

(4.2e)

The values in Table 1 satisfy the bounds given by (4.2) quite easily.

In Figs. 2–6 we have shown, for the same values of \( k \), graphs of \( P\{ |L_n - \bar{L}_n| > \varepsilon \} \) versus \( n \) for \( \varepsilon = .025, .05, \) and .1. These graphs are for the deleted estimate. The curves for the various values of \( k \) exhibit somewhat similar behavior, decreasing quite slowly for the smaller values of \( \varepsilon \), and much more quickly for larger values.

The theoretical results of Rogers and Wagner for discrimination, and the results shown here in Chapter III for estimation, present bounds which deteriorate as \( k \) increases. The deterioration of the performance of the deleted estimate as \( k \) increases is not in evidence in Figs. 2–6,
Figure 2. Performance of the Deleted Estimate for Example 1, $k=1$
Figure 3. Performance of the Deleted Estimate for Example 1, k=3
Figure 4. Performance of the Deleted Estimate for Example 1, k=5
Figure 5. Performance of the Deleted Estimate for Example 1, $k=7$
Figure 6. Performance of the Deleted Estimate for Example 1, k=9
even for the case where \( k = 9 \) and \( n \) is twenty. The theoretical bounds are quite pessimistic for the example, as expected, since they are equal to one for all the values of \( k, n, \) and \( \varepsilon \) used. The deleted estimate performs well enough in this example to guarantee that the estimate will be within .05 of the true value of \( L_n \) approximately 93% of the time when the data contains 400 observations. The data in Table I indicates that the average value of \( L_n \) is close to its limiting value for a much smaller number of observations, indicating that the additional data necessary to insure the accuracy of \( \hat{L}_n \) may not yield significant improvement in \( L_n \).

IV.3 Example 2: Discrimination with Gaussian Densities

In this example \( \theta \) takes values 0 and 1 with equal probability, and \( f(x/\theta) \) is gaussian with mean \( \theta \) and variance 1. \( R^* \) for this example is .3096. Table 2 gives the average value of \( L_n \) obtained for \( k = 1, 3, 5, 7, \) and 9 nearest neighbors, and \( n = 20, 50, 100, 200, \) and 400. Once again, the average of \( L_n \) seems to be already quite close to its limit when \( n = 20 \). For this example, the bounds on \( R(k) \) are given by (4.3):

\[
\begin{align*}
.3096 \leq R(1) \leq .5 \\
.3096 \leq R(3) \leq .402 \\
.3096 \leq R(5) \leq .361 \\
.3096 \leq R(7) \leq .344 \\
.3096 \leq R(9) \leq .334 .
\end{align*}
\]

The data in Table 2 approaches these bounds closely.
Table 2. Experimentally Obtained Average Values of $L_n$ for Example 2

<table>
<thead>
<tr>
<th></th>
<th>n=20</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>k=1</td>
<td>.4036</td>
<td>.4001</td>
<td>.3987</td>
<td>.3980</td>
<td>.3981</td>
</tr>
<tr>
<td>k=3</td>
<td>.3820</td>
<td>.3720</td>
<td>.3692</td>
<td>.3683</td>
<td>.3680</td>
</tr>
<tr>
<td>k=5</td>
<td>.3722</td>
<td>.3586</td>
<td>.3541</td>
<td>.3536</td>
<td>.3531</td>
</tr>
<tr>
<td>k=7</td>
<td>.3683</td>
<td>.3505</td>
<td>.3456</td>
<td>.3444</td>
<td>.3445</td>
</tr>
<tr>
<td>k=9</td>
<td>.3730</td>
<td>.3451</td>
<td>.3403</td>
<td>.3386</td>
<td>.3387</td>
</tr>
</tbody>
</table>

In Figs. 7-11 we have shown, for the same values of k, graphs of $P[|L_n - \hat{L}_n| > \varepsilon]$ versus n for $\varepsilon = .05, .1, \text{and} .2$, where $\hat{L}_n$ is the deleted estimate. Figs. 13-17 show the same data for the holdout estimate. The behavior of the deleted estimate in this example is quite similar to Example 1, although the values for $\varepsilon$ have been adjusted upward slightly indicating the slightly more complex nature of this problem. In this example, increasing k shows some slight deterioration in the performance of the deleted estimate when n is small, but for larger values of n, increasing k actually seems to improve performance, if anything. A comparison of the curves for the holdout estimate with those for the deleted estimate reveals that much larger values of n are needed to achieve the same performance levels, as expected.

Figs. 12 and 18 show the average squared error of the deleted and holdout estimates, respectively, for the same values of n as before. The performance is so uniform in k that only one curve is shown in
Figure 7. Performance of the Deleted Estimate for Example 2, k=1
Figure 8. Performance of the Deleted Estimate for Example 2, $k=3$
Figure 9. Performance of the Deleted Estimate for Example 2, $k=5$
Figure 10. Performance of the Deleted Estimate for Example 2, $k=7$
Figure 11. Performance of the Deleted Estimate for Example 2, k=9
Figure 12. Average Squared Error of the Deleted Estimate for Example 2
Figure 13. Performance of the Holdout Estimate for Example 2, $k=1$
Figure 14. Performance of the Holdout Estimate for Example 2, $k=3$
Figure 15. Performance of the Holdout Estimate for Example 2, k=5
Figure 16. Performance of the Holdout Estimate for Example 2, $k=7$
Figure 17. Performance of the Holdout Estimate for Example 2, k=9
Figure 18. Average Squared Error of the Holdout Estimate for Example 2
Figs. 12 and 18. This curve represents all \( k = 1, 3, 5, 7, \) and 9 nearest neighbor rules. The rate of decrease for the deleted estimate is slightly faster than \( 1/n \) as predicted by Rogers and Wagner. Theorem 6 in Chapter III indicates that the rate of decrease for the squared error of the holdout estimate should be better than \( 1/\sqrt{n} \), which is the case in this example.

IV.4 Example 3: Estimation

In this example, \( \theta \) is uniformly distributed on the interval \([0, 1]\), while \( f(x/\theta) \) has a gaussian density with mean \( \theta \) and variance 1. The example can be considered a model of a system in which the observation \( X \) is simply \( \theta \) corrupted by zero mean gaussian noise. \( R^* \) was computed numerically for the squared-error loss function, and is approximately equal to .076913. The limiting values of \( L_n \) for \( k = 1, 3, 5, 7, \) and 9 are given by (4.4) in accordance with Theorem 3:

\[
\begin{align*}
R(1) &= .1538 \\
R(3) &= .1025 \\
R(5) &= .0923 \\
R(7) &= .0879 \\
R(9) &= .0855
\end{align*}
\]

Table 3 shows the average values of \( L_n \) for \( k = 1, 3, 5, 7 \) and 9, and \( n = 20, 50, 100, 200, 400 \). It is again apparent that \( EL_n \) approaches its limit fairly closely even for \( n = 20 \). The values for \( n = 400 \) are comparable
to the limits predicted by (4.4). Note that in this example the average risk for \( k = 1 \) is almost cut in half by the use of 9 neighbors for all the values of \( n \) shown.

<table>
<thead>
<tr>
<th></th>
<th>( n=20 )</th>
<th>( n=50 )</th>
<th>( n=100 )</th>
<th>( n=200 )</th>
<th>( n=400 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k=1 )</td>
<td>0.1550</td>
<td>0.1541</td>
<td>0.1539</td>
<td>0.1536</td>
<td>0.1535</td>
</tr>
<tr>
<td>( k=3 )</td>
<td>0.1031</td>
<td>0.1025</td>
<td>0.1023</td>
<td>0.1024</td>
<td>0.1024</td>
</tr>
<tr>
<td>( k=5 )</td>
<td>0.0932</td>
<td>0.0923</td>
<td>0.0921</td>
<td>0.0921</td>
<td>0.0922</td>
</tr>
<tr>
<td>( k=7 )</td>
<td>0.0892</td>
<td>0.0880</td>
<td>0.0877</td>
<td>0.0877</td>
<td>0.0878</td>
</tr>
<tr>
<td>( k=9 )</td>
<td>0.0873</td>
<td>0.0857</td>
<td>0.0853</td>
<td>0.0853</td>
<td>0.0853</td>
</tr>
</tbody>
</table>

Figs. 19-23 show \( P \{ |L_n \hat{-} L_n | > \epsilon \} \) for \( \epsilon = .01, .025, \) and \( .05 \), where \( \hat{L}_n \) is the deleted estimate. Figs. 25-29 show the same data for the holdout estimate. The curves are similar to those of the preceding examples, and the same comments apply, with the following exception.

The performance of the estimates improves markedly as \( k \) increases for all values of \( n \) and \( \epsilon \), for both the deleted and holdout estimates. This is in contrast to the deterioration in performance predicted by Theorems 5 and 6 for increasing \( k \). A partial explanation for this appears to be in the uniform distribution chosen for \( \theta \). For example, if we had chosen

\[
f(\theta) = \frac{1}{2} \left( \frac{1}{\sqrt{2\pi}} e^{-\theta^2/2\sigma^2} + \frac{1}{\sqrt{2\pi}} e^{-(\theta-1)^2/2\sigma^2} \right),
\]
Figure 19. Performance of the Deleted Estimate for Example 3, $k=1$
Figure 20. Performance of the Deleted Estimate for Example 3, k=3
Figure 21. Performance of the Deleted Estimate for Example 3, k=5
Figure 22. Performance of the Deleted Estimate for Example 3, k=7
Figure 23. Performance of the Deleted Estimate for Example 3, k=9
Figure 24. Average Squared Error of the Deleted Estimate for Example 3
Figure 25. Performance of the Holdout Estimate for Example 3, $k=1$
Figure 26. Performance of the Holdout Estimate for Example 3, k=3
Figure 27. Performance of the Holdout Estimate for Example 3, k=5
Figure 28. Performance of the Holdout Estimate for Example 3, $k=7$
Figure 29. Performance of the Holdout Estimate for Example 3, k=9
Figure 30. Average Squared Error of the Holdout Estimate for Example 3
then the performance of the estimates would be expected to approach that of Example 2 as \( \sigma \) becomes small.

Figs. 24 and 30 show the average squared error of the deleted and holdout estimates respectively, for the same values of \( n \) and \( \epsilon \). The curves are again similar to those of Example 2. Once again, the rate of decrease is approximately as predicted by Theorems 5 and 6, at \( 1/n \) for the deleted estimate and \( 1/\sqrt{n} \) for the holdout estimate.

IV.5 Conclusions

The conclusions to be drawn from these examples must be viewed in light of the fact that they are based on extremely limited evidence. However, the examples used are fairly general, and the behavior exhibited should carry over to many similar problems. These problems are characterized not so much by the distribution of \( \theta \), which is discrete in Example 2 and continuous in Examples 1 and 3, but by the smooth distribution of \( x \) given \( \theta \).

The most obvious suggestion made by these examples is that fairly large values or \( k \) can be used without risking a reduction in performance either of the rule or of the deleted or holdout estimates of the risk. In fact, for the estimation problem in Example 3, larger values of \( k \) not only improved \( L_n^1 \), but they also improved the deleted and holdout estimates. For Example 3, both \( L_n^1 \) and the estimate of \( L_n^1 \) were still improving with \( k = 9 \) in the case where \( n = 20 \).
We also note that in every case, the average value of $L_n$ was quite near its limiting value long before the deleted estimate was achieving acceptable performance levels. Although this does not indicate that $L_n$ itself is converging that rapidly, it does seem to offer some evidence that $L_n$ may be converging somewhat more rapidly than the error estimates. It may be possible to take advantage of this to improve the performance of the holdout estimate by holding out a larger portion of the data. In the examples above, $t = \sqrt{n}$ observations were used to compute the holdout estimate. In cases where $L_n$ converges quickly, $L_{n-t}$ will be close to $L_n$ for larger values of $t$. Since the holdout estimate is essentially an unbiased estimate of $L_{n-t}$, and the variance of the estimate declines with $t$, performance could be improved by increasing $t$.

Finally, we note that for each value of $k$, $n$, and $\epsilon$ used in all the above examples, the bounds given by Theorems 5 and 6 are equal to one, and so are extremely pessimistic, as expected. However, the rate of decrease of the average squared error is consistent with the rate of decrease of the theoretical bounds.
V. SUMMARY

An attempt has been made to identify the questions which are of genuine importance to a statistician who is interested in evaluating nonparametric estimation rules. It was pointed out that asymptotic performance is an important criterion in many cases, even though data sets are always finite in practical situations. Considering the reasons behind interest in asymptotic results, it appears that the important question in this area concerns what statements can be made about the performance of the rule as the size of a single data set is increased. The importance of estimating finite sample performance was discussed and the value of a distribution-free bound on the error of such estimates was indicated.

The asymptotic performance of various nearest neighbor rules and loss functions was analyzed, and the results concerning the convergence of the conditional risk are quite strong considering the simple nature of the rules and the minimal assumptions made concerning the problem structure. In addition, distribution-free bounds on the error of two different estimates of finite sample performance are derived for a class of estimation rules which include k-nearest neighbor rules. The distribution-free nature of these bounds indicates that they are undoubtedly not tight for many specific choices of the distribution.
function. For comparison purposes, a simulation study was carried out so that the bounds for a few specific distributions could be compared with the theoretical bounds.
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