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Abstract

An infinite-dimensional model is given for the generation of gyroscopic noise, which exhibits power spectral density proportional to \(1/f\) over a wide frequency range. The optimal filter is given for separating a statistically described signal from additive gyroscopic noise, using discrete-time observations. This filter is expressed as a discrete-time infinite-dimensional Kalman-Bucy filter, with an associated Riccati covariance operator equation. Sufficient conditions are specified such that this Kalman-Bucy filter will possess various desired properties.

1. Introduction

The gyroscope is an instrument used to detect angular movement. The problem of the removal from the gyro output signal of noise inherent to the gyroscope in a constant gravitational field is one which has received considerable attention in the literature. Sutherland and Gelb [1], for example, discuss an aided inertial guidance system, where periodic telescopic sightings are used along with gyro output to develop gyro error observations. The error observations are used as the input to a Kalman filter, which is used to estimate the gyro error at observation times. An estimate of the true angular position is then obtained by subtracting the estimated gyro error from the gyro output samples. Mehra and Bryson [2] discuss smoothing of the gyro output to obtain estimates of the input signal.

Gyroscopic noise has often been modeled as either a first-order Gauss-Markov process [3], or as a Gaussian random walk (integral of Gaussian white noise) [4,5]. However, recent studies performed at The Charles Stark Draper Laboratory [6] of the power spectral characteristics of the random noise associated with various gyroscopes indicate that gyro noise is often characterized by a \(1/f\) behavior in power spectral density over a wide frequency range. An explanation of the source of this noise in the magnetic materials of the gyroscope (e.g. the gyro float rebalance torquer) is proposed by Harris and Rosenzweig [7]. In Section 2 we discuss their findings and add others.

We present an infinite-dimensional state space model which generates noise with the power spectral properties of gyroscopic noise. We also discuss the possible relationship between magnetic disaccommodation and gyroscopic noise.

In Section 3 we introduce and solve the filtering problem to be treated in the paper. Using discrete-time observations, a statistically described gyro output signal (resulting from angular motion inputs to the gyroscope) is optimally separated from additive gyroscopic noise. Because observations are made at discrete times, we first determine a discrete-time infinite-dimensional linear system to generate samples of the gyroscopic noise, as modeled in continuous time in Section 2. The filtering problem can be solved as a conditional expectation filter in the case where the input signal is Gaussian (this solution being equivalent to the minimum variance linear estimator for non-Gaussian input signals). The resulting optimal filter is expressed as a discrete-time infinite-dimensional Kalman filter with an associated Riccati covariance operator equation. We note here that steady-state filtering of a random process with a \((1/2)\) power spectrum has been discussed by Moran [8]. However, the performance of Moran's filter degrades as \(\varepsilon \to 0\).

We indicate how theorems concerning Hilbert space Kalman filters and Riccati operator equations can be applied to the gyro noise filtering problem. By specifying conditions on the system generating the signal to be recovered, we are able to guarantee a number of desirable properties for the Kalman filter.

The optimal filter derived in Section 3 involves integrations over a free time constant parameter. In applications, these integrations must be implemented discretely. This discretization can be achieved by making a finite-dimensional approximation to the infinite-dimensional gyroscopic noise model. The optimal filter becomes an ordinary finite-dimensional discrete-time Kalman filter, with an associated matrix Riccati equation. It can be shown [9] that the mean-squared estimation error incurred in using the Kalman filter of the finite-dimensional approximate model can be made, through the use of a sufficient number of dimensions in the approximation, to approach the mean-squared estimation error associated with optimal filtering of gyroscopic noise.
The results found here for gyroscopic noise are applicable to any random process characterized by a white noise power spectral density of the form of (1/f)2, as given in Section 2. (1/f) spectra are found, for example, in semiconductor flicker noise and in the noise characterizing the frequency fluctuations of quartz crystal oscillators.

2. An Infinite-Dimensional Model For Gyroscopic Noise

Gyroscopic noise has often been modeled as either a first-order Gauss-Markov process [3], or as a Gaussian random walk (integral of Gaussian white noise) [4,5]. The Gaussian nature of the noise is inferred from histogram plots of gyro output. A linearized version on log-log scales of the power spectral density of a first-order Gauss-Markov process is shown in Figure 1. The random walk has a variance proportional to time, hence is nonstationary. Thus in a strict sense the power spectral density of a random walk process does not exist. When discrete samples of bandlimited white noise are generated by computer and summed (to resemble the integration of white noise), the resulting noise is found to be characterized by a (1/f2) power spectral density over the bandwidth of the original bandlimited white noise. (The power spectral density is found through evaluation of the squared magnitudes of the Fourier coefficients of the output signal.) For the following reasons we intuitively expect this result. The power spectral density, $S_\text{wh}(f)$, of the output of a time-invariant linear system (transfer functions $H(f)$) to an input signal of PSD (power spectral density) $S_\text{in}(f)$ is given by:

$$S_\text{out}(f) = S_\text{in}(f) \cdot |H(f)|^2$$

(1)

The transfer function of an integrator is proportional to (1/s), hence we would have:

$$|H(f)|^2 = \frac{1}{(2\pi f)^2} = \frac{1}{4\pi^2 f^2}$$

(2)

Bandlimited white noise has a PSD constant with frequency (over its band limits), so we would intuitively expect our approximation to random walk to have behavior proportional to (1/f2). The PSD resulting from the computer simulation described above is shown in Figure 2. Notice that both random processes discussed here exhibit (1/f2) behavior in PSD (slopes of -2 on log-log scales).

Recent studies performed at the Charles Stark Draper Laboratory [6] of the power spectral characteristics of the random noises associated with various gyroscopes indicate that gyro noise is often characterized by a (1/f) behavior in power spectral density. (The gyro is set up as an input rate integrator, with a binary torque relaxation loop. The units of PSD are (input rate)2/Hz.) A linearized graph of the observed form of gyro power spectral density is given in Figure 3. The (1/f) portion of this graph is primarily attributed to quantization noise due to the binary torque loop. This effect of quantization is currently under investigation. Power spectral analyses of separate record lengths of noise show the power spectral density to be constant in time, hence we will treat the gyro noise as stationary. An explanation of the source of this noise in the magnetic materials of the gyroscope (e.g. the gyro float reobligator) is proposed by Harris and Roepink [7]. In this section we shall discuss their findings and add others. We first discuss a model for magnetic relaxation (disaccommodation). This model is then used to develop an infinite-dimensional state space model for the generation of gyroscopic noise.

Examination of the literature on magnetic relaxation (e.g. Ref. [9]) indicates that the responses of iron to transients in applied magnetic field can be characterized as the impulse response of a continuum of first-order linear systems with a uniform volume density distribution of time constants. The term "uniform volume density distribution" is used here to mean a spatial distribution of systems such that each volume element contains many systems, and such that the systems in each volume element have time constants distributed according to the same probability density function. Each individual system is characterized by a transfer function of the form:

$$G(t) = \frac{T}{\tau_0 + T}$$

(3)

The probability density function of time constants $T$ is given by (see insert in Figure 4):

$$p_T(t) = \left\{ \begin{array}{ll} \frac{1}{(2N-1)T^2} & \text{for } T_1 \leq T \leq T_2 \\ 0 & \text{otherwise} \end{array} \right.$$  

(4)

We shall demonstrate that the above density function is effective in explaining the gyro noise PSD in addition to magnetic relaxation, which is observed when the gyro is operated in the presence of power supply transients. Incidentally, other possible density forms (for anelastic relaxation of strain in crystalline solids, a related phenomenon) are discussed by Novick and Berry [10].

The impulse response of each linear system (Eq. (3)) is given by:

$$h_T(t) = e^{-t/T}$$

(5)

The magnetic relaxation of the material is then characterized (see Ref. [9]) by the weighted integral of the impulse responses of the linear systems, with the time constant density of (Eq. 4):

$$n(t) = \frac{2}{\pi} \int_0^\infty \int_0^\infty \rho_T(t)h_T(t)dt$$

(6)

Substituting Eq. (4) and Eq. (5) into Eq. (6), we find that:

$$n(t) = \frac{2}{\pi} \int_0^\infty \frac{1}{(2N-1)T^2} \int_{T_1}^{T_2} (1/T) e^{-t/T}dt$$

(7)

changing variables, we obtain:

$$n(t) = \frac{2}{\pi} \int_0^\infty \frac{1}{(2N-1)T^2} \int_{T_1}^{T_2} (1/T) e^{-t/T}dt$$

(8)

where we have made the substitution:

$$y = t/T$$

(9)
Finally, we obtain:

\[ m(t) = \frac{1}{m(t_{i+1})} \left[ E_1(t_{i}/t) - E_1(t/t_{i}) \right] \]  

(10)

Where \( E_1(t) \) is the exponential integral, defined by:

\[ E_1(t) = \int_1^\infty \frac{e^{-t u}}{u} \, du \]  

(11)

We choose \( K \) to normalize \( m(t) \) to \( \psi(t) \), where we require for normalization that:

\[ \psi(0) = 1; \quad \psi(\infty) = 0 \]  

(12)

We find that:

\[ K = 1 \]  

(13)

Thus, the magnetic disaccommodation (relaxation) is normalized to:

\[ \psi(t) = \frac{1}{m(t_{i+1})} \left[ E_1(t_{i}/t) - E_1(t/t_{i}) \right] \]  

(14)

Graphs of \( \psi(t) \), for \( t_1 = 0.01 \), \( t_2 = 1.0 \), on linear-linear and log-log scales are found in Figures 4, 5, and 6, respectively. As discussed in Ref. (5), \( \psi(t) \), with proper choice of \( t_1 \) and \( t_2 \), often fits the time record of gyro output in the presence of power supply transients. Gyro output is the record of the torque applied by the magnetic gyro torque in order to keep the gyro pivot angle close to zero. For \( t \) between \( t_1 \) and \( t_2 \), \( \psi(t) \) is proportional to \( \psi(t_{i+1}) \), a familiar result in the study of magnetic relaxation (see Ref. (13)).

Incidentally, \( t_1 \) and \( t_2 \) may be estimated by observing the gyro output and using an analytic approximation (12) for \( \psi(t) \), for \( t \) between \( t_1 \) and \( t_2 \).

In summary, the time constant density given in Eq. (4) can be used to explain the deterministic gyro response to transients. The reader should be aware that we do not have empirical confirmation that the relaxation exhibited by gyro output in the presence of power supply transients is necessarily magnetic in origin. We can only suggest this as a possible source, and note that this mechanism is effective in explaining the observed power spectral characteristics of gyroscopic output noise, which we shall now discuss.

If a linear system (Eq. (3)) with time constant \( \gamma \) is fed by an input function \( w(t, \gamma) \) then its response, \( x(t, \gamma) \), is characterized by:

\[ E_{\psi}(x(t, \gamma)) = \sum \left[ \psi(\gamma) \delta_\psi (\gamma) \right] \]  

(15)

Let the input function of two variables, \( w(t, \gamma) \), to the systems be characterized by covariance:

\[ E\{e(t, \gamma) \} \]  

(16)

\[ w(t, \gamma) \] is formally a "two-dimensional white noise". The inputs to two systems with time constants \( \tau \) and \( \gamma \) are independent if \( \tau \neq \gamma \). Eq. (12) may be regarded as a state equation, where state \( x(t, \gamma) \) is a function of \( t \) and \( \gamma \). Gyroscopic noise is now modeled as the weighted integral of the outputs of the filters (where \( x(t, \gamma) \) is the output at time \( t \) of a filter with time constant \( \gamma \)), and is given by:

\[ g(t) = \int_0^t x(t, \gamma) p(t, \gamma) \, d\gamma \]  

(17)

In more rigorous form, Eq. (15), (16) and (17) are shorthand for:

\[ g(t) = \int_{t_1}^{t_2} \int_0^t p_1(t, \gamma) e^{-t/\gamma} \, d\gamma \, d\theta(t, \gamma) \]  

(18)

where the first integral, the initial condition propagation, is a Wiener integral and the second is a "two-dimensional Wiener integral", defined in Appendix A. In this appendix we also discuss the two-dimensional Wiener process \( B(t, \gamma) \) whose (formal) mixed double partial derivative is the two-dimensional white noise, \( w(t, \gamma) \), in Eq. (13).

Further, as discussed in Appendix A, normalization of \( g(t) \) so that the noise has unit variance requires:

\[ W = \int_{t_1}^{t_2} \int_0^t \frac{p(t, \gamma) e^{-t/\gamma} \, d\gamma \, d\theta(t, \gamma)}{1 + \frac{2\pi}{16} \left[ \frac{2\pi(t - \gamma)}{t_1 - t} \right] \tan^{-1} \left[ \frac{2\pi(t - \gamma)}{t_1 - t} \right] \]  

(20)

A graph of \( E_{\psi}(x) \) is plotted in Figure 7. Note that the \( 1/\gamma \) characteristic of gyro noise observed experimentally is inherent in the linearized version of this plot. The \( 1/\gamma \) section of Figure 3, the experimentally observed gyro noise, due to quantisation dominates over the \( 1/\gamma \) line of Figure 7 at high frequencies, masking that portion of the gyro noise. Further, it is felt that the low frequency breakpoint of Figure 7 corresponds to times longer than the record lengths normally employed for observations of gyro output, accounting for its absence from Figure 3 (see caption of Figure 2). Ongoing experiments at The Charles Stark Draper Laboratory with long record lengths of gyro output indicate that the power spectral density is flat at very low frequencies \((-1 \text{ cycle/month})\) for some of the gyroscopes being tested.

Henceforth, we shall use the term gyroscopic noise to refer to the stochastic process generated by our state space model. The gyroscopic noise is assumed to have started at \( (t = \infty) \), hence to be stationary at \( (t = 0) \).

Incidentally, alternative models, in terms of diffusion mechanisms, for stochastic processes with the power spectral characteristics of gyroscopic noise are discussed in Ref. (13) and (14). Another model, with a \( 1/\gamma \) power spectrum, is discussed in Ref. (15). Note however that because our gyro noise filter is a linear estimator only the second-order properties of the gyroscopic noise influence the filter mean-squared error.
sequence. Thus all mathematical models which generate stochastic processes with the same PDE as gyro noise (hence the same second-order properties as gyro noise) will yield the same optimal (minimum variance) filter. In the next section we formulate the problem and indicate how it can be solved in an infinite dimensional context.

3. Filtering and Properties of the Filter

Take $X, U$ real separable Hilbert spaces, $(\Omega, S, \mu)$ a probability space.

3.1 Separable Hilbert space-valued random variables

The reader is referred to [20] for more detailed exposition of this material.

$X \otimes \Omega$ is called an $X$-valued random variable (r.v.) if it is a weakly measurable map. The linear space of $X$-valued r.v.'s is denoted $\mathcal{H}(X, \mu, \Omega)$.

An $X$-valued stochastic process is a map $x(-): \Omega \rightarrow X$ if it is a weakly measurable map. The linear space of $X$-valued r.v.'s is denoted $\mathcal{H}(X, \mu, \Omega)$.

The reader is referred to [20] for more detailed exposition of this material.

3.2 Wiener Process

The $X$-valued stochastic process $W(t, u)$ is a Wiener process if (i) for finite collections $\{t_1, t_2, \ldots, t_n\} \subset \mathbb{R}$, $\{\omega(t_1), \omega(t_2), \ldots, \omega(t_n)\}$ is a family of real-valued Gaussian r.v.'s; (ii) $W(t, u)$ is second order for each $t \geq 0$ and there exists some nonnegative $Q \in \mathcal{L}(\mathbb{N})$ s.t.

$$E\{\omega(t_1, u) \omega(t_2, u)\} = \langle Q \delta(t_1 - t_2), \delta(u) \rangle$$

for some $\lambda_1, \lambda_2 \geq 0$ with $\sum \lambda_i = \infty$ some orthonormal sequence $\{\delta_i\}$ in $U$. We shall make use of the property that the Wiener process $W(t, u)$ has unique representation

$$W(t, u) = \sum_{n=1}^{\infty} \beta_n(t, u) \delta_n$$

(limit in $L^2[0, u, \mu]$)

with the $\beta_n(t, u)$'s independent real valued Wiener processes.

3.3 The Wiener Integral

Suppose $b: X \rightarrow \mathbb{R}$ is locally essentially bounded, measurable and that $B(t, u)$ is a real valued Wiener process. Then the Wiener integral

$$\int_0^T b(t, u) dW(t, u)$$

is defined in the usual manner as a limit in $L^2(\Omega, \mu, X)$ through a sequence of simple functions approximating $b(t, u)$ in $L^2(\Omega, \mu, X)$. For example, let $b(t, u) = \sum_{n=1}^{\infty} \beta_n(t, u) \delta_n$ as (1) $[\beta_n(t, u)]$ is locally essentially bounded, measurable (2) $t \rightarrow \beta_n(t, u)$ is measurable for each $n \in X$. The Wiener integral

$$\int_0^T b(t, u) dW(t, u)$$

is defined in this case as

$$\lim_{n \rightarrow \infty} \sum_{n=1}^{\infty} \int_0^T b(t, u) d\delta_n(t, u)$$

where each element in the sequence is evaluated as above. ($\delta_n$, $(t, u) \in \Omega, \mu, X$ as in Sec. 3.2) For $B(-)$ measurable w.r.t. the uniform operator topology this definition coincides essentially with that in (20), p. 180 et seq.). Notice that the Wiener Integral is defined modulo null-functions in $L^2(\Omega, \mu, X)$.

3.4 Infinite Dimensional Formulation of the Filtering Problem

We first show how equations (13) and (17) can be represented in the infinite-dimensional stochastic setting just described. Let $X = L^2(t_1, t_2, \mathbb{R})$ be the space of square-integrable functions with values in $\mathbb{R}$, and let $\langle \cdot, \cdot \rangle$ denote the natural scalar product on $X$. All random variables are considered with respect to some fixed complete probability space $(\Omega, \mathcal{A}, \mathbb{P})$.

Denote by $b(t) = w(-, t)$ the $X$-valued Wiener process with covariance operator $\mathcal{W}$ obtained from the two-dimensional Wiener process $W(t, u)$.

Consider $\Lambda: X \rightarrow X: \Lambda(t, u) = \frac{1}{\sqrt{2 \pi}} \mathcal{W}(t, u)$. This clearly is a bounded linear operator.

Let $y(t) = x(t, u)$ be an $X$-valued random variable, given as the solution of the integral equa-
where \( y_0 \) is an \( X \)-valued Gaussian random variable with zero mean and covariance operator \( \Sigma \). It is assumed that \( y_0 \) and \( \xi(t) \) are independent. It can be shown that (i) \( y(t) \) is a Gaussian random variable, (ii) \( E(y(t)) = 0 \) and (iii) writing \( A(t, \sigma) = \text{cov}(y(t), y(\sigma)) \), 
\[
  \langle A(t, \sigma) \rangle = \begin{cases} 
  \mathbb{E}^{A(t)} h_x A(t, \sigma) b_x^* & \text{if } h_x^* b_x \neq 0 \\
  0 & \text{if } h_x^* b_x = 0 
\end{cases}
\]

\( A^* \) denotes the adjoint of \( A \).

The output equation of the gyro noise model is

\[
  y(t) = \int_0^t p_\xi(t) x(t, \sigma) d\sigma \tag{21}
\]

where \( p_\xi(\cdot) \) is a bounded measurable function. The above defines a bounded linear operator \( C: X \rightarrow \mathcal{L}(\mathbb{R}) \)

(21) and (22) constitute the infinite dimensional representation of the gyro model. In practice, the gyro output is sampled. Then, doing a "sampled-data" approximation to (21) and (22) we obtain the discrete-time representation

\[
  y(n) = y_0 + C u(n) \tag{23}
\]

\[
  q(n) = \int_0^{\tau_2} p_\xi(t) u(t, n) d\tau \tag{24}
\]

where \( \tau_2 > 0 \) is the sample-time increment, and \( u(n) \) is an independent sequence of \( X \)-valued Gaussian random variables with covariance operator \( \Sigma \) (which can be calculated from \( \Sigma \) and the sampling data) \( y_0 \) and \( y(n) \) are assumed to be independent.

Now let a linear stochastic system be given by

\[
  a(n+1) = a(n) + Bu(n) \tag{25}
\]

\[
  p_\xi(n+1) = p_\xi(n) + B \Phi(n) \tag{26}
\]

where \( a(n) \) is a Gaussian \( \mathbb{R}^2 \)-valued random variable with mean \( a \) and covariance \( V \), \( u(n) \) is a "white" Gaussian sequence with mean zero and covariance \( Q \), \( \Phi \) and \( B \) are matrices of appropriate size and \( \Phi \) a vector.

The observation equation is

\[
  y(n) = p_\xi(n) + \Phi(n) \tag{27}
\]

where \( y(n) \) is a white Gaussian scalar sequence with zero mean and covariance \( \Sigma > 0 \).

\( p_\xi(n) \) is the ideal gyro noise output which needs to be estimated. In order to estimate \( y(n) \) we have to estimate \( a(n) \) and \( y(n) \). This filtering problem can now be solved using standard finite-dimensional filtering methods (see, for example, [31]). By duality arguments, it can be shown that this problem is equivalent to the following optimal control problem (in backward time)

\[
  \tilde{y}(t+1) = \tilde{y}(t) + \zeta(t) \quad t = 0, \ldots, 3, \ldots, n-1 \tag{28}
\]

with cost functional of the form

\[
  \min \left\{ \int_0^{t_n} \left[ \begin{array}{c}
  \iiota(t) \\
  \zeta(t)
\end{array} \right]^T \begin{bmatrix}
  R & 0 \\
  0 & Q
\end{bmatrix} \begin{bmatrix}
  \iiota(t) \\
  \zeta(t)
\end{bmatrix} dt + \phi(0) \right\} \tag{29}
\]

\( (\cdot, \cdot) \) denotes the natural scalar product on \( X \times \mathbb{R}^2 \).

In the above, \( \tilde{y}(t) = (y(t), a(t), \zeta(t)) \in X \times \mathbb{R}^2 \).

\[ u(t) = R \begin{bmatrix}
  \iiota(t) \\
  \zeta(t)
\end{bmatrix} \]

\( F: X = \mathbb{R}^2 \rightarrow X \times \mathbb{R}^2 \) is the bounded linear mapping

\[
  F(x) = (x, \iiota, \zeta) \quad \iiota, \zeta > 0
\]

\( G: \mathbb{R} \rightarrow X \times \mathbb{R}^2 \) is the bounded linear mapping

\[
  u = (p \cdot u, \zeta) \quad \text{where } p(\cdot) \text{ is bounded measurable and } \iiota, \zeta > 0
\]

\( ** \) is a symmetric positive semidefinite matrix, \( \sigma(t) > c > 0 \) is a bounded measurable function and \( a > 0 \) is a scalar.

What is of interest is the asymptotic behavior of this control problem (i.e., the asymptotic behavior of the filter).

We say that (28) is reachable if there exists an integer \( N \geq 0 \) and a constant \( 0 < a < 1 \) such that

\[
  \sum_{t=0}^{N} \sum_{\zeta} \zeta_1 \zeta_2 \geq a \cdot |a|^2 \quad \forall x \in X \times \mathbb{R}^2
\]

Let us check whether this is possible for the \( X \)-part of the system. We would require

\[
  \sum_{t=0}^{N} \sum_{\zeta} \zeta_1 \zeta_2 \geq a \cdot |a|^2 \quad \forall x \in X \times \mathbb{R}^2
\]

and \( \zeta \in L^2(\tau_1, \tau_2, \mathbb{R}) \) which is clearly impossible. The \( X \)-part of the system is therefore stable. Now

\[
  \sum_{t=0}^{N} \sum_{\zeta} \zeta_1 \zeta_2 \geq a \cdot |a|^2 \quad \forall x \in X \times \mathbb{R}^2
\]

Hence the mapping \( x(t) \rightarrow \sqrt{q(t)} x(t, \sigma) \) may be thought of as an observation equation for the \( X \)-part of the system. We say that the \( X \)-part of (28) with the above observation equation is observable if \( N \) integer \( a \geq 0 \) and a constant \( 0 < b < 1 \) such that

\[
  \sum_{t=0}^{N} \sum_{\zeta} |p(\zeta)|^2 \geq b \cdot |a|^2 \quad \forall x \in X.
\]

Since \( q(t) > c > 0 \) the \( X \)-part of the system is observable. We assume that \( a(n+1) = a(n) + b \cdot \phi(n) \) and \( \Phi(n) \) is stabilizable and \( \sum_{t=0}^{N} \Phi(n) \Phi(n)^T > 0 \) for some \( N \).
It then follows from the results of Hager and Noro-wits [22], on the asymptotic behavior of Discrete Hamburger Operator Equations, that the resulting filter is asymptotically stable. For the appropriate concepts of filter stability see the forthcoming paper by Vinter [23].

Appendix A

The Two-Dimensional Wiener Process

In this appendix, we discuss the two-dimensional Wiener process with covariance

\[ \mathbb{E}[\mathbf{B}(t,\tau)\mathbf{B}(s,\sigma)] = W \cdot \min(t,\tau) \cdot \min(t,\sigma) \]  

\[ (A-1) \]

Note that, formally, the mixed double partial derivative of this process will have the covariance of a two-dimensional white noise, because, formally:

\[ \mathbb{E}[\mathbf{B}(t,\tau)\mathbf{B}(s,\sigma)] = W \cdot \delta(t-s) \cdot \delta(\tau-\sigma) \]  

\[ (A-2) \]

and from Eq. (A-1) we have that:

\[ \mathbb{E}[\mathbf{B}(t,\tau)\mathbf{B}(s,\sigma)] = W \cdot \delta(t-s) \cdot \delta(\tau-\sigma) \]  

\[ (A-3) \]

Finally, we shall show that the model we have given for gyroscopic noise in Eq. (10):

\[ q(t) = \int_0^t p_d(\tau)e^{-t/\tau}d\mathbf{B}(\tau,0) + \int_0^t \int_0^\tau p_d(\tau)e^{-(t-\tau)/\tau}d\mathbf{B}(\tau,\sigma) \]  

\[ (A-4) \]

in fact yields the desired power spectral density (Eq. 20):

\[ S_{\mathbf{w}w}(\omega) = \frac{2}{\pi} \frac{1}{\mu_1 \mu_2} \frac{1}{\omega} \]  

\[ \cdot \tan^{-1} \left[ \frac{2\mu_1(\omega^2 - \mu_1^2)}{\omega^2 + \mu_1^2} \right] \]  

\[ (A-5) \]

Further details concerning the multivariate Wiener process and Wiener integral are discussed by Park [1].

We first show the existence of the two-dimensional Wiener process. The argument closely parallels that of J.N.C. Clark [17]. Choose two sets of complete orthonormal functions in \( L^2([0, \infty]) \); (where \( \cdot, \cdot \) is scalar product notation)

\[ (\varphi_1(t), \ldots, \varphi_s(t)) = \int_0^\infty \varphi_1(t)\varphi_j(t)dt = \]  

\[ \left\{ \begin{array}{cc} 0, & j \neq k, \\ 1, & j = k \end{array} \right\}, \quad j = 1, 2, \ldots \]  

\[ (0, 1), \]  

\[ (1, 1), \ldots \]  

\[ (A-7) \]

\[ \{ \varphi_k(t) \} \cdot \{ \varphi_j(t) \} = \int_0^\infty \varphi_k(t)\varphi_j(t)dt = \]  

\[ \left\{ \begin{array}{cc} 0, & j \neq k, \\ 1, & j = k \end{array} \right\}, \quad j = 1, 2, \ldots \]  

\[ (A-8) \]

(Note that \( \{ \varphi_k(t) \} \) and \( \{ \varphi_j(t) \} \) may be the same set of functions.) Next, define a sequence of doubly-indexed Gaussian random variables:

\[ \left\{ a_{ij} \right\} \quad E[a_{ij}a_{jm}] = W \cdot \delta_{im} \cdot \delta_{jq}, \]  

\[ (A-9) \]

where \( \delta_{im} \) is the Kronecker delta function, defined by

\[ \delta_{im} = \left\{ \begin{array}{cc} 0, & i \neq m, \\ 1, & i = m \end{array} \right\} \]  

\[ (A-10) \]

We now define a sequence of random processes \( \{ B^n(t,\tau) \} \). Each random process is a function of two variables, \( t \) and \( \tau \). The definition is given by:

\[ B^n(t,\tau) = \sum_{i=0}^N \sum_{j=0}^N a_{ij} \int_0^\tau \varphi_i(\gamma)\varphi_j(\tau)\mathrm{d}\gamma \]  

\[ (A-11) \]

Fix \( t \) and \( \tau \). We claim that \( \{ B^n(t,\tau) \} \) is a quadratic mean Cauchy convergent sequence of random variables. Observe that: (say \( N > M \))

\[ E[(B^n(t,\tau) - B^M(t,\tau))^2] = \]  

\[ E \left[ \sum_{i=0}^N \sum_{j=0}^M a_{ij} \int_0^\tau \varphi_i(\gamma)\varphi_j(\tau)\mathrm{d}\gamma \right] \]  

\[ \times \sum_{i=0}^N \sum_{j=0}^M a_{ij} \int_0^\tau \varphi_i(\gamma)\varphi_j(\tau)\mathrm{d}\gamma \]  

\[ (A-12) \]

By Eq. (A-9), we obtain:

\[ E[(B^n(t,\tau) - B^M(t,\tau))^2] = W \]  

\[ \left[ \sum_{i=0}^N \left( \int_0^\tau \varphi_i(\gamma)d\gamma \right)^2 \right] \left[ \sum_{i=0}^M \left( \int_0^\tau \varphi_i(\gamma)d\gamma \right)^2 \right] \]  

\[ (A-13) \]

Define the following function:

\[ 1_E(\gamma) = \left\{ \begin{array}{cc} 1, & 0 \leq \gamma \leq \epsilon, \\ 0, & \gamma > \epsilon \end{array} \right\} \]  

\[ (A-14) \]

We may now express Eq. (A-13) in dot product notation:

\[ E[(B^n(t,\tau) - B^M(t,\tau))^2] = \]  

\[ W \cdot \left[ \sum_{i=0}^N \left( c_{i1}T_x^2 \right)^2 \right] \left[ \sum_{i=0}^M \left( c_{i2}T_x^2 \right)^2 \right] \]  

\[ (A-15) \]
By the orthogonality of the sequences \( \{ \varphi_i(y) \} \) and \( \{ \varphi_i(h) \} \) we have that each factor on the right of Eq. (A-15) approaches zero as \( \alpha = \infty \). Thus \( \{ \rho_0(t,c) \} \) is a quadratic mean Cauchy convergent sequence of random variables. Call the limit \( \rho(t,c) \). We now demonstrate that \( \rho(t,c) \) has covariance as in Eq. (A-1):

\[
\rho(t,c) = \left[ \sum_{n=0}^{\infty} \frac{1}{n!} \frac{\delta^n}{\delta t^n} \left( \int_{-\infty}^{t} \varphi(t,c) \right) \right]
\]

(A-16)

By Parseval's theorem, we have that:

\[
\rho(t,c) = \left[ \sum_{n=0}^{\infty} \frac{1}{n!} \frac{\delta^n}{\delta t^n} \left( \int_{-\infty}^{t} \varphi(t,c) \right) \right]
\]

= \left[ \sum_{n=0}^{\infty} \frac{1}{n!} \frac{\delta^n}{\delta t^n} \left( \int_{-\infty}^{t} \varphi(t,c) \right) \right]

(A-17)

We have thus established the existence of the two-dimensional Wiener process.

We now wish to define a two-dimensional Wiener integral. We first develop an analog of the "orthogonal increment" property of Brownian motion. For a Brownian motion, \( \mu(t) \), it is well known (17) that:

\[
(\lambda(\cdot) \text{ denotes length})
\]

\[
\mathbb{E}[(\mu(t) - \mu(s)) (\varphi(q) - \varphi(r))] = \lambda(\{s(t) \cap [t,q] \})
\]

(A-18)

Define the following function, over a box \( \{(t_1,t_2) \times (t_3,t_4) \} \) in the first quadrant (no generality is lost by defining our process for \( \tau \geq 0, t \geq 0 \) of the \( R^2 \) plane:

\[
F(t_1,t_2,t_3,t_4) = \rho(t_2,t_4) - \rho(t_1,t_2) - \rho(t_3,t_4) + \rho(t_1,t_3)
\]

(A-19)

Note, incidentally, that if a deterministic function \( q(t,c) \epsilon C^2 \) had its mixed double partial derivative integrated over this domain, we would obtain:

\[
\int_{t_1}^{t_2} \int_{t_2}^{t_1} \int_{t_2}^{t_4} \int_{t_2}^{t_4} \partial q(t,c) \partial t dt = q(t_2,t_4) - q(t_2,t_1)
\]

\[
+ q(t_1,t_1) - q(t_1,t_4) + q(t_4,t_1)
\]

(A-20)

This can be taken as motivation for Eq. (A-19). It is easily seen, using only Eq. (A-17) that: (\( \lambda(\cdot) \) denotes area)

\[
\mathbb{E}[F(t_1,t_2,t_3,t_4) F(t_3,t_4,t_3,t_4)] = \lambda(\{t_1,t_2 \times \{t_3,t_4\} \} \cap \{t_3,t_4 \times \{t_1,t_1\} \})
\]

(A-21)

Equation (A-21) is the analog to Eq. (A-10). Using this property, we proceed, as Wong (17) does for a one-dimensional orthogonal increment process, to define the two-dimensional Wiener integral.

(1) If \( f = \mathbb{E}[a_1,a_2] \times \{b_1,b_2\} \), the indicator function of the rectangle \( \{a_1,a_2\} \times \{b_1,b_2\} \), we set:

\[
\int_{0}^{\infty} \int_{0}^{\infty} f(t,c) \rho(t,c) dt \rho(t,c) = \int_{0}^{\infty} \int_{0}^{\infty} f(a_1,a_2,b_1,b_2)
\]

(A-22)

(2) If \( f = \sum_{n=0}^{\infty} a_n \rho_n(t,c) \), with \( \rho_n(t,c) \) functions as in (1), we set:

\[
\int_{0}^{\infty} \int_{0}^{\infty} f(t,c) \rho(t,c) dt \rho(t,c) = \sum_{n=0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} f_n(t,c) \rho(t,c) dt \rho(t,c)
\]

(A-23)

The class of functions \( f(t,c) \) for which this is possible is \( L^2([0,\alpha] 	imes [0,\alpha]) \). In addition, as in the one-dimensional case in Wong (18), we find that:

\[
\mathbb{E} \left[ \int_{0}^{\infty} \int_{0}^{\infty} f(t,c) \rho(t,c) dt \rho(t,c) \right] = \int_{0}^{\infty} \int_{0}^{\infty} f(t,c) \rho(t,c) dt \rho(t,c)
\]

(A-24)

We shall make use of Eq. (A-24) in showing that our model for gyroscopic noise (Eq. (A-5)) yields the desired power spectral density (Eq. (A-6)). From Eq. (A-5) we have that (for \( \alpha > 0 \)):

\[
\mathbb{E} \left[ g(t) \rho(t,0) \right] = \left[ \int_{t}^{\infty} \rho(t,0) \right] dt + \int_{0}^{t} \int_{0}^{\infty} \rho(t,0) dt \rho(t,0)
\]

(A-25)

The process \( u(t,0) \) is an initial "t-axis-scaled" Brownian motion characterized by (analogy of Eq. (A-24) in one dimension (18):

\[
\mathbb{E} \left[ \int_{t}^{\infty} u(t) \rho(t,0) \right] = \left[ \int_{t}^{\infty} \rho(t,0) \right] dt + \int_{0}^{t} \int_{0}^{\infty} \rho(t,0) dt \rho(t,0)
\]

(A-26)
Also, we have that \( \mathbb{E}(T, 0) (\tau > 0, \alpha > 0) \) is independent of \( \mathbb{V}(T, 0) (\tau > 0) \). Thus we obtain from Eq. (A-25) that:

\[
\mathbb{E}[g(t)g(t-\alpha)] = e^{-\alpha/\tau} \int_{-\infty}^{\infty} p_d(t) e^{\alpha/\tau} h(t) dt
\]

Integrate in Eq. (A-27) to obtain

\[
\mathbb{E}[g(t)g(t-\alpha)] = e^{-\alpha/\tau} \int_{-\infty}^{\infty} p_d(t) e^{\alpha/\tau} h(t) dt
\]

Let \( \tau = \infty \) in Eq. (A-26) to obtain a stationary random process characterized by:

\[
\mathbb{E}[g(t)g(t-\alpha)] = \int_{-\infty}^{\infty} p_d(t) e^{\alpha/\tau} h(t) dt
\]

A Fourier transform of Eq. (A-29) yields:

\[
S_g(f) = \int_{-\infty}^{\infty} \left( \frac{2}{1+4\pi^2 f^2} \right) [p_d(t)]^2 dt
\]

Substituting Eq. (4) into Eq. (A-30) and using a normalization \( \mathbb{N} = 2\pi n(t_2-t_1) \) to give \( S_g(f) \) unit variance, we obtain:

\[
S_g(t) = \left( \frac{\pi}{n(t_2-t_1)} \right)^2 \left[ \frac{2\pi f}{1+4\pi^2 f^2} \right]^{1/2}
\]

Equation (A-31) is the power spectral density for the random process and two-dimensional Wiener integral can easily be extended to \( n \) dimensions.
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