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The role of charge exchange in generating anisotropy in the ring current during recovery phase inside the plasmapause is studied, in which the anisotropy evolves from an initially isotropic distribution. Other cases may be easily studied by shifting the time axis. When the anisotropy becomes large enough, the proton ring current just inside the plasmapause will emit ion electromagnetic cyclotron waves (which can cause SAR arcs by electron heating), with subsequent destruction of anisotropy in...
the wave-emission process. As long as finite-amplitude waves are present, gain and loss of anisotropy will be in rough equilibrium, and the pitch-angle distribution will no longer evolve as it would if only charge exchange were operating. The amount of energy lost to the waves is related to the charge-exchange loss rate with the aid of quasi-linear moment equations; it seems to be adequate to power SAR arcs. The role of heavy ions (\(\text{He}^+, \text{He}^{++}, \text{O}^+\)) is considered; generally, these ions tend to damp the proton-generated waves. This damping is quite sensitive to the very-low-energy (<1 keV) portion of the heavy-ion distribution function, but not to the thermal (~eV) component. If the heavy-ion fraction at beginning of recovery phase is \(\leq 0.2\), proton EMC waves will most likely not be generated by charge exchange beginning from initial isotropy.
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I. INTRODUCTION

In spite of many years of theoretical and experimental effort, there is still no convincing picture of ring current dynamics during geomagnetic storms. Even such mundane processes as charge exchange do not seem to play a simple, clear role. For example, the apparent agreement between observed ring-current decay and calculated charge-exchange lifetimes [Liemohn, 1961] as found by Swisher and Frank [1968] and Smith et al. [1975] has been challenged by Tinsley [1976] and by Lyons and Evans [1976], partly on the grounds that Liemohn's lifetimes are too long (in view of recent results on neutral hydrogen density) and partly on the grounds that pitch-angle distributions of low-energy ions do not behave in agreement with calculation. These authors conclude that, after a few hours of recovery phase, a large fraction of the ring current is He\(^+\) (which for \(E < 50\) keV has a longer charge-exchange lifetime than a proton of the same energy). The picture is further complicated by the discovery of energetic precipitating O\(^+\) ions apparently associated with the storm-time ring current [Shelley et al., 1974] which also have a long charge-exchange lifetime.

Charge exchange is an important source of anisotropy for ring-current protons. When this anisotropy becomes large enough, it leads to the generation of ion electromagnetic cyclotron (EMC) waves [Cornwall et al., 1970] which can cause further proton losses and possibly make SAR arcs by heating electrons [Cornwall et al., 1971]. In this paper we explore the interplay between the charge-exchange process, the rate at which energy and anisotropy is lost during the wave-emission process, and the influence of heavy ions on wave emission and absorption. Four major features emerge:

1. With the aid of simplifying (but realistic) assumptions, a convenient analytic expression for the wave growth rate as a function of time, of the
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parameters of the distribution function, and of the cold plasma density is
found, for the case of an initially isotropic distribution. During recovery
phase, as the cold plasma density increases, the maximum growth rate occurs
at a ratio of frequency $\omega$ to proton gyrofrequency $\Omega$ of $\omega/\Omega = 0.4$,
independent of time.

(2) The proton anisotropy $A$ grows (while the flux decays) to the point
where finite-amplitude ion-EMC waves are emitted, if the initial flux is
large enough. For some time thereafter, $A$ is roughly constant, because
there is near-balance between charge-exchange growth of $A$ and decrease of
$A$ by wave emission. During this phase, the anisotropy is roughly governed
by the well-known expression

$$E_R = \frac{B^2}{8\pi N} \frac{1}{A^2(1+A)}$$

(1.1)

where $E_R$ is the resonant parallel proton energy, $B$ the earth's field, and
$N$ the total plasma density. Relation (1.1) is fairly well satisfied ex-
perimentally [Williams and Lyons, 1974a]. The fact that the anisotropy ceases
to evolve after a certain time is an important consideration for comparing
observations with theory. Eventually $A$ begins to grow again, in order to
keep up the wave growth rate in the face of a decaying flux of ring-current
protons.

(3) The rate at which protons lose energy to the waves is governed by
the charge-exchange loss rate, when the only source of anisotropy is charge
exchange. At first sight this may seem somewhat surprising, in view of the
gross discrepancy between charge-exchange time scales and wave-growth time
scales. The simplest statement [Cornwall, 1975b] of this effect follows from
the single-particle emission picture put forward by Brice [1964]. A more
realistic treatment is based on the quasi-linear moment equations of Cornwall [1975a]. We show that sufficient energy is generated to power SAR arcs.

(4) If heavy ions (He\(^+\), He\(^{++}\), O\(^+\)) are initially isotropic, charge exchange will do little to change this during the first few proton lifetimes (except for He\(^{++}\) above ~ 10 keV). Consequently, these ions act to damp the proton-EMC waves, a heavy-ion fraction of 0.2 at beginning of recovery phase is enough to prevent wave growth altogether. This damping is quite sensitive to the very-low-energy (< 1 keV) part of the heavy-ion distribution function, which remains unmeasured. In this paper, we do not consider time scales so long that heavy ions have acquired large anisotropies by charge exchange.

A clear idea of the role of charge exchange in ring-current dynamics can only be gotten at the expense of ignoring other potentially important effects. For example, there are most likely additional sources of both proton flux and anisotropy (e.g., radial diffusion), and there is experimental evidence [Williams and Lyons, 1974a,b] that the plasmapause is a boundary inside or outside of which certain effects do not act. This evidence is that the pitch-angle distributions for \( E < 50 \) keV protons outside the plasmapause do not evolve into the sort of anisotropic distributions seen inside; rather, they become isotropic except for the loss cone (flat-topped). This could be because of an additional source (convection) or relatively weak pitch-angle diffusion mechanism, such as an electrostatic instability, which acts only outside the plasmapause. Or it could be, as Joselyn and Lyons [1976] point out, that \( E < 50 \) keV protons pick up their anisotropy as they are irradiated by ion-EMC waves generated off the equator by higher-energy protons, which are continually anisotropic. (We note that the required cyclotron-resonant energy of the higher-energy off-equatorial protons varies rather steeply with distance from the equator, roughly like \( \sin^{-2\theta} \), where \( \theta \) is the colatitude.) The fact
that we do not consider such effects here does not mean that we consider them unimportant; we omit them only for the sake of clarity.

Finally there are the questions of what the initial anisotropy of the low-energy ($E \leq 50$ keV) ring current is, at the beginning of recovery phase, and whether these initial distributions evolve consistent with charge exchange losses. The general impression from the $S^3$ data for the December 17-18, 1971 storm [Williams and Lyons, 1974a, b] is that it is reasonably isotropic inside the plasmasphere (although not really flat) and that the anisotropy grows some during recovery phase, except at energies below $\approx 10$ keV. (This latter effect has motivated Tinsley [1976] and Lyons and Evans [1976] to suggest that this part of the ring amount is largely $\text{He}^+$. ) However, there is by no means quantitative evidence that the ring current 10-50 keV evolves consistent with an initially flat distribution, with charge exchange as the only major effect, or that the total flux decay rate of the December 17-18 storm is consistent with charge exchange. We persist with our idealized scenario of initially flat pitch-angle distributions evolving according to charge exchange because: (a) To some extent, the effect of pre-existing anisotropies at the beginning of recovery phase can be modeled by shifting the time axis and renormalizing the growth rates; (b) it is important to know something about the theory of the mutual influence of charge exchange and wave emission on the pitch-angle distributions; and (c) whatever other effects act on the ring current, charge exchange is always there.
II. GROWTH RATES AS DETERMINED BY CHARGE EXCHANGE

A. Contributions from Protons

Because the magnetospheric hydrogen density is greatest at low altitudes, the charge-exchange loss rate \( \lambda(E, L, \alpha) \) is a function of equatorial pitch angle \( \alpha \), or of \( y = \sin \alpha \). It is reasonably well-fit by a power law:

\[
\lambda = \lambda_0(E, L) y^{-n}
\]

Liemohn [1961] first calculated \( \lambda \) for magnetospheric applications, and found \( n = 2 \). We agree with Tinsley [1976] that Liemohn’s values of \( \lambda \) are too small, because he used too small a value for the neutral hydrogen density. In fact, orbit-averaged neutral hydrogen densities calculated some time ago [Cornwall et al., 1965] are reasonably close to Tinsley’s values, and larger than Liemohn’s. The proton charge-exchange rates based on Cornwall et al. are shown in Fig. 1. A fit to Eq. (2.1) gives a value of \( n \) somewhat less than 2 (as already noted by Cornwall [1975a]), but throughout this paper we use \( n = 2 \) because it results in simple analytic expressions for the ion-EMC growth rate. Note that from Fig. 1 the time scale \( \lambda_0^{-1} \) for protons has a minimum value of \( \sim 4 \) hours at \( L = 3, E = 3-15 \) keV. The time scale is even less off the equator.

At \( t = 0 \) (beginning of recovery phase) we assume, in accordance with the scenario of Section I, that the protons of \( E \lesssim 50 \) keV near the plasma-sphere (which has shrunk to \( L \approx 3 \)) have an isotropic distribution function. An eyeball fit to smoothed-out data of Williams and Lyons is roughly exponential with an e-folding energy \( E_0 \) of \( \sim 15 \) keV at \( L = 3 \). The differential flux \( J \) evolves in time as
Figure 1. Proton charge exchange rate $\lambda_0$, for equatorially mirroring particles.
\[ J(E,y,L,t) = J_0(E,L) \exp\{-\lambda_0(E,L)t\} y^{-2} \]  
(2.2)

\[ J_0(E,L) = J_0(L) e^{-E/E_0} \]  
(2.3)

Let us calculate the growth rate \( \gamma \) of proton-EMC waves, normalized to the convective loss rate \( v_g/2\ell \), where \( v_g \) is the group velocity and \( \ell \) a length characteristic of the field line:

\[ \frac{2\gamma\ell}{v_g} = \left( \frac{2\ell}{v_g} \right) \frac{4\pi^3}{|k|} \left( \frac{e}{Mc} \right)^2 v_gV_p \]

\[ \times \int \frac{dE \, dy \, \delta(y-y_0)}{-f + \frac{1}{2} \left( \frac{\Omega}{\omega} - 1 \right) y \frac{\partial f}{\partial y}}. \]  
(2.4)

Here \( V_p \) is the phase velocity, \( M \) the proton mass, and

\[ y_0 = \left[ 1 - \left( \frac{\Omega - \omega}{\kappa v} \right)^2 \right]^{1/2} = \left[ 1 - \frac{E_m}{E} \left( \frac{1-x}{x^2} \right)^3 \right]^{1/2} \]  
(2.5)

with \( E_m = B^2/8\pi N \) as the magnetic energy per particle. The distribution function \( f \) is related to \( J \) by \( f = M^2(2E)^{-1}J \). Using this, (2.2) and (2.3) in (2.4) yields

\[ \frac{2\gamma\ell}{v_g} = \frac{\pi^2\varepsilon\omega}{N} \left( \frac{1-x}{x} \right) \int_{E_C}^{\infty} \frac{dE}{E} J_0(L) \left[ -1 + \left( \frac{1-x}{xy_o^2} \right) \lambda_0 t \right] \]

\[ \times \exp(-E/E_0 - y_o^{-2} \lambda_0 t) \]  
(2.6)

where \( E_C = E_m(1-x)^3x^{-2} \), \( y_o^2 = 1-(E_C/E) \).

As \( t \) increases, the anisotropy factor (in square brackets) increases, while the current decreases exponentially. Therefore \( 2\gamma\ell v_g^{-1} \) has a maximum; for finite-amplitude ion-EMC waves to occur, this maximum must be greater
than unity. The integral in (2.6) is manageable if we approximate $\lambda_0$ by a constant independent of $E$ (but depending on $L$); Fig. 1 shows that this is reasonable for $E \leq 30$ keV. We then find, as shown in the Appendix,

$$\frac{2\gamma t}{V_G} = \frac{J_0(L) \pi^2 \xi M_0}{N} \left( \frac{1-x}{x} \right) \exp\{-\lambda_0 t - E_c/E_0\} \left[ 2\lambda_0 t \left( \frac{1-x}{x} \right) K_0(z) - Q(a,z) \right]$$

(2.7)

$$z = 2 \left( \frac{\lambda_0 te_c}{E_0} \right)^{1/2}, \quad a = \left( \frac{E_c}{\lambda_0 t E_0} \right)^{1/2} = \frac{z}{2\lambda_0 t}$$

(2.8)

$K_0(z)$ is a Hankel function of imaginary argument. The closely-related function $Q$ is non-standard, but easy to handle. It is described in detail in the Appendix, where it is shown that

$$Q(a,z) + Q(a^{-1},z) = 2K_0(z)$$

(2.9)

$$Q(0,z) = 2K_0(z); \quad Q(1,z) = K_0(z)$$

(2.10)

Furthermore, $Q$ is a positive decreasing function of $a$ for $0 < a < \infty$, all $z$, thus bounded by 0 and $2K_0(z)$. A simple approximation to $Q(a,z)$ which satisfies (2.9) and (2.10) is

$$Q(a,z) \approx \frac{2K_0(z)}{1+a}.$$

(2.11)

Although strictly speaking the derivation of (2.11) is only valid for large $z$, (2.11) can be used with acceptable accuracy (-15%) down to $z = 0.1$, and is accurate to $\leq 3\%$ for $z = 1$. Substitute (2.11) into (2.7) to find the normalized growth rate.
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The first term in square brackets, proportional to \( t \), represents the buildup of anisotropy from charge exchange. The term \( \exp(-\lambda_0 t) \) shows the decay of the total flux. The interaction of the two terms lends to a growth rate \( \gamma \) which builds up and then decays.

It seems natural, by comparison with the growth-rate formula for a bi-Maxwellian or for a distribution function of the form \( y^2 f(E) \), to identify the anisotropy from (2.12) as

\[
A_{\text{eff}} = \lambda_0 t (1 + a) = \lambda_0 t + \frac{1}{2} z .
\]

However, (2.13) is both frequency-dependent and dependent on \( E_m/E_0 \). In Section III, we use another definition of the anisotropy \( A \), which is adapted to the quasi-linear moment equations [Cornwall, 1975a], and which is independent of \( x \) and \( E_m/E_0 \). One may remove the frequency dependence in (2.13) by evaluating the right-hand side at the frequency \( \bar{x} \) at which the growth rate is maximum; the corresponding \( \bar{A}_{\text{eff}} \) depends only slightly on \( E_m/E_0 \). (This is because \( \bar{x} \) is not far removed from that value of \( x \) which makes \( E_c = E_0 \); by the definition (2.8) of \( z \), it follows that \( \bar{A}_{\text{eff}} \) depends mostly on \( \lambda_0 t \). \( \bar{A}_{\text{eff}} \) does not quite agree with \( A \) as defined in Section III, but the maximum difference is \( < 0.18 \) over the physically interesting range of variation of other parameters. The reasonable agreement of these two definitions is a signal that the quasi-linear moment equations more or less fairly represent the physics of a ring current decaying by charge exchange and emitting ion-EMC waves.
We now distinguish two different physical circumstances under which (2.12) might be used: (1) \( N \) is constant in time; (2) \( N \) increases with time. Case (1) is appropriate to protons well inside the plasmapause, while case (2) is appropriate to protons just inside or outside the plasmasphere, as it refills and expands during recovery phase. For simplicity we suppose that \( N \) grows linearly with \( t \), from an initial value of zero:

\[
N = \dot{N}t, \quad \dot{N} = \text{const.} \tag{2.14}
\]

Observe that, from (2.8) and the expression for \( E_c \), \( z \) is constant in time (at fixed \( x \)) for case (2), and \( a \) decreases like \( t^{-1} \).

In Fig. 2, we plot the expression

\[
\tilde{\gamma} = \frac{(1-x)}{x} K_0(z) \left[ \lambda_0 t \left( \frac{1-x}{x} \right) - \frac{1}{1+a} \right] \exp\left\{ -\lambda_0 t - E_c/E_0 \right\} \tag{2.15}
\]

for the special case \( E_m/E_0 = 0.21 \) (e.g. \( L = 3 \), \( E_0 = 15 \text{ keV} \), \( N = 10^3 \)). The normalized growth rate \( 2\gamma \tilde{v}_G^{-1} \) is, by (2.12),

\[
\frac{2\gamma \tilde{v}_G}{v_G} = \frac{2\eta^2 e^2 M m}{N} J_0(L) \tilde{\gamma} \tag{2.16}
\]

\[
= 4 \left( \frac{3}{L} \right)^2 \left( \frac{10^3}{N} \right) \left( J_0(L) \times 10^{-6} \right) \tilde{\gamma} \tag{2.17}
\]

where \( N \) is in units of \( \text{cm}^{-3} \), \( J_0(L) \) in units of \( (\text{keV cm}^2 \text{ sec ster})^{-1} \), and \( \ell = LR_e \), with \( R_e \) = one earth radius. According to Williams and Lyons' data, \( J_0(L) \) is typically in the range \( 10^6 \text{ to } 10^7 \). Fig. 2 is useful for calculating the growth rate in case (1).

In Fig. 3, we plot the expression \( \tilde{\gamma}(\lambda_0 t)^{-1} \), useful for calculating the growth rate in case (2), for the special case \( \lambda_0 t E_m/E_0 = 0.21 \) (e.g.
Figure 2. Growth rate divided by group velocity (unnormalized), for case I (N = constant), $E_m/E_o = 0.21$. To normalize, see Eq. (2.17).
L = 4, \dot{N} = 10^{3} \text{ cm}^{-3} \text{ day}^{-1}). \ In this case, the normalized growth rate is

$$\frac{2 \gamma \ell}{V_{G}} = \frac{2 \pi^{2} e^{2} m_{e} \lambda_{0}}{\dot{N}} J_{0}(L) \frac{\tilde{\gamma}}{\lambda_{0} t} \quad (2.18)$$

$$= 4 \left( \frac{3}{L} \right)^{2} \left( \frac{10^{3} \lambda_{0}}{\dot{N}} \right) (J_{0}(L) \times 10^{-6}) \frac{\tilde{\gamma}}{\lambda_{0} t} \quad (2.19)$$

Figs. 2 and 3 show a rather similar change with time of the maximum growth rate; the main difference is that for case (1) the maximum goes to increasingly large values of \(x\), while for case (2) maximum growth occurs at \(x = 0.35\).

When numerical values for \(J_{0}(L)\) fit to the December 17-18 storm are used in (2.17) and (2.19), they reveal that \(2 \gamma \ell \mathcal{V}_{G}^{-1}\) exceeds unity for a period ranging up to \(3 \lambda_{0}^{-1}\), or three charge exchange lifetimes. This is roughly the period of time in which proton EMC waves can be emitted by an initially flat distribution, although important modifications to the growth rate from heavy-ion damping and from anisotropy from wave emission will shorten this time.

It is most important to note that the formulas and figures of this Section are not applicable once \(2 \gamma \ell \mathcal{V}_{G}^{-1}\) exceeds unity. As we discuss in Section III, the anisotropy becomes locked and ceases to evolve once ion-EMC waves are emitted.

Even when the initial distribution is not isotropic, the formulas of this Section can be used for case (1) to the extent that the initial anisotropy can be fit to the charge exchange law (2.2) for some value of \(t\), say \(t = t_{0}\). It is only necessary to shift the time axis backward by an amount \(t_{0}\), and to remember that \(J_{0}(L)\) no longer has the significance of the initial perpendicular flux at the equator. In case (2), it is necessary also
Figure 3. Growth rate divided by group velocity and time (unnormalized), for case II ($N$ proportional to $t$), $\lambda_0 t E_m/E_0 = 0.21$. To normalize, see Eq. (2.19).
to assume that the initial plasma density is not zero, but rather \( \dot{N}_0 t_0 \).
Normally this has little effect on the final growth-rate formulas, for \( t \gg t_0 \).

B. Contributions from Heavy Ions

Let us calculate the contribution to \( 2y \xi \nu G^{-1} \) coming from heavy ions, specifically \( \text{He}^+ \), within the spirit of the same approximations that went into (2.12). It is no longer true that \( \lambda_0(L,E) \) is roughly constant over the low-energy range; a much better approximation is that \( \lambda_0 \) is linear in energy. For \( \text{He}^+ \), a suitable fit to \( \lambda_0 \) is:

\[
\lambda_0^{\text{He}}(L,E) = \lambda_0(L)E; \quad \lambda_0(L) = \frac{\lambda_0(L)}{250 \text{ keV}}.
\]

In (2.20), \( \lambda_0(L) \) is the proton charge-exchange rate, assumed independent of energy for \( 3 < E < 30 \text{ keV} \). Above 30 keV, the proton charge-exchange rate falls sharply, and \( \lambda_0(\text{He}) = \lambda_0(p) \) at \( E = 50 \text{ keV} \). Eq. (2.20) is valid up to about this energy.

For \( \text{He}^+ \) ions, the fundamental rate formulas (2.4)-(2.6) become

\[
\frac{2y \xi \nu G}{\nu_G} = \frac{n^2 \xi M_N}{N} \int \frac{dE}{E} \left[ -J + \frac{1}{2} \left( \frac{\Omega(\text{He})}{\omega} - 1 \right) y \frac{\partial y}{\partial y} \right] y=y_0'.
\]

\[
y_0' = \left\{ 1 - \frac{E_m}{E} \left[ \frac{1-x}{x^2} \right] \left( x - \frac{\Omega(\text{He})}{\Omega} \right)^2 \right\}^{1/2} \quad (2.22)
\]

\[
E_c' = E_m \left( \frac{1-x}{x^2} \right) \left( x - \frac{\Omega(\text{He})}{\Omega} \right)^2 \quad (2.23)
\]
where, as before, \( x = \omega / \Omega \), \( M \) the proton mass, and \( \Omega \) is the proton gyrofrequency. We assume that the helium ions are not present in sufficient numbers to modify the phase or group velocity appreciably.

Note that for \( x = 1/4 \), \( E'_c / E_c \) is much smaller than the corresponding value \( E_c \) for protons. For \( x = 0.35 \), the frequency of maximum growth as shown in Fig. 3, \( E'_c / E_c = 0.02 \). Since the integral over \( E \) in (2.21) runs down to \( E'_c \), the \( \text{He}^+ \) distribution function \((-J/E)\) is probed at very low energies, hundreds of eV or less. This is also so if the ions are \( \text{He}^{++} \), but the corresponding ratio \( E'_c / E_c \) for \( \text{He}^+ \) is not as small by nearly an order of magnitude. Even with a positive anisotropy, heavy ions yield a negative contribution to \( \gamma \) as long as \( \omega > \Omega(\text{ion}) \). A positive heavy-ion contribution to \( \gamma \) is possible for \( \omega < \Omega(\text{ion}) \), if the heavy-ion anisotropy is large enough. For \( \text{He}^+ \), charge exchange probably does not contribute dominantly to this anisotropy, since a typical \( \text{He}^+ \) charge-exchange time scale is ~60 hours at the equator at \( L = 3 \). (It is about one day for \( \text{O}^+ \) at the same place.)

If we were to calculate the heavy-ion contribution to \( \gamma \) using \( J'(L,E) = J'_0(L) \frac{E}{E'_0} \), and (2.20) for \( \lambda'_0(\text{ion}) \), a formula similar to (2.12) would emerge. However, this formula would be logarithmically singular at \( E'_c = 0 \), reflecting the \( E^{-1} \) singularity in the heavy-ion distribution function \( f \sim J/E \). This is no problem for protons, where \( E_c \) can never become too small, but the singularity in \( f \) must be removed for the heavy ions. Let us (in the absence of very-low-energy measurements) assume the \( \text{He}^+ \) current \( J' \) to be, at \( t = 0 \):

\[
J'(L,E,t=0) = J'_0(L) \frac{E}{E'_0} \frac{E}{E'_0} e^{-E/E'_0}.
\]

(2.24)
This Maxwellian phase-space distribution function may be used either for the thermal component or for the ring-current component (in which case presumably $E'_C = E'_0$). In analogy with the calculation of (2.12), we find, using (2.20)-(2.24)

$$\frac{2\gamma e}{v_G}_{\text{He}^+} = \frac{\pi^2 e^2 \Omega}{N} \left( \frac{1-x}{x} \right) J_0(L) \exp(-\lambda t E'_C / E'_1) \left( \frac{E'_1}{E'_0} \right)$$

$$\times \left\{ -K_1(z') + \left[ \frac{0.25-x}{x} \right] \left[ \frac{\lambda t}{a^2} K_2(z') + \lambda t K_1(z') + \frac{z'}{2} K_0(z') \right] \right\}$$

(2.25)

where the $K_1(z)$ are Hankel functions of imaginary argument. In (2.25), the following parameters appear:

$$\lambda = \lambda_0 E'_C, \quad z' = 2 \left( \frac{\lambda t E'_C}{E'_1} \right)^{1/2}, \quad a' = \frac{z'}{2\lambda t},$$

$$E'_1 = E'_0 \left[ 1 + \lambda_0 t \left( \frac{E'_0}{E'_C} \right) \right]^{-1}.$$  \hspace{1cm} (2.26)

This expression is well-behaved at $E'_C = 0$; it is worth noting that the heavy-ion contribution to the growth rate does not decrease exponentially at $E'_C = 0$.

First, consider the contribution of ring-current (> keV) $\text{He}^+$ ions. For all practical purposes, we may set $E'_C = 0$ in (2.25), and ignore the terms in square brackets; this approximation breaks down only after many proton charge-exchange lifetimes or for very small $x$. Then we find

$$\frac{2\gamma e}{v_G}_{\text{He}^+} = \frac{\pi^2 e^2 \Omega}{N} \left( \frac{1-x}{x} \right) \left[ 1 + \lambda_0 t E'_0 \right]^{-1} J_0(L).$$  \hspace{1cm} (2.27)
Then let us take $E' = E_0 = 15$ keV. The term in square brackets is nearly equal to unity for many proton lifetimes. Finally, let us take the $He^+$ flux at $E = E_0$ and at $t = 0$ to be constant fraction of the proton flux for all $L$, that is, $J'_0(L) = \zeta J_0(L)$. A very simple modification to the growth-rate formula (2.15) emerges: simply subtract $\frac{1}{2} \zeta \left( \frac{1-x}{x} \right)$ from the right-hand side of this expression for $\gamma$. This may be done directly on Figs. 2, 3. Since $\zeta$ might range from 0.05 to 0.2, this can be a very significant negative contribution to the growth rate. In fact, if $\zeta \geq 0.2$, $2x\gamma y^{-1}$ will never exceed unity, and proton EMC waves will not be generated.

For $O^+$, the charge-exchange rate is also rather small, about an order of magnitude less than that for protons. We may roughly incorporate the effect of $O^+$ ions by taking $\zeta$ to be the ratio $(He^+ + O^+)/p$.

For $He^{++}$, the situation is somewhat different. Between 10 and 30 keV, the charge-exchange rate for $He^{++} + He^+$ is comparable to the proton charge-exchange rate. The $He^{++}$ contribution is, crudely speaking, given by (2.12) except that inside the square brackets $1-x$ is replaced by $0.5-x$, and $E_c$ is found from (2.23) using $\bar{\Omega}(He^{++})/\bar{\Omega} = 0.5$; the values of $a, z$ from (2.8) are correspondingly modified. In contrast to $He^+$, the $He^{++}/p$ ratio (at least from 10 to 30 keV) is roughly constant in time. With $\zeta(He^{++}) \sim 0.05$ to 0.2, these ions contribute modestly to growth for $x = 0.35$, when $\lambda_0 t \geq 2$, but their main effect is to build up the $He^+$ population. This can be accounted for by letting $\zeta(He^+)$ be time-dependent.

As for the thermal heavy-ion contribution, it is negligible, since $E'_c \gg E'_0$ for all practical purposes.
III. COUPLED CHARGE-EXCHANGE AND ION-EMC EMISSION EFFECTS

To understand this Section, the reader will have to shift mental gears from Section II, where growth rates was calculated without considering the effect of wave emission on the distribution function f. The point is that f will become more anisotropic, thus increasing \( \gamma \) according to (2.12) only up to the time where \( R = 2\gamma v^{-1} \) reaches unity. Let us call this time \( t_1 \). After \( t_1 \), finite-amplitude ion-EMC waves are emitted, and it is well-known that a necessary condition for wave-particle equilibrium is \( R = 1 \) for those frequencies at which finite-amplitude waves are present [Cornwall, 1966, 1975a; Kennel and Petschek, 1966]. (Note: \( R = 1 \) is only appropriate if there is no heavy-ion damping of the waves as they pass through the ring current. If the heavy-ion damping rate is \( \gamma_{He} \), \( R = 1 \) should be replaced by the larger value \( R = 1 + 2\gamma_{He} v^{-1} \). This qualification should be kept in mind whenever we discuss the condition \( R = 1 \).) For conditions appropriate to the December 17-18 storm, Figs. 2 and 3 and Eqs. (2.17) and (2.19) suggest that \( A_0 t_1 \) can be as small as 0.2, which corresponds to fairly small values of the anisotropy (to be defined below).

The constancy of \( R \) in time for \( t > t_1 \) is achieved through a balance of the rates of change of the shape of the distribution function in \( y \), of the cold plasma density, the decaying omnidirectional flux, etc. It is an enormously complicated job to evaluate the precise \( y \)-dependence of \( f \) which (a) keeps \( R = 1 \) over a finite frequency band width, (b) is consistent with particle losses from charge-exchange and pitch-angle scattering. (See Etcheto et al. [1973] for an attempt to solve a similarly complicated problem.) We try a much more modest program [Cornwall, 1975a], in which the shape of the distribution function is parametrized by just one number, the
anisotropy $A$. Now it is no longer possible to make $R = 1$ over a finite frequency bandwidth; instead we impose only the condition $\bar{R} = 1$, where $\bar{R}$ is the value of $R$ at the frequency $\bar{x}$ which maximizes $R$. (The idea is that the fastest-growing waves largely determine the equilibrium between wave growth and loss.)

It is especially important to realize that $A$ is a dynamical parameter, no longer given by a simple formula like (2.13). That is, $A$ responds not only to charge-exchange growth (as in (2.13)) but also to loss of anisotropy by wave emission [Brice, 1964] and to increase of anisotropy from precipitation into the loss cone. Indeed, $A$ must respond very rapidly by wave emission in order to keep $\bar{R}$ at its equilibrium value of unity; no other parameter (e.g., $E_0$, $E_m$, $\lambda_0 t$) can change at a rate comparable to the wave-growth time scale.

We have noted before [Cornwall, 1975a] that, of all the quantities on which $\bar{R}$ depends, it depends most sensitively on $A$ (at least if $A$ is less than one). Thus the condition $\bar{R} = 1$ serves to determine $A$, primarily, and the constancy of $\bar{R}$ suggests a similar near-constancy for $A$. As a first approximation, anisotropy growth from charge-exchange balances anisotropy loss from wave emission, and the shape of $f$ evolves much more slowly during the period of wave emission than before. This approximation breaks down also at later times, when the flux has decayed so much that greater and greater anisotropy is needed to keep growth going.

We turn to the calculation of $\bar{R}$. The first problem is how to parametrize the shape of $f$ by a single parameter $A$, in order to calculate $\bar{R}$. The actual shape is unknown, and such a parametrization will be useful only if similar results are achieved for a variety of (smooth) shape functions. For a shape given by a power law $f \sim y^{2A}$ or a bi-Maxwellian ($A = (T_1/T_\parallel)^{-1}$), numerous results are available in the literature. Numerical results for $\bar{R}$
are given in Cornwall [1975a] for the bi-Maxwellian case. In the present paper we consider instead distribution functions whose pitch-angle shape is given by (2.2), the charge-exchange form, except that $\lambda_0 t$ is replaced by a dynamical parameter $\tau$ equivalent to the anisotropy:

$$J(E, y, L) = J_0(L, t_1) e^{\tau} \exp\{-E/E_0 - \tau y^2\} .$$  

(3.1)

Of course, at the time $t_1$ when finite-amplitude wave emission begins, $\tau = \lambda_0 t_1$, but thereafter $\tau$ (or $A$) is determined by the condition $R = 1$.

How is $\tau$ related to the anisotropy? For purposes of the quasi-linear moment equations, the anisotropy must be defined in terms of the expectation values $\langle NE \rangle$ and $\langle NE_\perp \rangle$ of the total energy and of the perpendicular energy. The expectation values would be correctly defined by

$$\langle Q \rangle = \int d\mu \, dq \, f_Q \sim \int dEdy \, yT(y) \, QE^{1/2} \, f$$  

(3.2)

for any function $Q$. The integrals are taken over the first two invariants $\mu, J$ at fixed $L$, and $T(y)$ is the normalized bounce time as defined by Schulz and Lanzerotti [1974]. Unfortunately the curvature of the field lines obscures to some extent some simple physical points we wish to make later on, so we define expectation values as simply integrals over the equatorial velocity components (as if the Earth's field lines were straight). Then the anisotropy $A$ is defined as:

$$\langle NE_\perp \rangle = \langle NE \rangle \left[ \frac{A + 1}{A + \frac{3}{2}} \right] .$$  

(3.3)

The relation between $\tau$ and $A$ is shown in Fig. 4; note that $A$ grows at roughly twice the rate $\tau$ does. A comparison of $A$ as defined by (3.2)
Figure 4. Pitch-angle shape parameter $\tau$ vs. anisotropy $A$. 
with $\bar{A}_{\text{eff}}$ (see (2.13)) shows discrepancies at the lowest values of $A$, but these are unimportant.

Given the distribution function (3.1), the calculation of $\bar{R}$ (or equivalently the maximum growth rate) is the same as the calculations of Section II, except that $\lambda_0 t$ is replaced by $\tau$, and except that $f$ no longer decays in time in quite the same way as it would if only charge exchange were acting.

To explain this latter point, we observe that if $A$ is roughly constant in time, protons must be scattered in pitch angle through a substantial fraction of $90^\circ$ in one charge-exchange lifetime so that anisotropy loss from pitch-angle scattering can balance anisotropy growth from charge-exchange. In turn, this means that protons do not experience charge-exchange losses appropriate to a fixed pitch angle, but rather that all protons are lost by charge-exchange processes at a pitch-angle averaged rate $\Lambda$, defined by

$$\Lambda = \lambda_0 \frac{\langle y^{-2} \rangle}{\langle y \rangle}$$

(3.4)

$\Lambda$ is, in fact, the loss rate which occurs in the quasi-linear moment-equation for $\langle N \rangle$ or $\langle N E \rangle$ as we discuss below. Fig. 5 shows a plot of $\Lambda\lambda_0^{-1}$ vs. $A$. Note that $\Lambda$ is roughly twice $\lambda_0$ at small $A$, but at large $A$ there are very few protons at small $y$, and here $\Lambda = \lambda_0$. In addition, protons are lost by precipitation into the loss cone due to pitch-angle scattering, and energy is lost by wave emission. These effects may be incorporated by allowing $J_0(L,t)$ and $E_0$ into (3.1) to be functions of time, whose time dependence is governed by the quasi-linear moment equations of the next Section as well as by the condition $\bar{R} = 1$.
Figure 5. Pitch-angle averaged charge-exchange rate $\Lambda$ vs. anisotropy $A$. 
The upshot of all this discussion is the following formula for $R$:

$$R = 2\pi^2 J_0(L, t_1) \frac{M_0}{N} \text{MAX}_{\chi}\left\{\left[\frac{1-x}{x}\right] K_0(z) \left[\frac{1-x}{x} - \frac{1}{1+\tilde{a}}\right] \exp\left[-\frac{E_c}{E_0} - \Lambda(t-t_1)\right]\right\}$$

where $J_0(L, t_1)$ is the flux factor corresponding to the time $t_1$ at which wave emission starts (i.e., $R$ first attains the value of unity). In (3.5), $\tilde{z}$ and $\tilde{a}$ are calculated as in (2.8), with $t$ substituted for $\lambda_0 t$ (except in $E_c$). As a function of $A$, $R$ shows the same features as it would for a bi-Maxwellian: a steep dependence on $A$ for $A \leq 1$. This is illustrated in Fig. 6, where the $A$-dependence of $R$ is isolated in the expression

$$R_{\text{MAX}} = R e^{-\Lambda(t-t_1)} \left[2\pi^2 J_0(L, t_1) \frac{M_0}{N}\right]^{-1}$$

for $E_m/E_o = 0.21$. The interested reader should compare Fig. 6 to Fig. 1 of Cornwall [1975a] which gives $R$ for a bi-Maxwellian; the $A$-dependence of $\bar{R}$ is quite similar for the two cases.

In the next Section, we use $\bar{R} = 1$ as a dynamic equation relating the parameters which appear in (3.5). This equation is adjoined to the quasi-linear equations for the distribution function, yielding a set of equations from which the emitted wave energy can be calculated, as well as the evolution of $A$, $<N>$, and $<NE>$.
Figure 6. Dependence of the maximum growth rate $\Gamma_{\text{MAX}}$ on anisotropy $A$. To normalize, see Eq. (3.6).
IV. DYNAMICS ACCORDING TO THE MOMENT TRANSPORT EQUATIONS

In addition to the equation for $\mathcal{R} = 1$ discussed in the last Section, there is the quasi-linear diffusion equation expressing the rate of change of $f$ as determined by charge exchange, loss-cone precipitation, and wave-induced diffusion. We replace this equation by a set of moment equations [Cornwall, 1975a] for the moments $<N>$, $<NE>$, and $<NE_1>$. Actually we need only consider equations for $<NE>$ and $<NE_1>$, since $<N>$ does not appear in these two moment equations.

The main objectives of this Section are to determine the rate at which particle energy is lost to waves, and to discuss the evolution of the anisotropy during the period of wave emission. It will be very helpful to consider a simplified version of the energy-loss problem, following Brice [1964]. He points out that the conservation of energy and momentum during the elementary process of emission of a wave quantum by a single particle lends to a relation between the rate $\dot{E}_W$ at which the particle loses energy to waves and the rate $\dot{E}_{\perp W}$ at which it loses perpendicular energy:

$$\frac{\dot{E}_W}{\dot{E}_{\perp W}} = \frac{\omega}{\Omega} \quad (4.1)$$

Assume that $E/E_\perp = <NE>/<NE_1>$; then with the aid of the definition (3.3) of the anisotropy $A$, we find

$$A = \frac{3}{2} \frac{E_\perp - E}{E - E_\perp} \quad (4.2)$$

It is simple to combine (4.1) and the time derivative of (4.2) to find

$$\frac{\dot{E}_W}{E} = \frac{x \dot{A}_W}{2 \left( A + \frac{3}{2} \right)^2} \left[ 1 - x \left( \frac{(A+1)}{A + \frac{3}{2}} \right)^{-1} \right]^{-1} \quad (4.3)$$
where \( x = \omega/\Omega \). Here \( \dot{A}_w \) is the rate at which anisotropy is lost by wave emission. Note that, since the emission frequency is bounded by \( x < A/(1+A) \), the square brackets in (4.3) are always positive. If (as argued in the last Section) \( A \) is roughly constant, then \(-\dot{A}_w\) must roughly be equal to \( \dot{A}_{\text{CEX}} \), the rate at which \( A \) increases by charge exchange. For a distribution function of the type (3.1), we have

\[
\dot{A}_{\text{CEX}} = \frac{dA}{dt} = \lambda_0 \frac{dA}{dt} = 2\lambda_0
\]

where we consulted Fig. 4 for \( dA/dt \). Thus (4.3) yields \( \dot{E}_w/E \) in terms of \( \lambda_0, A, \) and \( x \). For typical values of \( A \) and \( x \), \( \dot{E}_w/E \) is 15-20\% of \( \lambda_0 \); in words, the particles lose energy to waves at \(-15\%\) of the rate at which they lose energy by charge exchange. We shall see below that this rate is somewhat larger when (4.3) is modified to account for precipitation losses, but even this rate is enough to power SAR-arcs. For example, during recovery phase of the December 17-18 storm, the total energy stored in the ring current is of the order \( 5 \times 10^3 \) ergs cm\(^{-2}\) (energy per unit area at the ionosphere), and it is dissipated at a rate of \( \approx 0.3 \) ergs cm\(^{-2}\) sec\(^{-1}\) by charge exchange. Twenty percent of this is \( 0.06 \) ergs cm\(^{-2}\) sec\(^{-1}\), while it is estimated by Williams et al. [1976] that roughly \( 0.05 \) ergs cm\(^{-2}\) sec\(^{-1}\) is needed to power the observed SAR-arcs during this storm. The SAR arc begins to fade rapidly about 10 hours (or \( 2\lambda_0^{-1} \)) into recovery phase.

Eq. (4.3) does not take into account a number of effects; to remedy this, we turn to the moment-transport equations. We refer the reader to Cornwall [1975a] for all details. The equation for \( <N_{E_1}>\) reads

\[
\frac{\partial}{\partial t} <N_{E_1}> = -<\lambda N_{E_1}> - 2\gamma \bar{W} x^{-1}.
\]
\( \overline{W} \) is essentially the energy density of the waves. Note that there is no precipitation loss term, since the equatorial value of \( E \) is very small in the loss cone.

The first step is to express all the terms in (4.5) in terms of \( A \) and \( \langle N E \rangle \). Since \( \lambda = \lambda_0 y^{-2} \), \( E = Ey^2 \), \( \langle \lambda N E \rangle = \lambda_0 \langle N E \rangle \). The process is completed by using the definition (3.3) of \( A \), and we express the result as an equation for \( 2\overline{W} \):

\[
2\overline{W} = \lambda_0 \langle N E \rangle - \left( \frac{A + 1}{A + \frac{3}{2}} \right) \frac{\partial}{\partial t} \langle N E \rangle - \frac{-A}{2 \left( A + \frac{3}{2} \right)^2} \langle N E \rangle.
\]

(4.6)

The idea is to combine (4.6) with the moment equation for \( \langle N E \rangle \), eliminate \( \partial/\partial t \langle N E \rangle \), and thus arrive at an equation for \( 2\overline{W} \) which contains no time derivatives. The \( \langle N E \rangle \) moment equation is

\[
\frac{\partial}{\partial t} \langle N E \rangle = -\Lambda \langle N E \rangle - 2\overline{W} - \langle \lambda_p N E \rangle
\]

(4.7)

where we have used (3.4) to write \( \langle \lambda N E \rangle = \Lambda \langle N E \rangle \). The last term in (4.7) represents precipitation into the loss cone produced by wave diffusion. By eliminating \( 2\overline{W} \) from (4.7) we find

\[
\frac{\partial}{\partial t} \langle N E \rangle = d^{-1} \left\{ - (\Lambda - \chi \lambda_0) \langle N E \rangle + \frac{\dot{A}}{\left( A + \frac{3}{2} \right)^2} \langle N E \rangle - \langle \lambda_p N E \rangle \right\}
\]

(4.8)

where

\[
d = 1 - x \left( \frac{A + 1}{A + \frac{3}{2}} \right) > \left( \frac{2}{3} A + 1 \right)^{-1}.
\]

(4.9)
The inequality follows from \( x < A/(A+1) \). Alternatively we eliminate \( \partial A/\partial t <NE> \) from (4.6) to find

\[
2\gamma \bar{W} = d^{-1}x\left\{ \Lambda \left( \frac{A+1}{A + \frac{3}{2}} \right) - \lambda_0 \right\} <NE> + \left( \frac{A + 1}{A + \frac{3}{2}} \right) <\lambda_p \, NE> - \frac{\dot{A} <NE>}{2 \left( \frac{A + \frac{3}{2}}{2} \right)} \right\}.
\]

(4.10)

The analog of \(-\dot{E}_W E^{-1}\) in the simplified Brice model (4.3) is \(2\gamma \bar{W} <NE>^{-1}\).

It is easily checked that, if the charge-exchange and precipitation loss terms in (4.10) are dropped, (4.10) reduces to (4.3) (with, of course, \( \dot{A} = \dot{A}_W \)). Furthermore, the term in square brackets in (4.10) represents the growth of anisotropy from charge exchange. To see this, substitute \(\partial A/\partial t <NE> = -\lambda_0 <NE>\) and \(\dot{A}/\dot{t} <NE> = -\dot{\Lambda} <NE>\) in the time derivative of the definition (3.3) of \(A\), and come to

\[
\frac{\dot{A}_{\text{CEX}}}{2 \left( \frac{A + \frac{3}{2}}{2} \right)^2} = \Lambda \left( \frac{A + 1}{A + \frac{3}{2}} \right) - \lambda_0
\]

(4.11)

which, in turn, is easily shown to be identical to (4.4) with the help of (3.1), (3.3), and (3.4). Since \( \dot{A} = \dot{A}_{\text{CEX}} + \dot{A}_W \), (4.10) can be written

\[
2\gamma \bar{W} = d^{-1}x\left\{ -\frac{\dot{A}_W <NE>}{2 \left( \frac{A + \frac{3}{2}}{2} \right)^2} + \left( \frac{A + 1}{A + \frac{3}{2}} \right) <\lambda_p \, NE> \right\}
\]

(4.12)

which is again the simple Brice relation (4.3) except for the \( <\lambda_p \, NE>\) term.

It only remains to discuss \( <\lambda_p \, NE>\), the precipitation-loss term coming from pitch-angle scattering. We have already argued that a particle changes its pitch angle at about the charge-exchange rate, so we expect
\( \langle \lambda_p \rangle_{NE} \sim \lambda_0 \langle NE \rangle \) or possibly \( \Delta \langle NE \rangle \). This means that the waves are in the weak-diffusion regime, because the characteristic pitch-angle diffusion time \( \lambda_0^{-1} \) is considerably smaller than the average minimum lifetime \( T_{\text{MIN}} \approx T_B/2 \alpha_0^2 \) where \( T_B \) is the bounce time and \( \alpha_0 \) the loss-cone pitch angle. However, it is possible that there is a transient regime in which strong diffusion occurs, if \( \langle NE \rangle \) at the time \( t_1 \) (when the waves switch on) is quite large compared to a critical value (discussed in Cornwall [1975a]) which is roughly comparable to the stably-trapped limit of Kennel and Petschek [1966]. This transient regime ends when strong diffusion has reduced \( \langle NE \rangle \) to a value comparable to the critical value \( \langle NE \rangle_c \).

In order to discuss both the strong-diffusion transient and the weak-diffusion regime together, it is necessary to take into account the non-linear dependence of \( \langle \lambda_p \rangle_{NE} \) on \( 2Y \bar{W} \). In an earlier work [Cornwall, 1975a] we introduced the form

\[
\langle \lambda_p \rangle_{NE} = 2Y \bar{W} \langle NE \rangle \left[ \langle NE \rangle_c \frac{(A + 1)x}{A + \frac{3}{2}} + T_{\text{MIN}} 2Y \bar{W} \right]^{-1}.
\] 

(4.13)

The term linear in \( \bar{W} \) (found by setting \( T_{\text{MIN}} = 0 \)) yields the weak-diffusion limit, while in the strong-diffusion limit \( \langle \lambda_p \rangle_{NE} \to \langle NE \rangle T_{\text{MIN}}^{-1} \). The critical value \( \langle NE \rangle_c \) is approximately

\[
\langle NE \rangle_c = \frac{B^2}{4\pi} \left( \frac{v_p}{\epsilon_0} \right) d \left( \frac{A + \frac{3}{2}}{A + 1} \right).
\] 

(4.14)

Use (4.13) in (4.10) to find

\[
2Y \bar{W} = \frac{x}{2dT_{\text{MIN}}} \left( \frac{A + 1}{A + \frac{3}{2}} \right) \left[ Q + (Q^2 + 4T_{\text{MIN}} \gamma \langle NE \rangle_c)^{1/2} \right]
\] 

(4.15)
where

\[ Q = \langle \text{NE} \rangle - \langle \text{NE} \rangle_c + \bar{T}_{\text{MIN}} Y \]  

(4.16)

\[ Y = \left[ \Lambda - \left( \frac{A + 3}{A + 1} \right) \lambda_0 \right] \langle \text{NE} \rangle - \frac{\hat{\Lambda} \langle \text{NE} \rangle}{2(A+1)\left( A + \frac{3}{2} \right)} . \]  

(4.17)

From (4.15) various limits can be found. When \( \bar{T}_{\text{MIN}} Y >> |\langle \text{NE} \rangle - \langle \text{NE} \rangle_c| \), we find that \( 2\bar{Y} \bar{w} \) is given by the right-hand side of (4.10), with \( \lambda_p \langle \text{NE} \rangle \) set equal to zero. When \( \langle \text{NE} \rangle - \langle \text{NE} \rangle_c >> \bar{T}_{\text{MIN}} Y \), we find

\[ 2\bar{Y} \bar{w} = \frac{x}{d\bar{T}_{\text{MIN}}} \left( \frac{A + 1}{A + \frac{3}{2}} \right) \left[ \langle \text{NE} \rangle - \langle \text{NE} \rangle_c \right] . \]  

(4.18)

This is the limit which was studied earlier [Cornwall, 1975a]. It amounts to saying that precipitation losses are much more important than charge-exchange losses, which is true for several special cases. The first case is that of electron EMC waves generated by energetic electrons, for which there is no charge exchange. The second case is the transient regime mentioned above for the proton ring current, when the waves switch on in a very strong ring current. The waves grow rapidly, and precipitation losses reduce \( \langle \text{NE} \rangle - \langle \text{NE} \rangle_c \) to order of \( \bar{T}_{\text{MIN}} Y \), at which time all quantities begin to change more or less on the charge-exchange time scale.

We may estimate the size of \( 2\bar{Y} \bar{w} \) in the weak-diffusion regime by supposing \( \langle \text{NE} \rangle - \langle \text{NE} \rangle_c = \bar{T}_{\text{MIN}} Y \). There is, under these circumstances, a term in (4.15) of order \( \lambda_0 (\lambda_0 \bar{T}_{\text{MIN}})^{-1/2} \langle \text{NE} \rangle \), plus terms of \( O(\lambda_0 \langle \text{NE} \rangle) \).

Since a typical value of \( (\lambda_0 \bar{T}_{\text{MIN}})^{-1} \) is about 5, this square-root term is not an order of magnitude greater than the terms of \( O(\lambda_0) \), and the whole of (4.15) is, practically speaking, \( O(\lambda_0 \langle \text{NE} \rangle) \). In other words, the precipitation
loss term \(<\lambda_p \langle NE\rangle\) in (4.12) is of order \(\lambda_0 \langle NE\rangle\), as would be expected if the pitch-angle diffusion coefficient is \(O(\lambda_0)\).

As time goes on, another sort of weak-diffusion regime sets in. In this regime, it is no longer true that \(\hat{A}\) is small and that \(Y = O(\lambda_0 \langle NE\rangle)\). Rather, \(Y = O(\frac{1}{\text{MIN}} \lambda_0^2 \langle NE\rangle)\), which means that the anisotropy is growing at very nearly the charge exchange rate (cf. (4.17) and (4.11)). Also, \(|\langle NE\rangle - \langle NE\rangle_c| = O(\lambda_0 \frac{1}{\text{MIN}} \langle NE\rangle_c)\), and \(2\gamma \bar{W} = O(\lambda_0 \langle NE\rangle)\). Ultimately, as the flux decays, this ordering of \(\langle NE\rangle - \langle NE\rangle_c\) will be violated and one finds \(2\gamma \bar{W} = \lambda_0^2 \frac{1}{\text{MIN}} \langle NE\rangle\). At this point wave emission has effectively ceased, if it has not already been forced to cease because it is no longer possible to satisfy \(\bar{R} = 1\).

The quantitative statement of these effects requires simultaneous solution of the equation \(\bar{R} = 1\) (see Eq. (3.5)) and the \(\partial \langle NE\rangle/\partial t\) Eq. (4.7) which can be written, using (4.13) and (4.15), as

\[
\frac{\partial}{\partial t} \langle NE\rangle = -\lambda \langle NE\rangle - \frac{Z}{\text{MIN}} \left[ \frac{\chi(A+1)}{2d(A + \frac{3}{2})} + \frac{\langle NE\rangle}{\langle NE\rangle_c + Z} \right]
\]

(4.19)

\[
Z = Q + (Q^2 + 4\text{MIN} Y \langle NE\rangle_c)^{1/2}
\]

(4.20)

Although some preliminary efforts have been made in this direction, they do not add appreciably to our qualitative understanding as described earlier. This understanding may be summarized as follows:

There are three terms in \(2\gamma \bar{W}\) as given in (4.10). The first (in square brackets) corresponds to the growth of anisotropy from charge exchange. The second (precipitation-loss) term is estimated to be \(= \lambda_0 \langle NE\rangle\). The third term involving \(-\hat{A}\) is smaller than the other two terms until wave growth is about to end, when it nearly cancels the first term (i.e., \(Y\) in
(4.17) becomes small). During the main wave-growth period when \( \hat{A} \approx 0 \),
the precipitation-loss term may add significantly to \( 2\gamma \sqrt{\bar{w}} \), perhaps even
doubling the result coming from charge exchange alone. That is, the naive
Brice relation (4.3) may only yield one-half the energy lost to waves, which
could thus be 20-40% of the energy lost by charge exchange. In view of the
imperfectly efficient processes by which wave energy is used to heat electrons,
this should be approximately right to drive SAR-arcs.
APPENDIX

The mathematical task is to evaluate Eq. (8), for constant $\lambda_0$. The relevant integral is

$$I = \int_{E_C}^{\infty} \frac{dE}{E} \left[ -1 + \left( \frac{1-x}{x} \right) \lambda_0 \frac{tE}{E-E_C} \right] \exp\left\{ -\frac{E}{E_0} - \frac{\lambda_0 t E_C}{E-E_C} \right\}. \quad (A.1)$$

The change of variables

$$q = \frac{2}{zE_0} (E-E_C) \quad (A.2)$$

yields

$$I = e^{-E_C/E_0} \int_{0}^{\infty} dq \left[ -\frac{1}{q+a} + \left( \frac{1-x}{x} \right) \frac{\lambda_0 t}{q} \right] \exp\left\{ -\frac{Z}{2} \left\{ q + \frac{1}{q} \right\}\right\}. \quad (A.3)$$

With the aid of a standard formula for Hankel functions of imaginary argument

$$K_v(bz) = \frac{1}{2} b^v \int_{0}^{\infty} dt \ t^{v-1} \exp\left\{ -\frac{Z}{2} \left\{ t + \frac{b^2}{t} \right\}\right\}. \quad (A.4)$$

we find

$$I = e^{-E_C/E_0} \left[ 2 \left( \frac{1-x}{x} \right) \lambda_0 t K_0(z) - Q(a,z) \right] \quad (A.5)$$

where

$$Q(a,z) = \int_{0}^{\infty} dq \frac{q \exp\left\{ -\frac{Z}{2} \left\{ q + \frac{1}{q} \right\}\right\}}{q+a}. \quad (A.6)$$
Evidently $Q(0,z) = 2K_0(z)$, from (A.4), and $Q$ is a positive decreasing function of $a$ for positive $a$. In (A.6), the change of variables $q \to q^{-1}$ easily yields, along with (A.4),

$$Q(a,z) + Q(a^{-1}, z) = 2K_0(z)$$

(A.7)

from which $Q(1,z) = K_0(z)$. One may give a formal expansion of (A.6) as a power series in $a$ (or in $a^{-1}$), with coefficients $K_n(z)$, but this is not very useful. By writing the denominator of (A.6) in the form

$$\frac{1}{q+a} = \int_0^\infty d\lambda e^{-\lambda (q+a)}$$

(A.8)

some useful forms can be derived. We quote only one of them:

$$Q(a,z) = 2K_0(z) - e^{\frac{1}{2}az} \int_0^{\infty} d\lambda e^{-\frac{1}{2}\lambda} K_0\left(\left[\frac{z\lambda}{a}\right]^{1/2}\right).$$

(A.9)

Finally, a very simple and useful approximation follows from the steepest-descent evaluation of (A.6) for large $z$. It is:

$$Q(a,z) = \frac{2K_0(z)}{1+a}.$$  

(A.10)

This satisfies (A.7) for all $z$. The approximation (A.10) is an overestimate of $Q$ for $0 < a < 1$. It is useful even for small $z$; the maximum error is about 15% for $z = 0.1$. 
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