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The major purpose of this study is to measure the impact of political violence on the national marketing system of South Vietnam from 1955 through 1972, a development period in which the frequency and intensity of political violence continually changed. Heretofore, marketing development studies have focused on the role of marketing in the development process, while political environment has been largely ignored. Contemporary political violence is a prevalent phenomenon throughout the world today, especially in less-developed countries such as South Vietnam.

The central theme is that political violence altered the normal pattern of marketing development by depressing or stagnating the growth of some economic sectors while accelerating the growth of other sectors. The major research question is:

What was the impact of political violence on national marketing development in South Vietnam from 1955 through 1972?

Three closely related areas addressed include: the impact of political violence on the development of an infrastructure to support marketing operations and middlemen, the production of key agricultural commodities, and patterns of consumption.

The two major subjects, political violence and marketing development, are measured using annual aggregate indicators of political violence.
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events, sector employment, GNP, GDP, physical output, and per capita consumption, the selection of which is rationalized. The impact of political violence on marketing development and related areas is measured for the development period and for three inclusive political violence periods: pre-insurgency 1955 through 1960; insurgency 1961 through 1964; and limited war 1965 through 1972.

Multiple regression analysis is the major statistical tool used. Thirty-six important criterion variables which are associated with the four research questions are used in four corresponding series of multiple regression models as the dependent variables. The explanatory variables in these models consist of the following political violence event indicators: protest demonstrations, government sanctions, riots, armed attacks, and deaths from political violence. Also, a cumulative political violence events index is used separately as a predictor variable.

Two methodological questions implied by the multiple regression analysis, the rationale for separating the data into three political violence time periods, and the saturation or lag effect of political violence on marketing development and related areas, are also evaluated. Intercept and slope dummy variables are used as explanatory variables in the multiple regression models to test the homogeneity of the models. This provides a rationale for accepting or rejecting data separation of the examined years. Almon lag structures are developed from the "best fit" regression models to test the significant lagged periods of political violence on marketing development and related criterion variables.

Due to the number of research questions and the extensive analysis performed, the findings of the study are numerous. An analysis of the findings yielded the following selected conclusions:
1. Conventional measures indicate that marketing developed. The concentration of the development is in the "insurgency" and "limited war" periods. Political violence has a three to five year lagged period.

2. The finding of previous studies that marketing development tends to level off at higher levels of per capita GNP is confirmed.

3. Political violence energized the development of the tertiary sector and commercial sub-sector but depressed the wholesale and retail trade sub-sector. The strength of this development is concentrated in the "insurgency" and "limited war" periods while the depressing effect is in the "limited war" period. There is a four to seven year lag period before the impact of political violence is reflected in the tertiary sector and its sub-sectors.

4. Political violence stimulated the development of the infrastructure with a few exceptions. The energized areas are transportation, communications, banking, marketing middlemen, and utilities. This growth is generally centered in the "pre-insurgency" and "limited war" periods. The depressed areas are rail service, postal service, and small business firms. The lag effect of political violence is reflected in most infrastructure variables in the fifth year.

5. Political violence stimulated the production and distribution of all key agricultural commodities except rubber. The energizing and depressing effects are
concentrated in the "pro-insurgency" and "limited war" periods. The lag effect of political violence on these indicators is in the fifth year.

6. Political violence promoted increased consumption with a few exceptions. Increases in consumption occurred most dramatically during the "insurgency" and "limited war" periods. The consumption of rice, pork, and pharmaceuticals was depressed. The lag effect of political violence is reflected in most consumption variables in the fifth year.

7. The test for the homogeneity of the slopes and intercepts shows that, in most cases, the data should be divided into three political violence time periods. The lagged periods range from two to seven years.

8. Armed attacks and deaths from political violence are generally the most potent political violence explanatory variables in the ordinary least squares (OLS) models, which corresponds with previous studies. The cumulative political violence indicator is more significant in the OLS models than any other political violence indicator.

9. The strength of the political violence dummy variables did not carry through from the OLS models. Government sanctions and riots are the most potent explanatory variables in the dummy variable models. The cumulative political violence events index is a weak explanatory variable in these models.
10. Riots and armed attacks are the most potent explanatory variables in the "pre-insurgency" period. There is no distinguishable pattern of potency among the political violence variables during the "insurgency" period. Government sanctions, armed attacks, and riots are the most potent explanatory variables during the "limited war" period.
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CHAPTER I

INTRODUCTION AND BACKGROUND

Warfare subjects an economy to severe strains. These strains are manifested in the economic changes coincident with war. Millions of people change occupations. New industries are born and the output of old industries is expanded. The development and construction of an infrastructure of utilities, transportation and communications networks receive high national priorities. The production and distribution of goods and services for private consumption become secondary to the primary objective of producing and distributing war goods and services. The pace of all economic work is accelerated. Generally, all nations, and particularly the less-developed ones, lack the resources

1 D. W. Michener, "Wartime Prices" (Department of Financial and Business Research, Harvard University, 1941), p. 1.

necessary to satisfy both private and government demands for goods and services during a period of war. The emphasis on the production and distribution of economic goods in support of the war effort, along with the general over-all scarcity of resources, results in the major restructuring of a wartime economy.³

The economic impact of warfare on a country's economy is unique in each specific case. This is true because there is a wide range of violence in warfare which progresses in intensity through the following stages: civil disturbance, insurgency, limited war, and general war.⁴ The frequency and magnitude of the violence is not uniform throughout each category. Perhaps most importantly, each case of warfare presents a unique set of circumstances of geography, economic resources, forces, skills, organization, policy, strategy, technology and national resolve.⁵ This leads to the second


⁴The following terms and definitions are coordinated by the Joint Chiefs of Staff for use in the Department of Defense. Civil disturbance--Group acts of violence and disorder prejudicial to public law and order. Insurgency--A condition resulting from a revolt or insurrection against a constituted government which falls short of civil war. Limited war--Armed conflict short of general war, exclusive of the incidents, involving the overt engagement of the military forces of two or more nations. General war--Armed conflict between major powers in which the total resources of the belligerents are employed, and the national survival of a major belligerent is in jeopardy. U.S. Department of Defense, Dictionary of Military and Associated Terms, The Joint Chiefs of Staff, JCS Pub. No. 1 (Washington, D.C.: Government Printing Office, 1974), pp. 66, 148, 175, 194.

⁵Steiner, Economic Problems of War, pp. 1/1-1/4.
truisms, that the capabilities of each nation to respond to a war situation are not uniform and are also unique to the particular country involved in warfare.\(^6\) However, some similarities have been noted in the varieties and incidence of contemporary violence which reflect warfare.

The character of warfare since World War II "...has been unusually violent both in a general sense, and more particularly in the realm of civil or internal strife."\(^7\) This period of violent warfare has been called by one writer "the insurgency era,"\(^8\) while another writer views civil or internal strife as commonplace and calls it "practically the essence of contemporary political life."\(^9\) This study concentrated on contemporary political violence\(^10\) and its impact on the economy of a less-developed country.

The contemporary political violence which has gripped the world since World War II has been both disruptive and deplorable, but it is not new. One author, for example,

\(^{6}\)Ibid., p. 1/2.


\(^{10}\)Political violence is defined as--all collective attacks within a political community against the political regime, its actors--including competing political groups as well as incumbents--or its policies. See Ted Robert Gurr, Why Men Rebel (Princeton, New Jersey: Princeton University Press, 1970), pp. 3, 4.
reported that there were 367 "revolutions" between 1900 and 1965. About 37 percent of these occurred after World War II for an average of 6.75 per year versus an annual average of 5.6 per year for the entire period. This analysis did not consider the scope and intensity of these conflicts. In addition to not being new, political violence is largely internal. Few countries have been immune to some form of internal political violence. One study stated that some internal political violence occurred in 114 out of 121 countries between 1961 and 1968. Mr. Robert S. McNamara, then Secretary of Defense, noted in 1966 that the predominance of political violence was internal in that only 15 out of 164 "internationally significant" outbreaks of violence over the past eight years had been conflicts between sovereign states. Political violence since World War II has been concentrated in the less-developed countries of the world. This is particularly true of the former French, Dutch, and Portuguese colonies, which have been immersed in post-colonial civil wars. Therefore, political violence is


12Gurr, Why Men Rebel, p. 3.


14Leighton, "The Varieties and Incidence of Contemporary Internal Violence," p. 3.
recurrent, it is largely internal and concentrated in the less-developed post-colonial countries of the world.

**Political Violence and Economic Change in South Vietnam**

This study was concerned with the impact of political violence on the economy of a post-colonial less-developed country, the Republic of Vietnam (South Vietnam). South Vietnam was established on July 21, 1954, as a separate governing entity. This new country, which had been part of the French colonial empire of Indochina, became South Vietnam. Soon after the new country was established, it began to experience destabilizing, politically-violent events.

---


16 South Vietnam came into being as a result of circumstances following the Geneva Conference on Indochina. An agreement on the Cessation of Hostilities in Vietnam was signed on July 20 and 21, 1954, which, among other things, ended eight years of war with France and established a "Provisional Demarcation Line" across the State of Vietnam near the seventeenth parallel. Two zones were created. The zone south of the seventeenth parallel became the Republic of Vietnam, or South Vietnam, and the zone north of the seventeenth parallel became the Democratic Republic of Vietnam, or North Vietnam. This study was restricted to South Vietnam. For complete details on the agreement, see U.S. Congress, Senate, Committee on Foreign Relations, *Background Information Relating to Southeast Asia and Vietnam*, 6th rev. ed., 91st Cong., 2d sess., (1970), pp. 139-153.
These events increased in frequency and magnitude until January 27, 1973, when a "cease fire" agreement was signed in Paris. This agreement was reputed to call a halt to the fighting in South Vietnam. However, the fighting continued until the eventual Communist takeover of South Vietnam on April 30, 1975. During the period 1955 through 1972, South Vietnam experienced dramatic changes in the magnitude and frequency of destabilizing political events and basic economic and social conditions.


In 1955, South Vietnam was a less-developed country in possession of a classic dualistic economy. The economy consisted of a large agricultural sector which was stagnant. This sector produced primarily subsistence crops while a small portion of its output passed through the market system. Investment capital for agriculture was scarce except in the small plantation subsector, technology was backward, and under-employment was prevalent. There was a small modern market sector which consisted of light industries producing for domestic consumption—soft drinks, ice, beer, rubber products, matches, processed rice and sugar, electric power, and textile raw materials. There was an acute scarcity of investment capital, modern technology, and a skilled labor force required for growth and expansion of the modern market.

---


22There are many models of economic dualism. Most agree on the concept of two sectors. The "modern" sector is receptive to change, market oriented, consists largely of light manufacturing and trade and has a scarcity of capital, skilled labor and technology. The agricultural or "traditional" sector is stagnant, produces for subsistence, markets little of its output, and is plagued with under-employment, an absence of capital and uses outdated technology. For a complete discussion of "dualism," see Keith Griffin, "Under-development in Theory," The Political Economy of Development and Under-development, ed. Charles K. Wilber (New York: Random House, 1973), pp. 15-25.

The infrastructure supporting the agricultural, industrial and commercial sectors of the economy was described as distinctly good for this area of the world. The commercial portion of the modern market sector was significant in size and had been institutionalized. There were export-import, wholesaling, and retailing firms which had been organized into a distribution network utilizing the established public and private transportation and communications systems. Commercial banking, insurance and real estate firms were available to serve the modern market sector.

This small country in Southeast Asia became a symbol of a new kind of American involvement in world affairs. It was the focus of intense and bitter division of almost every facet of American society. The issues of south Vietnam and the American involvement introduced volumes of books, articles, speeches, commentaries, and journalism through every media. These reports focused on two major issues: the conduct of the war and the political and moral position of the United States and its Allies. A third issue, in which

24 Ibid., pp. 156-177.
26 Ibid., pp. 24-28.
relatively few people have shown an interest, is the impact of political violence on the economy of South Vietnam.\textsuperscript{28} Whether the people of South Vietnam prospered or became permanent economic dependents, and how the Vietnamese could construct a viable nation in South Vietnam were issues rarely discussed. These issues became known as the "other war"\textsuperscript{29} which was the efforts of the South Vietnamese people to build a modern and viable nation with the help of her Allies.

In addition to the major deterrents to economic development\textsuperscript{30} with which each less-developed country must deal, South Vietnam was also confronted with a constant increase in the frequency and intensity of politically violent events


\textsuperscript{30}In most countries of the world today there is occurring a continuing rise in average per capita income made possible by continuing increases in per capita productivity. The phenomenon has been called economic growth or, when account is taken also of the changes in economic and social structure that accompany it, economic development. See Everett E. Hagen, \textit{The Economics of Development} (Homewood, Illinois: Richard E. Irwin, Inc., 1975), pp. 3-6.
from 1955 through 1972. The political violence was directed against the people of South Vietnam and their economy. Mr. Robert W. Komer, Special Assistant to President Lyndon B. Johnson, stated in a report to the President in late 1966 that:

Aside from all the difficulties which face any new developing country, the Vietnamese people are seeking to build a modern nation against a background of terror, harassment and aggression mounted by a determined enemy—from both within and without. This enemy seeks to throttle Vietnam's economy by systematic disruption of its transport, communications, and commerce.

He emphasized through this report the harsh effects which the war had made upon the Vietnamese economy, particularly in the destruction of the infrastructure of transportation, communications and utilities. Also singled out for special notation were the systematic disruption of the flow of economic goods, attacks on farmers, and the induction of rural laborers into the ranks of the enemy forces. In 1962, when the frequency and magnitude of political violence was low relative to later war years, one writer concluded that "... under guerrilla warfare conditions, economic development is difficult, if not

---

31 Among many references, see the following: U.S. Congress, Senate, Committee on Foreign Relations, Background Information Relating to Southeast Asia and Vietnam, pp. 3-132; U.S. Library of Congress, Impact of the Vietnam War, prepared for the use of the Committee on Foreign Relations, U.S. Senate, 92nd Cong., 1st sess. (1971), pp. 1-34, and Appendix C.


33 Ibid., pp. 2-10.
impossible. Another author in this same period noted that "A government literally besieged is not likely to be systematic in its economic development. By 1968, the devastation and destructive effects of the war on the Vietnamese economy had been monumental. In a report on the economic effects of the Vietnam war on the Southeast Asia area, it was stated that:

... the first and foremost among the economic effects of the war has been the destruction of the economy of Vietnam. It is hardly possible any longer to talk of such economy; the cities and the major towns exist as economic enclaves, feeding as best they can off the neighboring countryside but otherwise supplied with the necessary goods for survival under aid.

The impact of the war on the economy of South Vietnam was not destructive entirely. A Library of Congress study, Impact of the Vietnam War, prepared for the Senate Foreign Relations Committee in 1971, concluded that the war had two major effects on the economy of South Vietnam.

First, the economy has been seriously distorted by the burden of military spending, rampant inflation, physical destruction, and population dislocation. On the other hand, many sectors of the economy have been modernized as a result of wartime activities.

---


The working papers issued by the joint United States and Vietnamese development planning group emphasized the impact of the war on inflationary pressure, distortion of spending patterns reflecting defense spending, war refugees moving to the cities for security reasons, and the disruptive effects of the war on agriculture. This group also pointed to the beneficial effects of the war on the economy. In particular, they cited the infrastructure development of roads, harbors, airfields, the legacy of a relatively trained labor force, and the absence of a large external war debt as economic benefits of the war. The impact of the war on the economy of South Vietnam was thought to be destructive in many areas and beneficial in only a few.

**General Economic Change**

There were dramatic changes in the economy of South Vietnam over the period 1955 through 1972. In order to put the impact of the war on the economy of South Vietnam in a more precise perspective, some key economic indicators which reflect these changes are worth noting. The growth of the economy as reflected in expenditures on Gross National Product (GNP) at 1960 constant market prices was erratic. The GNP grew at an annual average rate of 3.8 percent from 1955 through 1960. During this first time period, there was a zero growth from 1955 to 1956. The annual average growth

---


39. Ibid.
rate of the GNP increased to 5.0 percent during the second time period 1961 through 1964. During this second time period there was a negative annual growth of -.8 percent from 1960 to 1961. The largest annual increase in the entire period of this study was recorded from 1963 to 1964 when the annual increase in the GNP was 10.1 percent. The annual average growth rate of the GNP sharply declined to 2.5 percent during the third time period 1965 through 1972. There was negative growth during this period of -4.4 percent from 1967 to 1968 and -1.4 percent from 1971 to 1972. The peak growth for this period occurred when the annual growth reached 9.0 percent from 1964 to 1965.

If the average annual growth rate in GNP is presented on a per capita basis, which is essential in accounting for population growth, the growth rates for the three time periods were as follows: 1955 through 1960, 1.6 percent; 1961 through 1964, 4.5 percent; and 1965 through 1972, -1.0 percent.40

The growth in the economy of South Vietnam, as reflected through the GNP, was low but reasonably consistent during the first time period 1955 through 1960. The rate of annual growth was somewhat higher during the second period but highly erratic as reflected by a period of negative growth and an extraordinary growth of 10.1 percent from 1963 to 1964. The rate of growth during the third time period was very low and unstable as reflected in two periods of negative

40 See Table 1.
growth mixed with several periods of high growth rates. The per capita average annual rate of growth in GNP for countries with per capita incomes of less than $200 for the period 1960 through 1971 was 1.8 percent, and the aggregate growth in GNP was 3.9 percent. 41 In south Vietnam the respective growth rates for this same period were 1.2 and 3.8 percent. 42

**Sector Economic Change**

The growth (or negative growth) pattern was not uniform among the sectors of the economy of South Vietnam from 1955 through 1972. The contributions of each sector and sub-sector to Gross Domestic Product (GDP) at factor cost has been calculated for the three time periods to demonstrate the uneven growth patterns in the economy of South Vietnam. The "value added" 43 to the GDP by the primary sector consisting of agriculture, animal husbandry, forestry, and fishing increased from 24.7 percent in 1955 to 34.3 percent in 1960. The contributions of this sector to GDP increased from 1955 through 1960 but began to decline in 1960 and had shrunk to 32.0 percent at the end of 1964. The average annual contribution of the primary sector to GDP during the time period

---


42 See Table 1.

43 Utilizing the "value added" approach we avoid double counting by taking care to include in the calculation only final goods and services, and not the intermediate goods that go to make the final goods. We record wages, interest, rent and profit exactly one time as the value added to the output of that sector. See Paul A. Samuelson, Economics, 9th ed. (New York: McGraw-Hill Book Company, 1975), pp. 184-186.
<table>
<thead>
<tr>
<th>Year</th>
<th>National Population (000)</th>
<th>Gross National Product (GNP) (000,000 VN$)</th>
<th>Per Capita Gross National Product (VN$) (Code PCGNP102)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>12,044</td>
<td>68,072&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5,652</td>
</tr>
<tr>
<td>1956</td>
<td>12,366</td>
<td>68,071&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5,504</td>
</tr>
<tr>
<td>1957</td>
<td>13,052</td>
<td>71,504&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5,478</td>
</tr>
<tr>
<td>1958</td>
<td>12,935</td>
<td>74,937&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5,793</td>
</tr>
<tr>
<td>1959</td>
<td>13,789</td>
<td>78,370&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5,684</td>
</tr>
<tr>
<td>1960</td>
<td>14,072</td>
<td>81,805</td>
<td>5,813</td>
</tr>
<tr>
<td>1961</td>
<td>14,494</td>
<td>81,165</td>
<td>5,600</td>
</tr>
<tr>
<td>1962</td>
<td>14,775</td>
<td>88,756</td>
<td>6,218</td>
</tr>
<tr>
<td>1963</td>
<td>14,133</td>
<td>89,990</td>
<td>6,367</td>
</tr>
<tr>
<td>1964</td>
<td>14,359</td>
<td>99,064</td>
<td>6,899</td>
</tr>
<tr>
<td>1965</td>
<td>15,024</td>
<td>107,966</td>
<td>7,186</td>
</tr>
<tr>
<td>1966</td>
<td>15,112</td>
<td>108,487</td>
<td>7,178</td>
</tr>
<tr>
<td>1967</td>
<td>16,256</td>
<td>110,673</td>
<td>6,778</td>
</tr>
<tr>
<td>1968</td>
<td>16,259</td>
<td>105,804</td>
<td>6,507</td>
</tr>
<tr>
<td>1969</td>
<td>16,543</td>
<td>110,183</td>
<td>6,660</td>
</tr>
<tr>
<td>1970</td>
<td>17,333</td>
<td>117,539</td>
<td>6,781</td>
</tr>
<tr>
<td>1971</td>
<td>18,708</td>
<td>121,659&lt;sup&gt;c&lt;/sup&gt;</td>
<td>6,503</td>
</tr>
<tr>
<td>1972</td>
<td>19,213</td>
<td>119,986&lt;sup&gt;c&lt;/sup&gt;</td>
<td>6,245</td>
</tr>
</tbody>
</table>


Data regarding the GNP for 1963 to 1964 are adapted from Republic of Vietnam, *Vietnam Statistical Yearbook, 1970*


GNP data are estimated from 1956 and 1960 data.

GNP data for 1971 and 1972 are provisional.

<table>
<thead>
<tr>
<th>Year</th>
<th>GNP (1960 prices)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td></td>
</tr>
<tr>
<td>1956</td>
<td></td>
</tr>
<tr>
<td>1957</td>
<td></td>
</tr>
<tr>
<td>1958</td>
<td></td>
</tr>
<tr>
<td>1959</td>
<td></td>
</tr>
<tr>
<td>1960</td>
<td></td>
</tr>
<tr>
<td>1961</td>
<td></td>
</tr>
<tr>
<td>1962</td>
<td></td>
</tr>
<tr>
<td>1963</td>
<td></td>
</tr>
<tr>
<td>1964</td>
<td></td>
</tr>
<tr>
<td>1965</td>
<td></td>
</tr>
<tr>
<td>1966</td>
<td></td>
</tr>
<tr>
<td>1967</td>
<td></td>
</tr>
<tr>
<td>1968</td>
<td></td>
</tr>
<tr>
<td>1969</td>
<td></td>
</tr>
<tr>
<td>1970</td>
<td></td>
</tr>
<tr>
<td>1971</td>
<td></td>
</tr>
<tr>
<td>1972</td>
<td></td>
</tr>
</tbody>
</table>

*(Source: National Institute of Statistics)*
1965 through 1972 was 32.5 percent. The peak year was 1970 when the contribution of the primary sector to GDP reached 38.0 percent.\textsuperscript{44}

The secondary sector of mining and quarrying, manufacturing, construction, and utilities decreased its contribution to GDP from 16.2 percent in 1955 to 13.6 percent in 1960. The contribution of this sector averaged 14.2 percent during the time period 1961 through 1964. The contributions of the secondary sector to GDP declined over the time period 1965 through 1972 to an annual average of 10.3 percent. The lowest contribution of the secondary sector to GDP during this study occurred in 1969 when the contribution was only 8.1 percent.\textsuperscript{45}

The tertiary or service sector consisting of wholesale and retail trade, banking, finance and insurance, real estate, transportation, public administration and defense and services underwent the most dramatic change of any of the economic sectors. Initially, the contributions of this sector to GDP declined significantly from 59.1 percent in 1955 to 46.1 percent in 1960. The contribution of the tertiary sector to GDP grew steadily during the time period 1965 through 1972, for an annual average contribution to GDP of 55.8 percent. The peak year during this time period was

\textsuperscript{44}See Table 2.
\textsuperscript{45}Ibid.
<table>
<thead>
<tr>
<th>Year</th>
<th>Gross Domestic Product (000,000 VN$)</th>
<th>Agriculture, Forestry and Fishing</th>
<th>Commercial Sector Percentage of GDP</th>
<th>Mining and Quarrying</th>
<th>Manufacturing</th>
<th>Construction</th>
<th>Electricity, Water and Gas</th>
<th>Sector Total</th>
<th>Percentage of GDP</th>
<th>Wholesale and Retail Trade Sub-Sector</th>
<th>Percent of GDP Contributed by Wholesale and Retail Trade Sub-Sector</th>
<th>Banking, Finance and Insurance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>64,264</td>
<td>15,873</td>
<td>24.7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10,411</td>
<td>16.2</td>
<td>-</td>
<td>11.7</td>
<td>-</td>
</tr>
<tr>
<td>1956</td>
<td>69,419</td>
<td>18,604</td>
<td>26.8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10,968</td>
<td>15.8</td>
<td>-</td>
<td>14.4</td>
<td>-</td>
</tr>
<tr>
<td>1957</td>
<td>70,416</td>
<td>20,209</td>
<td>28.7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10,775</td>
<td>15.3</td>
<td>-</td>
<td>11.1</td>
<td>-</td>
</tr>
<tr>
<td>1958</td>
<td>71,413</td>
<td>21,781</td>
<td>30.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10,497</td>
<td>14.7</td>
<td>-</td>
<td>10.8</td>
<td>-</td>
</tr>
<tr>
<td>1959</td>
<td>72,410</td>
<td>23,461</td>
<td>32.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10,282</td>
<td>14.2</td>
<td>-</td>
<td>10.5</td>
<td>-</td>
</tr>
<tr>
<td>1960</td>
<td>73,408</td>
<td>25,144</td>
<td>34.5</td>
<td>281</td>
<td>7,412</td>
<td>1,192</td>
<td>650</td>
<td>10,015</td>
<td>13.6</td>
<td>7,495</td>
<td>10.2</td>
<td>858</td>
</tr>
<tr>
<td>1961</td>
<td>74,189</td>
<td>24,830</td>
<td>35.1</td>
<td>276</td>
<td>8,749</td>
<td>1,101</td>
<td>692</td>
<td>10,818</td>
<td>14.6</td>
<td>7,826</td>
<td>10.5</td>
<td>816</td>
</tr>
<tr>
<td>1962</td>
<td>75,408</td>
<td>26,144</td>
<td>35.5</td>
<td>375</td>
<td>9,065</td>
<td>1,145</td>
<td>789</td>
<td>11,352</td>
<td>13.7</td>
<td>9,000</td>
<td>11.5</td>
<td>871</td>
</tr>
<tr>
<td>1963</td>
<td>76,316</td>
<td>28,756</td>
<td>32.2</td>
<td>316</td>
<td>10,264</td>
<td>1,276</td>
<td>895</td>
<td>12,751</td>
<td>14.3</td>
<td>10,246</td>
<td>11.5</td>
<td>1,024</td>
</tr>
<tr>
<td>1964</td>
<td>77,139</td>
<td>32,484</td>
<td>32.0</td>
<td>255</td>
<td>11,090</td>
<td>1,421</td>
<td>1,492</td>
<td>14,258</td>
<td>14.0</td>
<td>12,695</td>
<td>11.9</td>
<td>1,174</td>
</tr>
<tr>
<td>1965</td>
<td>78,553</td>
<td>37,435</td>
<td>33.9</td>
<td>299</td>
<td>13,775</td>
<td>1,807</td>
<td>1,309</td>
<td>17,090</td>
<td>13.2</td>
<td>14,388</td>
<td>11.1</td>
<td>1,566</td>
</tr>
<tr>
<td>1966</td>
<td>79,989</td>
<td>35,550</td>
<td>35.3</td>
<td>448</td>
<td>17,781</td>
<td>5,215</td>
<td>1,017</td>
<td>22,761</td>
<td>14.3</td>
<td>27,900</td>
<td>14.5</td>
<td>5,501</td>
</tr>
<tr>
<td>1967</td>
<td>81,316</td>
<td>32,756</td>
<td>33.2</td>
<td>316</td>
<td>10,264</td>
<td>1,276</td>
<td>895</td>
<td>12,751</td>
<td>14.3</td>
<td>10,246</td>
<td>11.5</td>
<td>1,024</td>
</tr>
<tr>
<td>1968</td>
<td>82,730</td>
<td>32,144</td>
<td>32.0</td>
<td>255</td>
<td>11,090</td>
<td>1,421</td>
<td>1,492</td>
<td>14,258</td>
<td>14.0</td>
<td>12,695</td>
<td>11.9</td>
<td>1,174</td>
</tr>
<tr>
<td>1969</td>
<td>83,160</td>
<td>32,484</td>
<td>32.0</td>
<td>255</td>
<td>11,090</td>
<td>1,421</td>
<td>1,492</td>
<td>14,258</td>
<td>14.0</td>
<td>12,695</td>
<td>11.9</td>
<td>1,174</td>
</tr>
<tr>
<td>1970</td>
<td>84,599</td>
<td>32,144</td>
<td>31.2</td>
<td>255</td>
<td>11,090</td>
<td>1,421</td>
<td>1,492</td>
<td>14,258</td>
<td>14.0</td>
<td>12,695</td>
<td>11.9</td>
<td>1,174</td>
</tr>
<tr>
<td>1971</td>
<td>86,000</td>
<td>30,200</td>
<td>35.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10,015</td>
<td>11.0</td>
<td>-</td>
<td>16.6</td>
<td>-</td>
</tr>
<tr>
<td>1972</td>
<td>86,500</td>
<td>30,200</td>
<td>35.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10,015</td>
<td>11.0</td>
<td>-</td>
<td>16.6</td>
<td>-</td>
</tr>
</tbody>
</table>

**SOURCES:**

*Economic sector percentage of GDP based on expenditures on GDP at market prices rather than GDP factor cost.*

*GDP data are estimated from 1956 and 1960 data.*


*The commercial sub-sector consists of banks, finance and insurance, real estate and wholesale and retail trade.*
<table>
<thead>
<tr>
<th>Commercial Sub-Sector</th>
<th>Percent of GDP Contributed by the Tertiary Sector (Code PGDP0104)</th>
<th>Banking, Finance and Insurance</th>
<th>Real Estate</th>
<th>Commerical Sub-Sector Total</th>
<th>Percent of GDP Contributed by the Tertiary Sector (Code PGDP1106)</th>
<th>Transportation</th>
<th>Public Administration and Defense</th>
<th>Services</th>
<th>Sector Total</th>
<th>Percentage of GDP Contributed by Tertiary Sector (Code PGDP0104)</th>
<th>Statistical Discrepancy</th>
<th>Percentage of GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.7</td>
<td>-</td>
<td>-</td>
<td>16,185</td>
<td>25.2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>37,980</td>
<td>59.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>11.4</td>
<td>-</td>
<td>-</td>
<td>17,097</td>
<td>24.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>38,847</td>
<td>57.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>11.1</td>
<td>-</td>
<td>-</td>
<td>16,407</td>
<td>23.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>38,447</td>
<td>54.6</td>
<td>987</td>
<td>1.4</td>
</tr>
<tr>
<td>10.8</td>
<td>-</td>
<td>-</td>
<td>15,783</td>
<td>22.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>36,952</td>
<td>51.8</td>
<td>2,143</td>
<td>3.0</td>
</tr>
<tr>
<td>10.5</td>
<td>-</td>
<td>-</td>
<td>15,061</td>
<td>20.8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>35,408</td>
<td>48.9</td>
<td>3,259</td>
<td>4.3</td>
</tr>
<tr>
<td>10.2</td>
<td>638</td>
<td>5,645</td>
<td>13,978</td>
<td>19.0</td>
<td>5,583</td>
<td>11,581</td>
<td>4,727</td>
<td>33,874</td>
<td>46.1</td>
<td>4,375</td>
<td>6.0</td>
<td>0.4</td>
</tr>
<tr>
<td>10.5</td>
<td>816</td>
<td>5,142</td>
<td>14,184</td>
<td>19.1</td>
<td>4,016</td>
<td>12,624</td>
<td>4,955</td>
<td>35,789</td>
<td>48.2</td>
<td>2,782</td>
<td>3.7</td>
<td>1.0</td>
</tr>
<tr>
<td>11.5</td>
<td>871</td>
<td>6,065</td>
<td>16,544</td>
<td>19.9</td>
<td>4,247</td>
<td>16,426</td>
<td>5,540</td>
<td>41,457</td>
<td>52.0</td>
<td>1,549</td>
<td>1.8</td>
<td>2.8</td>
</tr>
<tr>
<td>11.5</td>
<td>1,034</td>
<td>6,329</td>
<td>17,629</td>
<td>19.7</td>
<td>4,051</td>
<td>17,587</td>
<td>6,004</td>
<td>45,294</td>
<td>56.7</td>
<td>2,512</td>
<td>2.8</td>
<td>1.4</td>
</tr>
<tr>
<td>10.9</td>
<td>1,174</td>
<td>6,547</td>
<td>20,020</td>
<td>20.0</td>
<td>4,162</td>
<td>21,356</td>
<td>6,849</td>
<td>52,887</td>
<td>52.3</td>
<td>1,650</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>11.1</td>
<td>1,586</td>
<td>7,558</td>
<td>23,432</td>
<td>18.2</td>
<td>6,092</td>
<td>30,142</td>
<td>8,020</td>
<td>67,786</td>
<td>52.3</td>
<td>7,212</td>
<td>5.6</td>
<td>5.6</td>
</tr>
<tr>
<td>14.3</td>
<td>3,061</td>
<td>12,295</td>
<td>43,796</td>
<td>22.5</td>
<td>9,251</td>
<td>47,240</td>
<td>13,417</td>
<td>112,703</td>
<td>57.0</td>
<td>4,204</td>
<td>1.1</td>
<td>2.1</td>
</tr>
<tr>
<td>14.7</td>
<td>6,240</td>
<td>14,211</td>
<td>62,650</td>
<td>21.7</td>
<td>12,649</td>
<td>65,543</td>
<td>23,787</td>
<td>160,920</td>
<td>55.4</td>
<td>2,439</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>14.7</td>
<td>6,464</td>
<td>12,911</td>
<td>55,000</td>
<td>17.6</td>
<td>9,476</td>
<td>76,426</td>
<td>35,877</td>
<td>175,850</td>
<td>56.0</td>
<td>3,655</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>14.3</td>
<td>7,185</td>
<td>17,240</td>
<td>90,420</td>
<td>19.0</td>
<td>17,700</td>
<td>106,120</td>
<td>42,603</td>
<td>258,200</td>
<td>56.9</td>
<td>1,925</td>
<td>3.3</td>
<td>1.9</td>
</tr>
<tr>
<td>15.0</td>
<td>8,006</td>
<td>26,367</td>
<td>134,563</td>
<td>22.4</td>
<td>22,477</td>
<td>150,695</td>
<td>45,961</td>
<td>358,176</td>
<td>51.9</td>
<td>3,676</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>17.1</td>
<td>-</td>
<td>205,788</td>
<td>21.8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>543,393</td>
<td>59.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>16.6</td>
<td>-</td>
<td>204,580</td>
<td>21.2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>552,945</td>
<td>57.5</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

1971, when the contribution of the tertiary sector reached 59.0 percent of the GDP.\textsuperscript{46}

Some sub-sectors of the tertiary sector underwent particularly dramatic changes. The commercial portion of the tertiary sector declined from 25.2 percent of GDP in 1955 to 19.0 percent in 1960, and then increased to a peak of 21.8 percent of GDP in 1971.\textsuperscript{47} For example, the contribution of the wholesale and retail trade sub-sector to GDP increased from 11.7 percent in 1955 to its highest point of 17.1 percent in 1971. The contribution of the public administration and defense sub-sector to GDP dramatically increased from 15.8 percent in 1960 to 20.3 percent in 1970.\textsuperscript{48} There was a significant increase in the contribution of the services sub-sector to GDP which increased from 6.4 percent in 1960 to 7.7 percent in 1970. The contributions to growth in the economy of South Vietnam by each sector and sub-sector were not uniform throughout the period of this study.

**Sector Employment Change**

The shock effect of the war on the economy of South Vietnam can be clearly viewed through an examination of shifts in employment levels among the sectors of the economy. Employment in the primary sector averaged 84.0 percent of total employment during the period 1955 through 1960. The

\textsuperscript{46}Ibid.

\textsuperscript{47}Ibid.

\textsuperscript{48}See Table 2.
average annual employment in this sector declined to only 77.5 percent of total employment during the time period 1961 through 1964. Employment in the primary sector continued to decline during the time period 1965 through 1972. The average annual employment in the primary sector during this time period was only 67.0 percent of total employment. Employment in the primary sector reached a low point in 1970 when it was 64.6 percent of total employment. \(^49\)

Changes in employment in the secondary sector were also significant. Employment in this sector averaged 2.9 percent of total employment during the time period 1955 through 1960. Employment in the secondary sector averaged 3.2 percent annually from 1961 through 1964. During the time period 1965 through 1972 employment in the secondary sector averaged 4.5 percent annually. \(^50\)

Declines in employment levels in the primary sector were largely reflected in increased levels of employment in the tertiary sector. Employment in the tertiary sector increased as a percentage of total employment from 11.5 percent in 1955 to 14.2 percent in 1960. Employment in this sector averaged 13.1 percent annually from 1955 through 1960. Employment in this sector continued to increase and reached 23.0 percent of total employment in 1964. The annual average employment in the sector from 1961 through 1964 was 19.3 percent. The level of employment continued to increase in this sector.

\(^{49}\) See Appendix A, Table 34.

\(^{50}\) See Appendix A, Table 35.
during the time period 1965 through 1972 during which the average annual percentage of total employment was 28.5 percent. During three years of this time period—1968, 1969, and 1970—employment in the tertiary sector was slightly over 30 percent of total employment.

Shifts in employment were not uniform throughout each sector. For example, in the primary sector, employment in fishing increased as a percentage of employment in that sector from 3.2 percent in 1955 to 6.6 percent in 1972. However, the employment in plantations declined as a percentage of primary sector employment from 1.0 percent in 1955 to .6 percent in 1972. There was a radical change in the level of construction employment in the secondary sector. Construction employment as a percentage of total secondary sector employment increased from 17.8 percent in 1955 to 38.6 percent in 1970, which was the peak year of construction employment. There were also key employment level changes in the tertiary sector. Employment in the commercial sub-sector as a percent of the tertiary sector total employment decreased from 17.0 percent in 1955 to 7.2 percent in 1972. The greatest increase in the employment level of this sector occurred in public administration and defense which increased

51 See Appendix A, Table 36.
52 See Appendix A, Table 34.
53 See Appendix A, Table 35.
54 The commercial sub-sector consists of: wholesale and retail trade; banking, finance and insurance; and real estate.
from 43.9 percent of the sector's employment in 1955 to 74.7 percent in 1972.\textsuperscript{55} Employment in services dramatically decreased from 28.8 percent of the sector's employment in 1955 to 9.9 percent in 1972.\textsuperscript{56}

The level of employment in the primary sector declined at an increasing rate over the period 1955 through 1972, while the level of employment in the secondary sector increased moderately and the level of employment in the tertiary sector increased dramatically. The shifts in employment were not smooth throughout each sector, reflecting the uneven impact of the war on the economy of South Vietnam.

**Price Level Change**

The drastic changes in the price levels in South Vietnam over the period of this study are well documented in the literature on the subject.\textsuperscript{57} However, a short review of the magnitude of price level changes is in order. The general

\begin{itemize}
  \item \textsuperscript{55}See Appendix A, Table 36.
  \item \textsuperscript{56}Ibid.
  \item \textsuperscript{57}Almost without exception every analyst who has commented on the economy of South Vietnam has pointed to the effects of inflation. For example, the U.S. Congress, House Select Committee on United States Involvement in Southeast Asia, stated in its report in 1970 that, "Inflation is the most serious problem facing the country. Controlling inflation is highest on the list of priority economic objectives." Also, in the U.S. Library of Congress Report to the United States Senate, Committee on Foreign Relations in 1971, it was reported that the "... impact of inflation has been one of the most serious economic problems facing the Saigon Government." See U.S. Congress, House Select Committee, United States Involvement in Southeast Asia, 91st Cong., 2d sess. (1970), p. 6, and U.S. Library of Congress, Impact of the Vietnam War, United States Senate, Committee on Foreign Relations, 92d Cong., 1st sess., p. 33.
\end{itemize}
wholesale price index, based on 1949 = 100, increased from 177.3 at the end of 1955 to 187.6 at the end of 1960. This index reached 230.3 at the end of 1964. However, a near hyperinflation condition\(^5\) was reflected in the phenomenal increase in this index to 1,208.8 by the close of 1972.\(^5\) Similar increases were evident in the consumer price index (including rent, based on 1963 = 100) for working class families which increased from 80.3 at the end of 1955 to 85.0 at the end of 1960. This consumer price index reached 102.9 at the close of 1964, and continued to make record advances by increasing from 119.7 in 1965 to 973.3 by the end of 1972.\(^6\) The price level increased gradually during the period 1955 through 1960, experienced moderate increases during the period 1961 through 1964 and increased at an accelerated rate over the period 1965 through 1972.

**Sector Production Change**

An analysis of the economic indicators which reflect changes in the economy of South Vietnam in response to the war effort is very enlightening. An examination of the

---

\(^5\) Hyperinflation is a condition of rapid rise in the price level. Production is disorganized, the wealth of large groups of the population is wiped out as money becomes worthless. Debtors attempt to pay off their obligations in worthless money. Speculators profiteer and buying is in panic in order to spend funds before another round of price increases occurs. One author notes that "... fortunately, there are few cases of hyperinflation except during war or in the backwash of war or revolution." See Paul A. Samuelson, *Economics*, p. 273.

physical output of economic goods and services in the various sectors of the economy brings the impact of the war on the economy of South Vietnam in sharp focus.

In the primary sector, it should prove useful to examine the production of key agricultural commodities. The production of paddy (rice) increased from 2,767 thousand metric tons in 1955 to 4,955 thousand metric tons in 1960. Paddy production continued to increase slightly during the period 1961 through 1964 and reached 5,185 thousand metric tons in 1964. The average annual production of paddy for the period 1965 through 1972 was 5,215 thousand metric tons. However, the production during part of this period was low in that the average annual production of paddy from 1965 through 1968 was only 4,553 thousand metric tons.61 The production of raw rubber increased from 54.0 thousand metric tons in 1955 to 77.6 thousand metric tons in 1960, and declined slightly during the next time period from 1961 through 1964 to a level of 74.2 thousand metric tons in 1964. However, the production of rubber drastically declined during the time period 1965 through 1972 when the average annual production was only 38.6 thousand metric tons. Rubber production reached the lowest point during this study in 1972 when production was only 20.0 thousand metric tons.62 The production of tea and

61 See Table 3.
62 Ibid.
TABLE 3
PRODUCTION OF KEY AGRICULTURAL COMMODITIES IN SOUTH VIETNAM
(000 METRIC TONS)

<table>
<thead>
<tr>
<th>Year</th>
<th>Paddy (Rice)(^a) (Code ANNPA301)</th>
<th>Rubber(^b) (Code ANNRU302)</th>
<th>Tea(^c) (Code ANNTE303)</th>
<th>Coffee(^d) (Code ANNCO304)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>2,767</td>
<td>54.0</td>
<td>2.6</td>
<td>2.2</td>
</tr>
<tr>
<td>1956</td>
<td>3,412</td>
<td>59.4</td>
<td>3.8</td>
<td>2.5</td>
</tr>
<tr>
<td>1957</td>
<td>3,192</td>
<td>62.1</td>
<td>4.4</td>
<td>3.3</td>
</tr>
<tr>
<td>1958</td>
<td>4,235</td>
<td>71.7</td>
<td>3.4</td>
<td>2.5</td>
</tr>
<tr>
<td>1959</td>
<td>5,092</td>
<td>75.4</td>
<td>4.2</td>
<td>3.3</td>
</tr>
<tr>
<td>1960</td>
<td>4,955</td>
<td>77.6</td>
<td>4.5</td>
<td>2.9</td>
</tr>
<tr>
<td>1961</td>
<td>4,607</td>
<td>78.1</td>
<td>4.8</td>
<td>3.4</td>
</tr>
<tr>
<td>1962</td>
<td>5,205</td>
<td>77.9</td>
<td>4.5</td>
<td>3.1</td>
</tr>
<tr>
<td>1963</td>
<td>5,327</td>
<td>76.2</td>
<td>4.7</td>
<td>3.6</td>
</tr>
<tr>
<td>1964</td>
<td>5,185</td>
<td>74.2</td>
<td>5.4</td>
<td>3.4</td>
</tr>
<tr>
<td>1965</td>
<td>4,822</td>
<td>64.8</td>
<td>5.9</td>
<td>3.5</td>
</tr>
<tr>
<td>1966</td>
<td>4,337</td>
<td>49.5</td>
<td>5.2</td>
<td>3.1</td>
</tr>
<tr>
<td>1967</td>
<td>4,688</td>
<td>42.5</td>
<td>4.2</td>
<td>3.3</td>
</tr>
<tr>
<td>1968</td>
<td>4,366</td>
<td>34.0</td>
<td>4.8</td>
<td>3.3</td>
</tr>
<tr>
<td>1969</td>
<td>5,115</td>
<td>27.7</td>
<td>4.9</td>
<td>3.5</td>
</tr>
<tr>
<td>1970</td>
<td>5,516</td>
<td>33.0</td>
<td>5.5</td>
<td>3.9</td>
</tr>
<tr>
<td>1971</td>
<td>6,324</td>
<td>37.5</td>
<td>5.8</td>
<td>4.4</td>
</tr>
<tr>
<td>1972</td>
<td>6,348</td>
<td>20.0</td>
<td>5.1</td>
<td>3.9</td>
</tr>
</tbody>
</table>


TABLE 3--Continued

\(^a\) Paddy is harvested rice in its unhusked form. The yield of polished rice from paddy is approximately 65 percent by weight of the paddy weight for South Vietnam.

\(^b\) Production is raw rubber.

\(^c\) Production is raw leaf tea.

\(^d\) Production is raw coffee beans.
coffee was erratic but generally doubled during the time period 1955 through 1972.  

Also in the primary sector, the fish catch sharply increased from 184 thousand metric tons in 1955 to 678 thousand metric tons in 1972.  Different sub-sectors of the primary sector responded differently to the war effort in terms of output. The production of paddy first increased then declined while the production of rubber sharply declined and the production of fish products sharply increased.

The scope and character of industrial production in the secondary sector increased during the period of this study. A general summary of this progress was reflected in the general industrial production index. The general industrial index increased from 100 in its base year of 1962 to 131.9 by the end of 1964. The index continued to increase during the period 1965 through 1972. The peak year was 1971 when the index reached 251.3. There was one decline in the index's growth in 1968 when it receded to 172.7. Building construction output increased fantastically from 201 thousand square meters in 1955 to 653 thousand square meters in 1960. By 1964 the annual building area constructed was 1094 thousand square meters. The average annual level of building construction for the time period 1965 through 1972 was 1089

---

63 Ibid.
65 See Table 4.
### TABLE 4
INDEX OF INDUSTRIAL PRODUCTION IN SOUTH VIETNAM

<table>
<thead>
<tr>
<th>Year</th>
<th>General Index (Weight 1,000.00) b (Code XGLPLP214)</th>
<th>Electricity (Weight 52.36)</th>
<th>Manufacturing (Weight 934.82)</th>
<th>Mining (Weight 12.82)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1962a</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>1963</td>
<td>116.5</td>
<td>111.6</td>
<td>116.3</td>
<td>146.6</td>
</tr>
<tr>
<td>1964</td>
<td>131.9</td>
<td>128.7</td>
<td>132.5</td>
<td>102.3</td>
</tr>
<tr>
<td>1965</td>
<td>157.9</td>
<td>167.8</td>
<td>159.5</td>
<td>- c</td>
</tr>
<tr>
<td>1966</td>
<td>170.8</td>
<td>173.8</td>
<td>173.0</td>
<td>-</td>
</tr>
<tr>
<td>1967</td>
<td>189.8</td>
<td>196.9</td>
<td>192.0</td>
<td>-</td>
</tr>
<tr>
<td>1968</td>
<td>172.7</td>
<td>186.6</td>
<td>174.2</td>
<td>-</td>
</tr>
<tr>
<td>1969</td>
<td>214.4</td>
<td>199.3</td>
<td>218.2</td>
<td>-</td>
</tr>
<tr>
<td>1970</td>
<td>244.8</td>
<td>288.8</td>
<td>245.6</td>
<td>-</td>
</tr>
<tr>
<td>1971</td>
<td>251.3</td>
<td>313.4</td>
<td>251.3</td>
<td>-</td>
</tr>
<tr>
<td>1972</td>
<td>238.4</td>
<td>347.3</td>
<td>235.6</td>
<td>-</td>
</tr>
</tbody>
</table>


^aBase year 1962 = 100.

^bWeights in the index are assigned based on 1962 values of production.

^cCoal mining, which was the total in the mining segment of the index, ceased operation due to internal violence conditions in 1965.
thousand square meters.\textsuperscript{66} Production of utilities, particularly electricity, was greatly increased. The production of electric energy increased from 191.4 thousand kilowatt hours (KWH) in 1955 to 1,482.8 thousand KWH in 1972.\textsuperscript{67}

There were important changes in the capabilities and performance of infrastructure transportation and communication systems. In the automotive transport network, the number of motor vehicles in use increased from 59.7 thousand in 1955 to 281.7 thousand in 1971, the peak year. In the case of railway passenger/kilometers, the situation changed in each time period. For example, passenger/kilometers increased from 377,487 thousand in 1955 to 541,736 thousand in 1960. However, by 1964 the passenger/kilometer performance had declined to 124,635 thousand. This trend of decline continued and reached a low point of only 3,838 thousand passenger/kilometers in 1966. By 1970 the passenger/kilometer performance of the railway had recovered some to a level of 88,259 thousand. Air transportation capability and use increased over the period of the study as exemplified by the fact that domestic air passenger/kilometer use increased from 80,000 thousand in 1962 to 515,276 thousand in 1970. Coastwise shipping in commercial ports declined from 851.0 thousand metric tons in 1955 to 299.3 thousand metric tons in 1960 and then increased to a peak of 861.6 thousand metric tons.


\textsuperscript{67}See Table 5.
### TABLE 5

**ELECTRIC ENERGY PRODUCED AND CONSUMED IN SOUTH VIETNAM**

<table>
<thead>
<tr>
<th>Year</th>
<th>Per Capita Electric Energy Consump. (KWH) (Code PCEEC213)</th>
<th>Year/Quarter</th>
<th>Electric Energy Production (000 KWH) (Code REALELCPRO213C)</th>
<th>Year/Quarter</th>
<th>Electric Energy Production (000 KWH) (Code REALELCPRO213C)</th>
<th>Year/Quarter</th>
<th>Electric Energy Production (000 KWH) (Code REALELCPRO213C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>13.5</td>
<td>1955 1Q</td>
<td>40,500</td>
<td>1961 1Q</td>
<td>76,700</td>
<td>1967 1Q</td>
<td>152,800</td>
</tr>
<tr>
<td>1956</td>
<td>13.7</td>
<td>2Q</td>
<td>49,000</td>
<td>2Q</td>
<td>79,200</td>
<td>2Q</td>
<td>175,500</td>
</tr>
<tr>
<td>1957</td>
<td>13.6</td>
<td>3Q</td>
<td>50,200</td>
<td>3Q</td>
<td>77,900</td>
<td>3Q</td>
<td>177,600</td>
</tr>
<tr>
<td>1958</td>
<td>15.0</td>
<td>4Q</td>
<td>51,700</td>
<td>4Q</td>
<td>81,000</td>
<td>4Q</td>
<td>177,160</td>
</tr>
<tr>
<td>1959</td>
<td>16.5</td>
<td>1956 1Q</td>
<td>52,200</td>
<td>1962 1Q</td>
<td>79,200</td>
<td>1968 1Q</td>
<td>150,900</td>
</tr>
<tr>
<td>1960</td>
<td>17.2</td>
<td>2Q</td>
<td>52,700</td>
<td>2Q</td>
<td>87,400</td>
<td>2Q</td>
<td>172,400</td>
</tr>
<tr>
<td>1961</td>
<td>18.0</td>
<td>3Q</td>
<td>51,400</td>
<td>3Q</td>
<td>88,400</td>
<td>3Q</td>
<td>190,600</td>
</tr>
<tr>
<td>1962</td>
<td>20.3</td>
<td>4Q</td>
<td>52,600</td>
<td>4Q</td>
<td>91,500</td>
<td>4Q</td>
<td>201,300</td>
</tr>
<tr>
<td>1963</td>
<td>23.0</td>
<td>1957 1Q</td>
<td>52,700</td>
<td>1963 1Q</td>
<td>86,700</td>
<td>1969 1Q</td>
<td>253,500</td>
</tr>
<tr>
<td>1964</td>
<td>27.1</td>
<td>2Q</td>
<td>55,500</td>
<td>2Q</td>
<td>98,000</td>
<td>2Q</td>
<td>271,100</td>
</tr>
<tr>
<td>1965</td>
<td>28.6</td>
<td>3Q</td>
<td>55,200</td>
<td>3Q</td>
<td>99,200</td>
<td>3Q</td>
<td>267,500</td>
</tr>
<tr>
<td>1966</td>
<td>35.2</td>
<td>4Q</td>
<td>57,400</td>
<td>4Q</td>
<td>102,500</td>
<td>4Q</td>
<td>273,200</td>
</tr>
<tr>
<td>1967</td>
<td>39.4</td>
<td>1958 1Q</td>
<td>57,300</td>
<td>1964 1Q</td>
<td>102,000</td>
<td>1970 1Q</td>
<td>256,800</td>
</tr>
<tr>
<td>1968</td>
<td>43.7</td>
<td>2Q</td>
<td>59,100</td>
<td>2Q</td>
<td>106,400</td>
<td>2Q</td>
<td>267,800</td>
</tr>
<tr>
<td>1969</td>
<td>53.4</td>
<td>3Q</td>
<td>59,600</td>
<td>3Q</td>
<td>110,300</td>
<td>3Q</td>
<td>316,400</td>
</tr>
<tr>
<td>1970</td>
<td>57.9</td>
<td>4Q</td>
<td>62,600</td>
<td>4Q</td>
<td>134,100</td>
<td>4Q</td>
<td>313,400</td>
</tr>
<tr>
<td>1971</td>
<td>58.6</td>
<td>1959 1Q</td>
<td>63,000</td>
<td>1965 1Q</td>
<td>114,000</td>
<td>1971 1Q</td>
<td>307,500</td>
</tr>
<tr>
<td>1972</td>
<td>61.2</td>
<td>2Q</td>
<td>67,600</td>
<td>2Q</td>
<td>129,100</td>
<td>2Q</td>
<td>348,400</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3Q</td>
<td>66,100</td>
<td>3Q</td>
<td>127,100</td>
<td>3Q</td>
<td>352,300</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4Q</td>
<td>70,300</td>
<td>4Q</td>
<td>151,800</td>
<td>4Q</td>
<td>334,700</td>
</tr>
<tr>
<td>Year</td>
<td>Per Capita Electric Energy Consump. (KWH) (Code PCEEC213)</td>
<td>Year/Quarter</td>
<td>Electric Energy Production (000 KWH) (Code REALELCPR0213C)</td>
<td>Year/Quarter</td>
<td>Electric Energy Production (000 KWH) (Code REALELCPR0213C)</td>
<td>Year/Quarter</td>
<td>Electric Energy Production (000 KWH) (Code REALELCPR0213C)</td>
</tr>
<tr>
<td>------</td>
<td>------------------------------------------------</td>
<td>-------------</td>
<td>------------------------------------------------</td>
<td>-------------</td>
<td>------------------------------------------------</td>
<td>-------------</td>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>1960</td>
<td>1Q</td>
<td>69,300</td>
<td>1966</td>
<td>1Q</td>
<td>137,100</td>
<td>1972</td>
<td>1Q</td>
</tr>
<tr>
<td></td>
<td>2Q</td>
<td>73,100</td>
<td>2Q</td>
<td>150,200</td>
<td>2Q</td>
<td>368,400</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3Q</td>
<td>74,000</td>
<td>3Q</td>
<td>154,800</td>
<td>3Q</td>
<td>384,800</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4Q</td>
<td>71,500</td>
<td>4Q</td>
<td>159,500</td>
<td>4Q</td>
<td>391,200</td>
<td></td>
</tr>
</tbody>
</table>
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tons in 1969. The performance of communications service and print and broadcast media activities was erratic. As an example, domestic air post letters received and mailed increased from 4,800 thousand pieces of mail in 1955 to 13,560 thousand in 1959. They declined thereafter to only 8,066 thousand in 1962, after which there was a steady increase to a peak of 15,691 thousand pieces of mail in 1969. The business activities of banking, finance, insurance and real estate all expanded their operations as evidenced by the number of firms participating in these businesses and their contribution to GDP. As an example, the number of checks presented to the clearing house for clearance steadily increased at an accelerated rate from 579,100 in 1955 to 4,185,700 in 1971 or an increase of 623 percent.

There were also major changes in the commercial sub-sector of the tertiary sector of the economy of South Vietnam during the period of this study. One of the major changes in this sub-sector was in the number and size of licensed businesses. The number of licensed businesses increased from 118.8 thousand in 1955 to 180.1 thousand in 1960. After 1960 the number of these businesses steadily declined, and by 1968 there were only 150.4 thousand licensed businesses. However, the number of licensed businesses began to increase in 1969, and by the end of 1971 there were 194.9 thousand licensed businesses.

68 See Table 6.
69 See Table 7.
70 See Table 8.
### TABLE 6
PERFORMANCE OF SELECTED TRANSPORTATION SYSTEMS IN SOUTH VIETNAM

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of Motor Vehicles in Use (000) (Code NOMVU201)</th>
<th>Railway Passenger/ Kms (000) (Code RANK202)</th>
<th>Domestic Air Passenger/ Kms (000) (Code XDOAPK203)</th>
<th>Coastwise Shipping in Commercial Ports (000 Metric Tons) (Code CWSCP204)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>59.7</td>
<td>377,487</td>
<td>a</td>
<td>851.0</td>
</tr>
<tr>
<td>1956</td>
<td>71.7</td>
<td>383,703</td>
<td>-</td>
<td>256.6</td>
</tr>
<tr>
<td>1957</td>
<td>72.1</td>
<td>435,075</td>
<td>-</td>
<td>215.4</td>
</tr>
<tr>
<td>1958</td>
<td>84.5</td>
<td>426,817</td>
<td>-</td>
<td>277.5</td>
</tr>
<tr>
<td>1959</td>
<td>90.7</td>
<td>514,583</td>
<td>-</td>
<td>252.8</td>
</tr>
<tr>
<td>1960</td>
<td>96.0</td>
<td>541,736</td>
<td>-</td>
<td>299.3</td>
</tr>
<tr>
<td>1961</td>
<td>93.7</td>
<td>583,121</td>
<td>-</td>
<td>234.7</td>
</tr>
<tr>
<td>1962</td>
<td>100.4</td>
<td>338,015</td>
<td>80,000a</td>
<td>194.1</td>
</tr>
<tr>
<td>1963</td>
<td>106.4</td>
<td>229,592</td>
<td>90,000b</td>
<td>385.2</td>
</tr>
<tr>
<td>1964</td>
<td>106.7</td>
<td>124,635</td>
<td>101,890</td>
<td>343.5</td>
</tr>
<tr>
<td>1965</td>
<td>113.5</td>
<td>14,046b</td>
<td>209,328</td>
<td>407.9</td>
</tr>
<tr>
<td>1966</td>
<td>134.9</td>
<td>3,838</td>
<td>202,704</td>
<td>412.4</td>
</tr>
<tr>
<td>1967</td>
<td>171.3</td>
<td>12,814b</td>
<td>319,236</td>
<td>628.5</td>
</tr>
<tr>
<td>1968</td>
<td>185.2</td>
<td>12,926</td>
<td>377,497</td>
<td>635.1</td>
</tr>
<tr>
<td>1969</td>
<td>214.0</td>
<td>71,481</td>
<td>501,793</td>
<td>861.1</td>
</tr>
<tr>
<td>1970</td>
<td>281.7</td>
<td>88,239</td>
<td>515,276</td>
<td>483.9</td>
</tr>
<tr>
<td>1971</td>
<td>244.0</td>
<td>85,657</td>
<td>377,350</td>
<td>410.5</td>
</tr>
<tr>
<td>1972</td>
<td>259.6b</td>
<td>83,173c</td>
<td>276,221b</td>
<td>348.1c</td>
</tr>
</tbody>
</table>


TABLE 6--Continued


aDomestic Air Passenger/Kilometers data were not reported for the time period 1955-1961. Only passenger arrivals and departures were reported for this time period.

bData are estimated from petroleum consumption statistics.

cData are estimated from previous performance.
# Table 7

**Performance of Selected Communication Service and Print and Broadcast Media in South Vietnam**

<table>
<thead>
<tr>
<th>Year</th>
<th>Domestic Air Post Letters Received and Mailed (000) (Code DAPLR205)</th>
<th>Circulation of Daily Newspapers (000) (Code XCODNP206)</th>
<th>Average Weekly Radio Broadcast Hours (Code XAVSRD207)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>4,800</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1956</td>
<td>13,520</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1957</td>
<td>11,943</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1958</td>
<td>11,300</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1959</td>
<td>13,560</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1960</td>
<td>9,980</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1961</td>
<td>8,372</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1962</td>
<td>8,066</td>
<td>540</td>
<td>47</td>
</tr>
<tr>
<td>1963</td>
<td>8,961</td>
<td>1,110</td>
<td>55</td>
</tr>
<tr>
<td>1964</td>
<td>9,347</td>
<td>1,350</td>
<td>63</td>
</tr>
<tr>
<td>1965</td>
<td>13,410</td>
<td>775</td>
<td>71</td>
</tr>
<tr>
<td>1966</td>
<td>13,580</td>
<td>805</td>
<td>80</td>
</tr>
<tr>
<td>1967</td>
<td>14,230</td>
<td>800</td>
<td>75</td>
</tr>
<tr>
<td>1968</td>
<td>14,945</td>
<td>1,336</td>
<td>73</td>
</tr>
<tr>
<td>1969</td>
<td>15,691</td>
<td>1,222</td>
<td>104</td>
</tr>
<tr>
<td>1970</td>
<td>15,329</td>
<td>1,513</td>
<td>104</td>
</tr>
<tr>
<td>1971</td>
<td>14,825</td>
<td>1,542</td>
<td>98</td>
</tr>
<tr>
<td>1972</td>
<td>14,337</td>
<td>1,571</td>
<td>92</td>
</tr>
</tbody>
</table>

**Sources:**


Circulation of daily newspapers and average weekly radio broadcast hours data were not reported for the time period 1955-1961.

Data are estimated from previous performance.
### TABLE 8
NUMBER OF CHECKS PRESENTED FOR CLEARANCE IN SOUTH VIETNAM

<table>
<thead>
<tr>
<th>Year</th>
<th>No. of Checks (Code NCPFE208)</th>
<th>Year/Quarter</th>
<th>No. of Checks (Code REALQTRNCPCFC208C)</th>
<th>Year/Quarter</th>
<th>No. of Checks (Code REALQTRNCPCFC208C)</th>
<th>Year/Quarter</th>
<th>No. of Checks (Code REALQTRNCPCFC208C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>579,100</td>
<td>1955 1Q</td>
<td>144,498</td>
<td>1961 1Q</td>
<td>219,463</td>
<td>1967 1Q</td>
<td>419,287</td>
</tr>
<tr>
<td>1956</td>
<td>521,500</td>
<td>2Q</td>
<td>144,349</td>
<td>1962 1Q</td>
<td>227,192</td>
<td>1968 1Q</td>
<td>488,436</td>
</tr>
<tr>
<td>1957</td>
<td>553,000</td>
<td>3Q</td>
<td>143,704</td>
<td>1963 1Q</td>
<td>237,770</td>
<td>1969 1Q</td>
<td>542,720</td>
</tr>
<tr>
<td>1958</td>
<td>627,500</td>
<td>4Q</td>
<td>146,354</td>
<td>1964 1Q</td>
<td>251,417</td>
<td>1970 1Q</td>
<td>690,939</td>
</tr>
<tr>
<td>1959</td>
<td>715,900</td>
<td>1956 1Q</td>
<td>138,544</td>
<td>1965 1Q</td>
<td>262,988</td>
<td>1971 1Q</td>
<td>909,841</td>
</tr>
<tr>
<td>1960</td>
<td>841,800</td>
<td>2Q</td>
<td>133,805</td>
<td>1966 1Q</td>
<td>263,177</td>
<td>1972 1Q</td>
<td>1,001,811</td>
</tr>
<tr>
<td>1961</td>
<td>917,000</td>
<td>3Q</td>
<td>128,673</td>
<td>1967 1Q</td>
<td>259,407</td>
<td>1973 1Q</td>
<td>1,104,735</td>
</tr>
<tr>
<td>1962</td>
<td>930,900</td>
<td>4Q</td>
<td>120,489</td>
<td>1968 1Q</td>
<td>266,322</td>
<td>1974 1Q</td>
<td>1,169,313</td>
</tr>
<tr>
<td>1963</td>
<td>1,015,400</td>
<td>1957 1Q</td>
<td>124,368</td>
<td>1969 1Q</td>
<td>285,548</td>
<td>1975 1Q</td>
<td></td>
</tr>
<tr>
<td>1964</td>
<td>1,103,500</td>
<td>2Q</td>
<td>132,898</td>
<td>1970 1Q</td>
<td>294,195</td>
<td>1976 1Q</td>
<td></td>
</tr>
<tr>
<td>1965</td>
<td>1,241,000</td>
<td>3Q</td>
<td>143,988</td>
<td>1971 1Q</td>
<td>289,290</td>
<td>1977 1Q</td>
<td></td>
</tr>
<tr>
<td>1966</td>
<td>1,575,400</td>
<td>4Q</td>
<td>151,770</td>
<td>1972 1Q</td>
<td>297,769</td>
<td>1978 1Q</td>
<td></td>
</tr>
<tr>
<td>1967</td>
<td>1,835,700</td>
<td>1958 1Q</td>
<td>135,488</td>
<td>1973 1Q</td>
<td>315,454</td>
<td>1979 1Q</td>
<td></td>
</tr>
<tr>
<td>1968</td>
<td>1,759,200</td>
<td>2Q</td>
<td>156,821</td>
<td>1974 1Q</td>
<td>338,495</td>
<td>1980 1Q</td>
<td></td>
</tr>
<tr>
<td>1969</td>
<td>2,300,200</td>
<td>3Q</td>
<td>164,692</td>
<td>1975 1Q</td>
<td>358,461</td>
<td>1981 1Q</td>
<td></td>
</tr>
<tr>
<td>1970</td>
<td>3,225,500</td>
<td>4Q</td>
<td>170,501</td>
<td>1976 1Q</td>
<td>378,435</td>
<td>1982 1Q</td>
<td></td>
</tr>
<tr>
<td>1971</td>
<td>4,185,700</td>
<td>1959 1Q</td>
<td>166,379</td>
<td>1977 1Q</td>
<td>397,361</td>
<td>1983 1Q</td>
<td></td>
</tr>
<tr>
<td>1972</td>
<td>4,112,400</td>
<td>2Q</td>
<td>174,086</td>
<td>1978 1Q</td>
<td>416,287</td>
<td>1984 1Q</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3Q</td>
<td>181,961</td>
<td>1979 1Q</td>
<td>435,213</td>
<td>1985 1Q</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4Q</td>
<td>193,464</td>
<td>1980 1Q</td>
<td>454,139</td>
<td>1986 1Q</td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td>No. of Checks (Code NCPFE208)</td>
<td>Year/ Quarter</td>
<td>No. of Checks (Code REALQTRNCPPFC208C)</td>
<td>Year/ Quarter</td>
<td>No. of Checks (Code REALQTRNCPPFC208C)</td>
<td>Year/ Quarter</td>
<td>No. of Checks (Code REALQTRNCPPFC208C)</td>
</tr>
<tr>
<td>------</td>
<td>------------------------------</td>
<td>---------------</td>
<td>----------------------------------------</td>
<td>---------------</td>
<td>----------------------------------------</td>
<td>---------------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>1960</td>
<td>1Q 192,752</td>
<td>1Q</td>
<td>1966 3Q 339,017</td>
<td>1972 3Q</td>
<td>1,115,019</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2Q 204,755</td>
<td>2Q</td>
<td>2Q 389,442</td>
<td>2Q 910,631</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3Q 225,378</td>
<td>3Q</td>
<td>3Q 421,149</td>
<td>3Q 1,022,331</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4Q 218,902</td>
<td>4Q</td>
<td>4Q 425,783</td>
<td>4Q 1,064,482</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


**NOTE:** Data regarding the annual number of checks presented for clearance have been rounded to the nearest 100 checks.
businesses in South Vietnam. However, their size changed radically. In 1955, 73.8 percent of all businesses paid a license fee of 500 VN$ or less, and by 1972 this percentage had declined to only 19.0 percent of all licensed businesses. Businesses paying a license fee of 500-24,999 VN$ increased from 14.0 percent in 1955 to 66.6 percent in 1972. Public works contractors, who comprised only 1.1 percent of all licensed businesses in 1960, were 14.1 percent of all such businesses by 1972 and had reached a peak of 23.3 percent in 1969. The number of business establishments within the various sectors changed. For example, the number of manufacturing firms increased from 11,840 in 1960 to 21,026 in 1968. The number of firms engaged in wholesale and retail trade decreased radically from 86,700 in 1960 to only 40,476 in 1968.

Trade Balance

South Vietnam experienced a growing negative trade balance over the years of this study. The trade balance decreased from -291.8 million U.S. dollars in 1955 to -145.8 million U.S. dollars in 1960. During the period 1961 through 1964, the annual average negative trade balance was -230.4 million U.S. dollars. The negative trade balance continued to grow during the period 1965 through 1972 and was -719.1

---

71 See Table 9.
<table>
<thead>
<tr>
<th>Year</th>
<th>Less Than 500 VN$</th>
<th>% of Total (Code PBPLL209)</th>
<th>500-24,999 VN$</th>
<th>% of Total (Code PBPLM210)</th>
<th>Over 25,000 VN$</th>
<th>% of Total</th>
<th>Public Works Contractors Schedule</th>
<th>% of Total (Code PBPLP211)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>87.7</td>
<td>73.8</td>
<td>16.6</td>
<td>14.0</td>
<td>14.5</td>
<td>12.2</td>
<td>-</td>
<td>-</td>
<td>118.8</td>
</tr>
<tr>
<td>1956</td>
<td>101.5</td>
<td>79.5</td>
<td>26.0</td>
<td>20.4</td>
<td>.2</td>
<td>.1</td>
<td>-</td>
<td>-</td>
<td>127.7</td>
</tr>
<tr>
<td>1957</td>
<td>101.7</td>
<td>85.2</td>
<td>17.5</td>
<td>14.7</td>
<td>.2</td>
<td>.1</td>
<td>-</td>
<td>-</td>
<td>119.4</td>
</tr>
<tr>
<td>1958</td>
<td>128.2</td>
<td>84.5</td>
<td>23.4</td>
<td>15.4</td>
<td>.2</td>
<td>.1</td>
<td>-</td>
<td>-</td>
<td>151.8</td>
</tr>
<tr>
<td>1959</td>
<td>139.0</td>
<td>84.0</td>
<td>26.2</td>
<td>15.9</td>
<td>.3</td>
<td>.1</td>
<td>-</td>
<td>-</td>
<td>165.5</td>
</tr>
<tr>
<td>1960</td>
<td>149.1</td>
<td>82.8</td>
<td>28.8</td>
<td>16.0</td>
<td>.3</td>
<td>.1</td>
<td>1.9</td>
<td>1.1</td>
<td>180.1</td>
</tr>
<tr>
<td>1961</td>
<td>149.7</td>
<td>83.0</td>
<td>29.3</td>
<td>16.3</td>
<td>.3</td>
<td>.1</td>
<td>-</td>
<td>-</td>
<td>180.2</td>
</tr>
<tr>
<td>1962</td>
<td>156.4</td>
<td>83.1</td>
<td>27.4</td>
<td>16.8</td>
<td>.3</td>
<td>.1</td>
<td>-</td>
<td>-</td>
<td>164.1</td>
</tr>
<tr>
<td>1963</td>
<td>154.7</td>
<td>84.3</td>
<td>27.4</td>
<td>14.9</td>
<td>.3</td>
<td>.1</td>
<td>1.1</td>
<td>.7</td>
<td>183.5</td>
</tr>
<tr>
<td>1964</td>
<td>144.4</td>
<td>82.8</td>
<td>29.1</td>
<td>16.7</td>
<td>.7</td>
<td>.3</td>
<td>-</td>
<td>-</td>
<td>174.5</td>
</tr>
<tr>
<td>1965</td>
<td>133.9</td>
<td>81.6</td>
<td>30.1</td>
<td>18.3</td>
<td>.3</td>
<td>.1</td>
<td>-</td>
<td>-</td>
<td>164.3</td>
</tr>
<tr>
<td>1966</td>
<td>128.2</td>
<td>76.7</td>
<td>38.5</td>
<td>23.0</td>
<td>.6</td>
<td>.3</td>
<td>-</td>
<td>-</td>
<td>167.3</td>
</tr>
<tr>
<td>1967</td>
<td>110.2</td>
<td>66.3</td>
<td>30.1</td>
<td>18.1</td>
<td>.2</td>
<td>.1</td>
<td>25.7</td>
<td>15.5</td>
<td>166.2</td>
</tr>
<tr>
<td>1968</td>
<td>84.1</td>
<td>55.9</td>
<td>41.9</td>
<td>27.9</td>
<td>.3</td>
<td>.1</td>
<td>24.1</td>
<td>16.1</td>
<td>150.4</td>
</tr>
<tr>
<td>1969</td>
<td>69.4</td>
<td>42.9</td>
<td>54.6</td>
<td>33.7</td>
<td>.3</td>
<td>.1</td>
<td>37.6</td>
<td>23.3</td>
<td>161.9</td>
</tr>
<tr>
<td>1970</td>
<td>69.4</td>
<td>55.3</td>
<td>88.9</td>
<td>45.1</td>
<td>.9</td>
<td>.5</td>
<td>37.8</td>
<td>19.1</td>
<td>197.0</td>
</tr>
<tr>
<td>1971a</td>
<td>50.4</td>
<td>25.9</td>
<td>106.8</td>
<td>54.8</td>
<td>4.0</td>
<td>2.0</td>
<td>33.6</td>
<td>17.3</td>
<td>194.9</td>
</tr>
<tr>
<td>1972a</td>
<td>36.6</td>
<td>19.0</td>
<td>128.4</td>
<td>66.6</td>
<td>.6</td>
<td>.3</td>
<td>27.2</td>
<td>14.1</td>
<td>192.8</td>
</tr>
</tbody>
</table>
TABLE 9--Continued


NOTE: The patente was a hold-over from the French administrative and fiscal system. It was analogous to, but not the same as, a business license, and was imposed upon all businesses in South Vietnam. For the majority of businesses, the "patente" consists of four elements: the fixed tax, the proportional tax, additional percentages, and the Chamber of Commerce contribution. The fixed tax was based on normal indicators of profitability and had a maximum and minimum scale set forth in the tax code. The proportional tax element was based on the actual or imputed rent paid and was set at a maximum of 10 percent of the fixed tax. The additional percentages were based on the fixed tax and was 200 percent in large towns and 150 percent elsewhere. The fourth element, the Chamber of Commerce contribution, was 3.5 percent of the fixed tax. The patente for public works contractors (Schedule "C") was assessed on a separate basis. There was a fixed annual fee of VNS 500 plus 0.7 percent of the value of all contracts for a tax year. Importers were subject to special taxation under the patente. The fixed tax portion for imports was VNS 12,140 annually and a variable fixed tax was calculated at the rate of VNS 1.214 for every United States dollar allocated to them for import purposes. See Republic of Vietnam, Doing Business in Viet Nam, Legal and Commercial Considerations (Washington, D.C.: Embassy of Vietnam, 1970), pp. 85-86.

aData are estimated from previous performance.
TABLE 10
NUMBER OF COMMERCIAL ESTABLISHMENTS
IN SOUTH VIETNAM

<table>
<thead>
<tr>
<th>Year</th>
<th>Wholesale and Retail Trade</th>
<th>Banks, Financial Institutions, Insurance and Real Estate</th>
<th>Transportation, Storage and Communications</th>
<th>Services</th>
<th>Total (Code NCOME212)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>13,971</td>
<td>46</td>
<td>227</td>
<td>877</td>
<td>15,121</td>
</tr>
<tr>
<td>1956</td>
<td>28,516</td>
<td>119</td>
<td>594</td>
<td>2,294</td>
<td>31,523</td>
</tr>
<tr>
<td>1957</td>
<td>43,062</td>
<td>192</td>
<td>961</td>
<td>3,711</td>
<td>47,926</td>
</tr>
<tr>
<td>1958</td>
<td>57,607</td>
<td>264</td>
<td>1,328</td>
<td>5,127</td>
<td>64,326</td>
</tr>
<tr>
<td>1959</td>
<td>72,153</td>
<td>336</td>
<td>1,694</td>
<td>6,544</td>
<td>80,727</td>
</tr>
<tr>
<td>1960</td>
<td>86,700</td>
<td>410</td>
<td>2,060</td>
<td>7,960</td>
<td>97,130</td>
</tr>
<tr>
<td>1961</td>
<td>80,922</td>
<td>418</td>
<td>2,557</td>
<td>8,791</td>
<td>92,688</td>
</tr>
<tr>
<td>1962</td>
<td>75,144</td>
<td>427</td>
<td>3,054</td>
<td>9,622</td>
<td>88,247</td>
</tr>
<tr>
<td>1963</td>
<td>69,366</td>
<td>435</td>
<td>3,552</td>
<td>10,452</td>
<td>83,805</td>
</tr>
<tr>
<td>1964</td>
<td>63,589</td>
<td>444</td>
<td>4,049</td>
<td>11,283</td>
<td>79,365</td>
</tr>
<tr>
<td>1965</td>
<td>57,810</td>
<td>452</td>
<td>4,547</td>
<td>12,114</td>
<td>74,923</td>
</tr>
<tr>
<td>1966</td>
<td>52,032</td>
<td>461</td>
<td>5,044</td>
<td>12,945</td>
<td>70,482</td>
</tr>
<tr>
<td>1967</td>
<td>46,254</td>
<td>470</td>
<td>5,542</td>
<td>13,775</td>
<td>66,041</td>
</tr>
<tr>
<td>1968</td>
<td>40,476</td>
<td>479</td>
<td>6,038</td>
<td>14,606</td>
<td>61,599</td>
</tr>
<tr>
<td>1969</td>
<td>43,571</td>
<td>516</td>
<td>6,500</td>
<td>15,723</td>
<td>66,310</td>
</tr>
<tr>
<td>1970</td>
<td>53,017</td>
<td>628</td>
<td>7,909</td>
<td>19,132</td>
<td>80,686</td>
</tr>
<tr>
<td>1971</td>
<td>52,452</td>
<td>621</td>
<td>7,825</td>
<td>18,928</td>
<td>79,826</td>
</tr>
<tr>
<td>1972</td>
<td>51,887</td>
<td>614</td>
<td>7,741</td>
<td>18,724</td>
<td>78,966</td>
</tr>
</tbody>
</table>


Data for the time period 1969-1972 are estimated from data concerning total business patente licenses.
million U.S. dollars by the close of 1972. The trade deficit was largely financed through economic aid from the United States.73

Urbanization

Some of the more intangible effects of political violence on the economy of South Vietnam are reflected in the percentage of the population living in cities of 20,000 or more which declined from 21.9 percent in 1955 to 15.6 percent at the end of 1960. There was a slight increase in city population during the time period 1961 through 1964, and by the close of 1964 only 17.1 percent of the population lived in cities of 20,000 or more. However, this trend toward urbanization continued and by the close of 1972, 29.2 percent of the population lived in cities of 20,000 or more.74 As a separate statistic, the number of temporary refugees and those living permanently in centers averaged each year 800,000 over the time period 1964 through 1968. By the end of 1971, the number of refugees had declined to only 123,000 but increased again in 1972, and at the close of 1972 there were 675,333 refugees.75

The impact of the war on each sector of the economy of South Vietnam was not equal or uniform over the eighteen years of this study. In general terms, the data seems to

73 See Appendix B, Table 40.
74 See Table 11.
<table>
<thead>
<tr>
<th>Year</th>
<th>Total Population of the Republic of Vietnam</th>
<th>Total Population Living in Cities of 20,000 or More</th>
<th>Percentage of Population Living in Cities of 20,000 or More</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>12,068</td>
<td>2,643</td>
<td>21.9</td>
</tr>
<tr>
<td>1956</td>
<td>12,366</td>
<td>2,651</td>
<td>21.4</td>
</tr>
<tr>
<td>1957</td>
<td>13,052</td>
<td>2,555</td>
<td>19.6</td>
</tr>
<tr>
<td>1958</td>
<td>12,935</td>
<td>1,967</td>
<td>15.2</td>
</tr>
<tr>
<td>1959</td>
<td>13,789</td>
<td>2,145</td>
<td>15.6</td>
</tr>
<tr>
<td>1960</td>
<td>14,072</td>
<td>2,191</td>
<td>15.6</td>
</tr>
<tr>
<td>1961</td>
<td>14,494</td>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>1962</td>
<td>14,275</td>
<td>2,458</td>
<td>17.2</td>
</tr>
<tr>
<td>1963</td>
<td>14,133</td>
<td>2,360</td>
<td>16.7</td>
</tr>
<tr>
<td>1964</td>
<td>14,359</td>
<td>2,449</td>
<td>17.1</td>
</tr>
<tr>
<td>1965</td>
<td>15,024</td>
<td>2,710</td>
<td>18.0</td>
</tr>
<tr>
<td>1966</td>
<td>15,112</td>
<td>2,746</td>
<td>18.2</td>
</tr>
<tr>
<td>1967</td>
<td>16,256</td>
<td>3,293</td>
<td>20.3</td>
</tr>
<tr>
<td>1968</td>
<td>16,259</td>
<td>3,987</td>
<td>24.5</td>
</tr>
<tr>
<td>1969</td>
<td>16,543</td>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>1970</td>
<td>17,333</td>
<td>4,573</td>
<td>26.4</td>
</tr>
<tr>
<td>1971</td>
<td>18,708</td>
<td>5,464</td>
<td>29.2</td>
</tr>
<tr>
<td>1972</td>
<td>19,213</td>
<td>5,615</td>
<td>29.2</td>
</tr>
</tbody>
</table>
### TABLE 11--Continued


TABLE 11—Continued


aData not available.
suggest that the war depressed the primary sector, developed the secondary sector, particularly the infrastructure and construction and greatly expanded the tertiary sector, particularly the commercial sub-sector and public administration and defense, and services.

**Allied Economic Sector**

An important impact of the war on the economy of South Vietnam was the presence of United States and Allied support and combat forces in South Vietnam beginning in 1963. The increased number of these forces from 16.5 thousand in 1963 to 606.0 thousand in 1968 brought about a boom in the Vietnamese economy. The "Allied Sector" consisted of the economic activities associated with the presence of Allied troops which included private and Allied government spending on the local economy, government grants, economic aid and loans.

The Vietnamese employed in the United States portion of this sector were largely employed in services and construction. Employment in the United States sub-sector began to build up coincidental with the introduction of United States combat forces into South Vietnam in 1965. By the end of

---


77 See Appendix B, Table 38.

78 U.S. Senate, Committee on Foreign Relations, Background Information Relating to Southeast Asia and Vietnam, p. 19.
1966, total Vietnamese nationals employed in this sector numbered 126.0 thousand persons. The Vietnamese employment level continued to grow until it reached a peak of 144.8 thousand at the end of 1969. After 1969, Vietnamese employment in the sector declined and stood at only 54.7 thousand at the end of 1972. Occupations of Vietnamese employed in this sector were concentrated in services with construction and related occupations forming the next largest number.\(^7\)

United States forces spending in the Allied sector increased from 42.0 million U.S. dollars in 1964 to 403.0 million U.S. dollars in 1971.\(^8\) The injection of United States and Allied economic aid was accelerated during the period 1966 through 1972. United States economic aid in all forms decreased from 325.8 million U.S. dollars in 1955 to 180.5 million U.S. dollars in 1960. Annual United States aid during the period 1961 through 1964 averaged 173.2 million U.S. dollars. United States aid increased during the period 1965 through 1972 to an annual average of 534.4 million U.S. dollars. Annual United States aid reached a peak of 665.3 million U.S. dollars in 1967.\(^8\)

This sector which was created by the war had a measurable input in the form of Allied forces private spending, Allied government spending and the injection of Allied economic aid, credits and loans. It was a conglomerate

\(^7\) See Appendix B, and Table 37.
\(^8\) See Appendix B, Table 39.
\(^8\) See Appendix B, Table 41.
sector which supplied goods and services related to Allied troop presence. The goods and services were concentrated in personal services, real estate, utilities, and construction. The creation of this separate Allied sector is perhaps a unique facet of the war in South Vietnam. This sector was created by both the presence of large numbers of Allied troops and the injection of large quantities of foreign economic aid into South Vietnam in a short period of time. 82

It is emphasized that Allied spending in all forms, Allied aid, grants, loans and dollar conversions are all accounted for in the national South Vietnam GNP, GDP, employment and other statistics. It would be difficult, if not impossible, to disaggregate these data from present information which has been consulted. However, the reader is provided a comprehensive review of the dimensions of the Allied section in the economy of South Vietnam in Appendix B.

An Overview of Political Violence and Economic Development

The impact of political violence on the economy of South Vietnam has not been assessed in any systematic way. The connection between the frequency and magnitude of political violence events and the development of the economy of South Vietnam was suggested by one writer in a normative or

82 See Appendix B, Table 42.

general sense. However, these suggestions have not been organized in a systematic manner which would relate the frequency and magnitude of political violence to the development of the economy of South Vietnam, which is the task of this study.

The relationship between the national development of the economy of a country and the political instability of that country has been investigated by many writers. Most authors have assumed that political stability is a pre-condition for economic development. Others have simply assumed, without the benefit of empirical investigation, that economic development leads to political stability. Authors who have supported political stability as a condition for economic development are Irma Adelman and Cynthia T. Morris, Peter T. Bauer and Basil S. Yamey, Simon Kuznets,

\[84\] Political instability is defined by Ivo K. and Rosalind L. Feierabend as "... the degree or the amount of aggression directed by individuals or groups with the political system against other groups or against the complex of officeholders and individuals and groups associated with them." See Ivo K. and Rosalind L. Feierabend, "Aggressive Behaviors Within Polities, 1948-1962: A Cross-National Study," The Journal of Conflict Resolution, Vol. X, No. 3 (September, 1966), p. 250.


A few writers have suggested that the process of development in general, and in some cases economic development, leads to political instability. Principal among these writers are Bert F. Hoselitz and Myron Weiner, Mancur Olson, Jr. and Harold and Margaret Sprout. A few writers have suggested that high system legitimacy or the lack of opportunity could reduce or increase political stability regardless of the level of economic development. This view is held by both Samuel P. Huntington and Seymour Martin Lipset.

Most of the studies which investigate the relationship between any elements of political instability and economic

---


93 Samuel P. Huntington, *Political Order in Changing Societies* (New Haven, Connecticut: Yale University Press, 1968). [This title suggests that the opportunities for legal participation reduce the likelihood of political instability.]

development do so on a cross-polity basis. In addition, these studies are frequently restricted to one or two points in time and do not extend over long periods of development. A cross-polity analysis by its very nature must generalize and look for commonality, trends, and changes in political instability among the polities of the study. In such studies, it is difficult to focus on the long term impact of political instability in any one particular polity. Likewise, an investigation of economic development which is restricted to one or two points in a developing period, even if spaced at reasonable intervals, may lead to misconceptions of the trends and results of economic development. Most cross-polity studies of political instability and economic development use a small number of indicators of both

95 Perhaps the best known study which links social and political variables with economic development is found in Irma Adelman and Cynthia Taft Morris, "A Factor Analysis of the Interrelationship between Social and Political Variables and Per Capita Gross National Product," Quarterly Journal of Economics, Vol. LXXIX, No. 4 (November, 1965), pp. 555-578. This study covers seventy-four less-developed countries during the period 1957 through 1962.

96 An example of this type of study is Leila Hucko Fraser, "A Cross-National Analysis of Political Instability and Economic Development," Unpublished Ph.D. dissertation, University of Illinois, 1971, which was a study of seventy-four countries during the time period 1960 through 1965 which compared four indicators of political instability with several indicators of economic development and growth, such as per capita GNP, ratio of agricultural workers/labor force, and GNP growth rates.
political instability and economic development. This restriction is primarily made because of the large numbers of polities in cross-polity studies which magnify the work load when the number of political instability and economic development variables is increased. The studies are gross in nature and do not attempt to assess the specific effects of political instability on economic development.

An Overview of Political Violence and Marketing Development

This study measured the impact of political violence on marketing development in South Vietnam over an eighteen year period from 1955 through 1972. Selected marketing and related variables were used to reflect the changes in marketing development of South Vietnam. This is a single polity study. Changes in the frequency and magnitude of political violence events variables were compared with changes in marketing variables to assess the impact of political violence on the development of marketing in South Vietnam. The

97 An example of this type of study is Delbert Joseph Ringquist, "Cross-National Patterns of Development and Political Violence in Countries Formerly Under French Rule," Unpublished Ph.D. dissertation, the University of Oklahoma, 1971, which was a study of the twenty-four former French colonies. The study compared four broad categories of political violence (turmoil events, revolt events, guerrilla warfare events, and civil war events) with six broad categories of social and economic development (urbanization, communications, recruitment, education, economics and social). The economic indicators were limited to per capita GNP imports (in U.S. $) per 1,000 population, and per capita energy consumption.
selection of political violence events variables and marketing variables is discussed in Chapter III.

South Vietnam was selected for this study because it experienced a broad spectrum of political violence from 1955 through 1972. Between these two points in time the magnitude and frequency of destabilizing political events changed in South Vietnam. In addition, there were changes in economic and social conditions which are indicators of marketing development.

For purposes of analysis and comparison, this study identifies three political violence time periods during the period of the study. There was a "pre-insurgency" period from 1955 through 1960 which was characterized by a low level of political violence, moderate economic growth and social development. The second period was known as the "insurgency" period. This period was characterized by an increase in both the frequency and magnitude of destabilizing events of political violence. Economic and social progress during this period was erratic. There was a "limited war" period which began in 1965 and continued through the end of the study in 1972. This period was punctuated with unprecedented increase in the frequency and magnitude of political violence over most of the period. The economy labored under great strain during this period and its performance was very weak and

98 See Appendix C and Tables 43 and 44.
99 An overview of these events has been presented earlier in this Chapter.
unstable. It is, perhaps, more than coincidental that the major time periods which were identified by political violence events and economic and social indicators of marketing development in South Vietnam are the same.

Marketing operations of firms in the developed countries of the world enjoy a relatively stable political environment. This is not true of marketing operations in many of the developing countries of the world and certainly not of South Vietnam over the period of this study. Aside from all the difficulties which face any new developing country, the people of South Vietnam attempted to develop their country's marketing system while confronted with political violence. This violence was reflected through protest demonstrations, government sanctions, riots, armed attacks, and deaths from political violence. These violent political events increased the level of uncertainty about marketing operations. The expected or normal marketing development process appears to have been impeded by, among other things, the systematic disruption of all aspects of transport, communications, and commercial operations. The increase in the frequency and magnitude of destabilizing political violence had a decided toll on the development of the economy of South Vietnam in general and the marketing system in particular.

There has been limited inquiry into the area of marketing and political instability. Most of the study effort has focused on the legal aspects of property and investment made

100 See Appendix C, and Tables 43 and 44.
by United States firms overseas. In general, these studies have been normative and descriptive and have not employed political variables in the analysis. A few studies of international marketing operations have used one or more political variables in the analysis, but no overall comprehensive study of the relationship between marketing development and political violence has been made. Scholars of marketing development and practicing international business executives infrequently make reference to political violence except as it relates to foreign marketing investment decisions. The studies of marketing development focus on many countries or, at best, a region. These studies tend to evaluate marketing development based on only one or two points in time rather than over a broad spectrum of years.

Most importantly, there are no known studies of political violence and marketing development in South Vietnam.

101 See the two studies by Yair Aharoni, The Foreign Investment Decision Process (Boston: Harvard University Graduate School of Business, 1966) and R.S. Basi, Determinants of United States Private Direct Investment in Foreign Countries (Kent, Ohio: Kent State University, 1963).


105 For examples of these types of studies, see Reed Moyer and Stanley C. Hollander, eds., Markets and Marketing in Developing Economics, (Homewood, Illinois: Richard D. Irwin, 1968).
This researcher was unable to locate any studies which attempt to evaluate marketing development under conditions of political violence. Some studies have been conducted which evaluate the importance of political instability and foreign marketing investment. One study attempted to determine the relationship between political instability and marketing opportunities.

Statement of the Research Problem

Marketing development studies have focused on the role of marketing in the development process. These studies have dealt almost exclusively with the theory of dualism in which the two sectors of a developing economy are separated.


radically between a market oriented production sector and a traditional oriented agriculture sector. Most of the studies have concentrated on marketing activities which are essential to transformation of the traditional sector into a market sector. These activities cover a broad spectrum of social, cultural, and economic functions and include political considerations only if marketing investment decisions are involved. One marketing development study measures the rate of growth in the propensity of households to participate in marketing transactions. Another study uses systems theory to measure changes in the role of marketing in a developing country. Many marketing development studies are historical analyses of the development of marketing.


systems in a less-developed region or country.113 Some focus on the marketing process associated with one or more commodities in a less-developed country.114 Much of the literature in marketing development focuses on the socio-cultural and institutional aspects of a particular country or region as they relate to marketing development.115

The political environment in which marketing develops has been largely ignored. Contemporary political violence is prevalent throughout the world today and particularly in the less-developed countries. There is little evidence that world-wide political violence is declining or that the impact of political violence will become less severe on the economic progress of nations. Regardless of the growth or decline of political violence, the politics of international relations


114A key study of this type which focuses on food marketing is J. K. Gailbraith and R. H. Holton, Marketing Efficiency in Puerto Rico (Cambridge, Massachusetts: Harvard University Press, 1955).

115An example of this type of study is found in David Carson, "Marketing in Tropical Africa," Proceedings of the Winter Conference of the American Marketing Association, pp. 434-443. Also, see Reed Moyer and Stanley C. Hollander, eds., Markets and Marketing in Developing Economies (Homewood, Illinois: Richard D. Irwin, Inc., 1968), which emphasizes the influence of the environment on marketing and the influence of marketing on the environment.
and economics are inextricably intertwined.  

Marketing development is the most important element relative to the development of less-developed countries.

The position taken in this study is that political violence has altered the normal patterns of marketing development in South Vietnam. This resulted in delays or stagnation of the growth of some sectors of the economy while it accelerated the growth of other sectors. It is speculated that changes in the economic sector growth patterns in South Vietnam did not follow those specified in the literature.


117 Marketing development was viewed by one writer as the most important "multiplier" in the economic development process and therefore should receive priority attention when its development is impeded or changed. See Peter F. Drucker, "Marketing and Economic Development," Journal of Marketing, p. 253.

118 Some studies have indicated, without the benefit of empirical evidence, that some economic sectors of the economy were damaged by the war while other economic sectors benefited from the war. See U.S. Library of Congress, Impact of the Vietnam War, United States Senate, Committee on Foreign Relations, 92nd Cong., 1st sess., 1971, p. 32.

119 This is the main theme put forth by Colin Clark and A. G. B. Fisher that tertiary production is of much less importance in the less-developed countries than in developed market economies, and that economic development is characterized by a movement of the labor force from primary production (economic sector) to secondary economic sector and then to the tertiary economic sector. See Colin Clark, The Conditions of Economic Growth, 2nd ed. (London: MacMillan and Company, Ltd., 1951), pp. 395, 396, and A. G. B. Fisher, Economic Progress and Social Security (London: MacMillan and Company, Ltd., 1945), pp. 5, 6. Also, there is the idea that marketing and related activities in the modern sector of the economy developed on a parallel basis with the primary or traditional sector. For a review of this concept, see David Carson, International Marketing--A Comparative Systems Approach (New York: John Wiley and Sons, Inc., 1967), Chapter 8, pp. 158-309.
The major research question to be answered by this study is:

What was the impact of political violence on national marketing development in South Vietnam from 1955 through 1972?

This question implies that a negative relationship existed between political violence and national marketing development in South Vietnam from 1955 through 1972. Stated positively, the higher the level of political violence the less the national marketing system developed. The research task is to measure national marketing development and the impact which political violence had on this development. The measurement will be made in the three political violence periods of "pre-insurgency" 1955 through 1960, "insurgency" 1961 through 1964, and "limited war" 1965 through 1972, considered in this study.

The economic and political literature on South Vietnam suggests that the impact of political violence fell hard on the infrastructure of transportation and communications which supported marketing operations. The impact of political violence caused major changes in the marketing institutions.

Therefore, a minor but closely related research question is:

What was the impact of political violence on the development of an infrastructure to support marketing operations and marketing middlemen in South Vietnam from 1955 through 1972?

The literature suggested that the impact of political violence on the infrastructure supporting marketing operations and the middlemen actually engaged in marketing operations was both greater and more discernible than it was on over-all national marketing development. This would imply the existence of a stronger negative relationship between political violence and the growth of marketing related infrastructure and marketing operations in South Vietnam. This question speculates that the higher the levels of political violence, the less the growth and development of the infrastructure and middlemen comprising marketing operations.

Scholars who have studied changing political and economic conditions in South Vietnam from 1955 through 1972 seem to agree that political violence was responsible for the complete economic stagnation and redirection of marketing activities in the agricultural sector of the economy.\(^1\)

They point particularly to the production and marketing of


This same condition is judged to have pertained to the plantation based production of rubber, and to a lesser degree, to coffee and tea. The rationale is that marketing opportunities for these major agricultural commodities declined due to the increased level of political violence. Therefore, a separate minor research question is:

What was the impact of political violence on the production of key agricultural commodities in South Vietnam from 1955 through 1972?

This question suggests that the higher the level of political violence, the less the output of key agricultural commodities.

The economy of South Vietnam has been described as consisting of a rural subsistence sector and a developing market sector. It is further stated that the production in the market sector was largely focused on items for domestic consumption. The literature on South Vietnam recognizes the large volume of consumables imported from abroad. Writers on South Vietnam also discuss changes in the over-all availability of goods and in domestic consumption patterns in South Vietnam over the period of this study. Specifically, they contend that there were radical shifts in the volume and

---

123 See Table 3.
124 Ibid.
composition of many consumables in response to the presence of political violence in South Vietnam. Marketing's logical role in this task would have been to redirect domestic production and imports to meet changes in domestic consumption patterns. Therefore, the final minor research question is:

What was the impact of political violence on the patterns of consumption in South Vietnam from 1955 through 1972?

The composition of domestic manufactures, imports, and exports, along with their volume, was evaluated in answering this question. The key task in answering this question was to measure the impact of political violence on national consumption patterns which changed rapidly and radically from 1955 through 1972.

Purpose of the Study

The major purpose of this study is to measure the impact of political violence on the national marketing system of South Vietnam from 1955 through 1972. This evaluation spans an eighteen year time period. This was accomplished by measuring the specific effects of political violence on the development of a national marketing system under changing

---

levels of instability reflected in the three periods of "pre-insurgency" 1955 through 1960, "insurgency" 1961 through 1964, and a "limited war" 1965 through 1972.

A secondary purpose of this study was to measure the impact of political violence on the development and functioning of an infrastructure of transportation, communications, finance, marketing middlemen, and utilities. This purpose was more specific than the major purpose of measuring the impact of political violence on the over-all development of a national marketing system. The secondary purpose was aimed at an inspection of the specific effects of political violence on the development and functioning of systems which supported the national marketing system and all commercial activities in South Vietnam.

The third purpose of the study was to measure the impact of political violence on the physical production and marketing of key agricultural commodities. This third purpose focused on the production and marketing of agricultural commodities which were distributed through the national marketing system.

The fourth purpose of the study was to measure changes in the consumption patterns of the South Vietnamese people. The objective was to measure significant changes in the way in which people spend their income reflected through changes in consumption.

Coincidental to achieving the above purposes, an additional clear and beneficial purpose was to illustrate how the
impact of political violence on the marketing and economic development of other less-developed countries could be evaluated. Therefore, a case illustration of the application and use of the methodology was also a purpose of this study.

**Contributions of the Study**

This is the first study of marketing which deals specifically with the impact of political violence on the development of a national marketing system in a less-developed country. The study was expected to make several contributions. First, the study provides new and important information, regarding political violence, national marketing, and related economic development. Second, this study indicated the frequency and magnitude of political violence which can be expected to impact upon a country's marketing and related economic development. Third, the information in this study should be a useful guide to investors and entrepreneurs in the less-developed countries which are experiencing political violence.

A fourth contribution of the study was an illustration that the traditional patterns of economic sector development do not apply when there are changing levels of political violence in a country. The study has shown that parallel development of the primary or traditional sector and the modern or market sector does not take place simultaneously when there are changing levels of political violence. Most importantly, the study has shown that the over-all development of marketing and other elements of the economy are
different under conditions of political violence from those which are experienced under stable political conditions.

A significant contribution was the illustration of how the methodology of this study can be used to measure the development of marketing and related activities under conditions of political violence in the less-developed countries. The over-all methodology of the study should be particularly useful to economic planners and policy makers in the formulation of policies and plans for marketing development in other less-developed countries experiencing political violence.

Scope of the Study

Not all aspects of marketing development were considered in this study. Only the performance of business or government activities that direct the flow of goods and services from domestic or foreign producers to consumers or users were considered. The emphasis in the study was on the national distribution system. However, this did not preclude consideration of marketing activities of some middlemen that may include advertising, promotion and product development. The study included an evaluation of the infrastructure systems of transportation, communications, finance and utilities which support marketing operations. The study evaluated the production and marketing of key agricultural commodities. Changes in consumption patterns which reflect marketing development were evaluated in the study.

This study was an economic sector analysis which focused on the tertiary sector and related the marketing
activities of that sector with the supporting marketing functions found in the primary, secondary and tertiary sector. The major thrust of the study was to evaluate how South Vietnam developed its national marketing and marketing related systems during three time periods in which the frequency and magnitude of political violence changed.

The study did not consider all aspects of political instability. The focus of the study was on political violence. Political participation and political freedom were not considered in this study. Only measurable indicators of political violence were used in order to assess their impact on the development of a national market and its supporting and related systems in South Vietnam. The political structure in South Vietnam and its performance over periods of time could not be a part of this limited research. A study of the broad concept of political development in South Vietnam was not within the scope of this study.

Other areas clearly outside the scope of this study were questions relative to the vital interest of the United States in South Vietnam and the moral issues of whether or not the involvement of the United States and its Allies in South Vietnam was "right" or "wrong." Also, the merits of the political policies of the government of South Vietnam toward

---

128 The broad concept of political development is akin to the process of modernization, social mobility, national integration and related concepts. The concept is explained in detail in Lucian Pye, Aspects of Political Development (Boston: Little, Brown and Co., 1966).
the National Front for Liberation of South Vietnam (NFLSV)\textsuperscript{129}
and The Democratic Republic of North Vietnam\textsuperscript{130} were not considered in this limited study.

The development under consideration took place in the midst of significant political, social, cultural and economic confusion. A clear limitation of this study was that it did not consider every facet of that situation. Therefore, the major effort of this study was to explain the impact of political violence on the development of marketing and related marketing operations in South Vietnam.

Order of Presentation

Chapter II is a review of the literature relative to the concepts of political instability and marketing and economic development. The concept of developing a national marketing system and the definition of marketing for the purpose of this study is specified. Previous measures of marketing development, their use and limitations, are discussed. New techniques for improving upon conventional marketing development analysis is discussed.

\textsuperscript{129} The National Front for the Liberation of South Vietnam (NFLSV) was founded in December, 1960, as the political organization behind the insurgent military force known as the Viet Cong. See U.S. Senate, Committee on Foreign Relations, Background Information Relating to Southeast Asia and Vietnam, 5th rev. ed. (Washington, D.C.: Government Printing Office, 1969), 91st Cong., 1st sess., p. 7.

\textsuperscript{130} The Democratic Republic of Vietnam was established on July 20 and 21, 1954, following the Geneva Conference on Indochina. U.S. Senate, Committee on Foreign Relations, Background Information Relating to Southeast Asia and Vietnam, pp. 139-153.
Chapter III presents the general method of analysis to be employed to measure the impact of political violence on marketing development. The three time periods of "pre-insurgency," "insurgency," and "limited war" are rationalized and explained. The measurement of political violence and the selection of political violence variables are presented. Measures of marketing development and operation, key agricultural commodity production and consumption pattern changes are presented. The justification for the data used in the analysis and its credibility are pointed out. The detailed methodology for analyzing the political instability and marketing development variables is specified.

In Chapter IV the results of the analysis performed on the variables selected in Chapter III are discussed. This chapter addresses the results of the analysis and show the impact of political violence upon the development of a national marketing system in a less-developed country. The results of the analysis in this chapter are compared with conventional findings of marketing development to determine similarities and deviations.

Chapter V presents the conclusions of the study. Recommendations for other work in the area of political violence and marketing development are made.
MARKETING DEVELOPMENT AND POLITICAL VIOLENCE

Political Instability and Economic Development

Most authors have supported political stability as a condition for economic development, while a few have suggested that the economic development process itself leads to political instability. Some writers have assumed that system legitimacy or the lack of opportunity could reduce or increase political stability regardless of the level of economic development.

Demands-Capabilities Linkage

Social mobilization has been used as a major concept for linking economic development and political instability. It is reasoned that as the result of economic development, the lifestyles of people change and that this change causes "social tension." Traditional ways of doing things are changed through the expansion of economic opportunities from the process of development. There is thought to be an imbalance in this change process, whereby some people progress relatively faster than others, causing unrest.¹

Most writers believe that new groups which are formed through social mobilization make demands on the political system which cannot be met; therefore, the system becomes unstable. For example, Samuel P. Huntington stated that new groups "become increasingly aware of themselves as groups and of their interest and claims in relation to other groups." Improvements in communications, education, and the process of urbanization have increased the awareness of people and changed the level of their aspirations. These new groups make demands on the system which have limited resources or capabilities in the short run. The failure of the system to meet the demands results in discontent which is reflected in various forms of political instability. Huntington notes that the "opportunities for social and economic mobility and adaptable political institutions" are not available.

Another key writer in this area, Karl Deutsch, found that increasing members of the mobilized population and their needs for political decisions and governmental services was translated into increased political participation. Deutsch noted that if their demands were not met political

---


3 Ibid., p. 54.

instability was likely to occur. The political and economic institutions were not developed to a sufficient degree to meet the demands of the mobilized population. It is further implied that these institutions cannot or will not be developed in time to avoid "social tensions" which will lead to political instability. Other authors who have used the demands-capabilities reasoning to link economic development and political instability are Arnold S. Feldman and Wilbert E. Moore.

Frustration-Aggression Theory

There is a large and growing group of writers who have attempted to extend the demands-capabilities idea by connecting the process of economic development to political instability through the use of the psychological theory linking frustration and aggression. These writers reason that the members of a society are exposed to economic development as suggested by the demands-capabilities linkage. This leads to aspirations for material things and an over-all improvement in their lifestyle. Wants are not met in developing countries because of an inherent scarcity

\[5\text{Ibid.}\]


of goods. Theoretically, this leads to frustrations which are translated into aggression against the political system. This is seen as the culprit in the situation, and thus political instability develops.

Some writers have undertaken empirical analysis of the frustration-aggression theory of political instability and economic development. For example, Martin Needler examined the linkage between increased aspirations and system response. A study of the correlation between expectations and political violence was conducted by Raymond Tanter and Manus Midlarsky. Also, Ronald Ridker studied the linking of unfulfilled aspirations and discontent.

Two major studies of political instability, based on the frustration-aggression explanation, were Ivo and Rosalind Feierabend's study of aggressive behavior within polities and Ted Gurr's study of civil violence. The Feierabends concluded that aggression, which is reflected in political instability, is caused by "situations of unrelieved, socially

---


experienced frustration. Their analysis dealt with the
difference or gap between expectations and achievement.
This gap was quantified in a ratio of "social want satisfac-
tion" to "social want formation." They conceded that
systematic frustration may not cause political instability
if there are productive channels through which aggression
can be expressed.

The Feierabend study was a cross-polity study of eighty-
four countries during the period from 1948 through 1962.
Measures of intensity and frequency of acts of political
instability were developed in the study. Also, a classi-
fication of thirty types of political instability acts was
developed in the study. There is a consensual scale that
estimates different intensity levels of aggressive behavior
in instability events. Each specific event receives one of
seven scale values (zero connotes an absence of instability
while six indicates extreme instability, and the in-between
values indicate intermediate levels of instability). The
weights assigned to each of the thirty types of events were
validated by a team of judges working independently of the

---

11Ivo K. and Rosalind L. Feierabend, "Aggressive Behav-
iors Within Politics: 1948 through 1962: A Cross-National
(September, 1966), p. 250.

12Ibid.

13Ibid., pp. 250-251.
authors and of each other. Their level of agreement was substantial (Pearson r=0.87).  

The Feierabends used a hypothesis in their study which is similar to hypotheses made by many writers who attempt to connect the process of economic development to political instability through the frustration-aggression theory. Their hypothesis is as follows:

The highest and the lowest points of the modernity continuum in any given society will tend to produce maximum stability in the political order, while a medium position on the continuum will produce maximum instability.

The results of the Feierabends' study indicated that frustration is related to political instability at the high and low points. The study revealed that each indicator of want formation and want satisfaction was importantly related to political instability. They were unable to prove the hypothesized curvilinear relationship.

Ted Gurr's study of civil violence was based on the frustration-aggression theory. Gurr stated that civil

---

14 Ibid., p. 252.
15 Ibid., p. 257.
16 Ibid., p. 258.
17 Ibid., p. 259.
18 Ibid., p. 262.
violence was caused by "frustration-induced anger." He used the term "relative deprivation" which is often used in the literature in reference to the frustration-aggression thesis. Relative deprivation was defined by Gurr as a "perceived discrepancy between men's value expectations and their value capabilities." He explains that:

... Value expectations are the goods and conditions of life to which people believe they are rightfully entitled. Value capabilities are the goods and conditions they think they are capable of attaining or maintaining, given the social means available to them.

In a later work, Gurr outlined the primary causal sequence in political violence as "first, the development of discontent, second, the politicization of that discontent, and finally, its actualization in violent action against political objects and actors." He reasons that "Discontent arising from the perception of relative deprivation is the basic, instigating condition for participants in collective violence." This study also illustrated the difference between the value expectations of a group and their environment's value capabilities. It is reasoned that frustration is born when individuals and groups perceive a difference

---

20 Ibid., p. 1.
22 Ibid., pp. 12, 13.
between what they want and what they think they will get under the present system. The major hypothesis of this study is:

The occurrence of civil violence presupposes the existence of relative deprivation among substantial numbers of individuals in a society; concomitantly, the more severe the relative deprivation, the greater the likelihood and magnitude of civil violence.24

Gurr also included instigating and mediating variables in the model to explain intensity of commitment to goals and the existence of blocked opportunities for achieving goals.

The Gurr study was a cross-polity study which covered 119 countries using data based on violent events from 1961. The study used multiple regression analysis of various indices of relative deprivation, value expectation, value capabilities, mediating and instigating variables, and civil violence. This study altogether used twenty-nine separate indicators. The civil violence variable was scaled in magnitude of civil violence. The regression analysis was performed for all 119 countries and for groups of countries based on political systems, technological development, size, and socio-cultural characteristics.

The findings of this study were numerous. Relative to this study, it is important to note that Gurr found no relationships between economic growth rates and civil violence. The key economic indicators of per capita income and civil violence were found to be only slightly related in a curvilinear way. Gurr concludes that: "There is no evidence

---

24 Ibid., p. 5.
that any particular level of economic performance is a necessary, sufficient, or strong disposing condition for civil peace." Of particular interest to this study, Gurr found that the mediating variable of the capacity of the political system for repression was slightly related to the likelihood of one form of civil violence, internal war.26

James C. Davies points to the society's state of mind as a decisive factor in political instability. He states that:

... Revolutions are most likely to occur when a prolonged period of objective economic and social development is followed by a short period of sharp reversal. The all-important effect on the minds of people in a particular society is to produce, during the former period, an expectation of continued ability to satisfy needs—which continue to rise—and, during the latter, a mental state of anxiety and frustration when manifest reality breaks away from anticipated reality.27

He reasoned that the actual social or economic development progress is less important than the expectations which past progress has implied.28

25 Ibid., p. 70.
26 Ibid., p. 69.
27 Revolutions in this case are defined as violent civil disturbances that cause the displacement of one ruling group by another that has a broader popular basis for support. See James C. Davies, "Toward a Theory of Revolution," Anger, Violence and Politics, Theories and Research, eds. Ivo K. Feierabend, Rosalind L. Feierabend, and Ted Robert Gurr (Englewood Cliffs, New Jersey: Prentice-Hall, Inc., 1972), p. 68.
28 Ibid.
Recent Cross-Polity Studies

Two recent unpublished cross-polity studies of the relationship between economic development and political instability provide hypotheses, data elements, methods of analysis; and conclusions which are of particular interest to this research project. The first study, by Delbert Joseph Ringquist in 1971, was a cross-national (polity) study of twenty-four former French colonies. The first purpose of this study was to compare these new countries for their relative levels of political instability and national development during two separate time intervals, 1960 through 1963 and 1966 through 1968. An additional purpose of the research was to examine the possible linkages between political instability and national development. Several hypotheses were proposed concerning the relationship between political violence and national development. The following three hypotheses are germane to this study.

\( H_1 \) The scale (intensity) of political violence will be inversely correlated with the level of development.

\( H_2 \) The "rate" of development is positively related to the rate of occurrence of political violence.
The intensity of political violence is likely to decrease as nations move from one stage of political, social and economic development to another.\(^\text{31}\)

Ringquist developed broad factors of political development such as urbanization, communications, recruitment, education, economics and social indicators, all of which were examined empirically through factor analytical techniques.\(^\text{32}\) The political instability events were scaled in terms of an intensity-weighting that assigned values on a four-point scale. Changes in the relative levels of violence for the countries in the study over time were evaluated.

Significant finds of the Ringquist study were:

... (1) Development level is not significantly related to political violence level for the least developed nations; (2) Increases in developmental level over time are likely to be accompanied by increases in political violence over time; (3) The theory of relative deprivation when operationalized by utilizing wealth and education/urbanization factors previously discussed goes a long way toward making it possible to profile patterns where violence is likely to be increasing or decreasing over time as these factors change; and (4) Using a wide range of data on political variables we have been able to profile political characteristics of stable and unstable political systems.\(^\text{33}\)

The second study by Leila Hucko Fraser, also in 1971, was a cross-polity study of seventy-four countries which had populations of at least 800,000 in 1955 and had been

\(^{31}\)Ibid., p. 9.

\(^{32}\)Ibid., pp. 32, 33.

\(^{33}\)Ibid., p. 280.
independent for at least two years as of 1955. The objec-
tive of this research was to determine the relationship
between economic development and political instability. The study utilized four of Rummel's nine indicators of politi-
cal instability which were weighted based on the suspected
degree of instability which each indicator represented. These indicators were compared with economic indicators such
as GNP per capita, ratio of agricultural workers/labor force,
and GNP growth rates. The major intent of this thesis was
to investigate the curvilinear theory of political insta-
bility. Therefore, the major hypothesis was:

. . . Across nations, economic development and political instability are curvilinearly related, with low levels of political instability occurring at both low and high levels of economic develop-
ment and high levels of political instability occurring at middle levels of economic develop-
ment.

In addition to the economic and political instability variables, a list of societal variables were also examined.

---

35 Ibid.
36 Ibid., pp. 30, 31.
37 Ibid., pp. 32, 33.
38 Ibid., p. 34.
under other minor hypotheses utilizing a multiple step-wise regression technique. 39

The results of the entire data analysis lead to one major conclusion about the validity of the main hypothesis concerning the existence of a curvilinear relationship between economic development and political stability; the data for these countries in the time period studied do not support it. 40

... There is no curvilinear relationship of any importance between economic development and political instability. 41

... On the whole, however, economic development does not explain much variation in political instability, nor does political instability explain much variation in the level of economic development. 42

However, Fraser also concluded that:

When the effect of political capabilities was considered independently of economic development, capabilities were found to account for much more variation in political instability than the economic development variables alone. 43

The author also indicated that other societal variables better explain political capabilities and economic development but that "... in general, then, economic development variable... were not found to be important for political stability nor were political stability variables found to

39 Ibid., p. 168.
40 Ibid.
41 Ibid.
42 Ibid., pp. 169, 170.
43 Ibid., p. 174.
be important for economic development when other variables were considered."

**Marketing and Economic Development**

Marketing is an essential business activity in every national economy whether the economy is developed or developing. Economic development planners have, in most cases, either ignored the role of marketing as a factor which influences economic growth or relegated it to a position of marginal importance. Marketing has been traditionally ignored as a factor in economic development in less-developed countries. Drucker states that "... in every 'under-developed' country I know of, marketing is the most under-developed--or the least developed--part of the economy." The very relevance of marketing to the economic development process has been questioned. It is frequently argued that in the less-developed economies, the major problem is the allocation of scarce resources into production needs. It is argued that priorities should be on how to increase output

---

44 Ibid.


and not upon customer needs and wants. It has been assumed that the link between producers and consumers will be provided automatically as marketing firms spring up in response to opportunities. This viewpoint was summarized by Moyer, who states that development planners have neglected marketing in their plans. Development planners contend that:

... marketing is a self-adjusting mechanism that alters itself in response to changes in the rest of the economic system. Being both a passive and automatically adjusting mechanism, marketing, it is argued, can be ignored.

Many justifications for ignoring the role of marketing in economic development have been advanced. Some of these are: the existing distribution system is felt to be adequate or cannot be changed in the near time frame; the producer firms can provide their own distribution of outputs; returns on investments in marketing are low compared to other investments; subsidies, credits, and taxes do not favor marketing; and skills and resources are not available for marketing development.

48 Ibid.


Additional writers point to other rationals for failing to fully consider marketing in economic development planning. For example, Holton lists six principal reasons for the absence of any consideration of the distribution problem in developmental literature:

1. The distribution function produces primarily services rather than new goods.
2. The production of distribution is difficult to measure and evaluate due to a lack of data in less-developed areas.
3. The work force employed in distribution and their contribution to national income is difficult to measure.
4. Distribution provides a role for the unemployed by means of high margins and prices with which planners are reluctant to tamper.
5. The area has been largely ignored by trained economists except in recent years.
6. The general acceptance of the Colin Clark and Allen G. B. Fisher thesis to the effect that tertiary production is of much less importance in less-developed economies.

Moyer is in agreement with Holton's position for not ignoring marketing in economic development, but also states that an additional justification is that distribution skills are not transferable between economies.

---


Even though marketing has been neglected in the less-developed countries in favor of manufacturing, construction and improvements in agricultural outputs, marketing can in fact be a leading sector in economic development. Drucker has pointed to marketing as potentially the most effective engine of economic development. He states that:

*My thesis is very briefly as follows. Marketing occupies a critical role in respect to the development of such 'growth' areas. Indeed, marketing is the most important 'multiplier' of such development.*

The two major specific contributions of marketing to the less-developed economies are considered by Drucker to be:

a. Its ability to develop a group of entrepreneurs and managers, and

b. Its contribution as a systematic discipline which lends itself to an expeditious teaching-and-learning process.

Marketing development writers have noted specific functions performed by marketing which assist economic development. The following six functions are cited by Moyer.

1. An information organizing and physical facilities function.

2. An equalizing and distribution function.

---


56 Ibid., pp. 252-256.

3. A connective function.
4. A capitalistic function.
5. A source of entrepreneurial talent.
6. A source of capital.

Moyer emphasizes the connective function by stating:

"... There is abundant evidence throughout economic history that marketing has played a key organizing role; hence, it has been an indispensable partner in economic progress."

Marketing is an equal partner with production in the development of a national economy.

Marketing development is frequently explained in the over-all context of national economic growth and development. The five general stages of economic growth developed by Rostow provide a convenient vehicle for explaining national marketing development. Some parallels between marketing development and Rostow's concept of over-all economic development can be drawn. During the "traditional society" stage, the process of distribution takes place largely within the family, extended family or tribe, based on group accepted precepts. Transactions are frequently based on barter and are managed by the elite members of the society. During the second stage, "pre-conditions for take-off," both trade and modern manufacturing grow but there is not a clear distinction of functions. For example, frequently the wholesaling and retailing functions are mixed and may be carried on by

58 Ibid., pp. 13-14.

the same business firm. The third, or "take-off" stage, is distinguished by the rapid expansion of new industry and a corresponding rapid rise in the specialization of the distribution function with respect to kinds of merchandise sold, price, and location. During the fourth state, "the drive to maturity," the distributive trades account for an increased share of total employment but lag behind production in productivity gains. In stage five, "the age of high mass-consumption," there is giantism in distribution as well as finance, production, labor organization, and centralized political control of the economy.60

Prior to the Rostow explanation, William Copulsky, a writer in marketing development, postulated five phases of economic development as follows:61

1. The pre-industrial or commercial phase. There is limited use of machines but there is transportation commerce and an exchange system.

2. Primary manufacturing phase. This phase is characterized by the limited manufacture of indigenous resources for export and domestic consumption.

3. The production of non-durable and semi-durable consumer finished goods. This phase involves the manufacture of consumables from both imported raw materials and domestic raw materials largely for sale in the domestic market.

60 For a complete discussion of the parallels of marketing and economic development, see David Carson, International Marketing, A Comparative Systems Approach, pp. 177-183.

4. The production of capital goods and consumer durable goods. This phase involves the production of capital machinery for domestic use and the manufacture of large consumer goods, such as automobiles, household appliances, and related intermediate goods.

5. Exports of manufactured products. In this phase the country passes out of the "under-developed" status.

These periods are strikingly similar to those developed by Rostow.

Warren Keegan used per capita income thresholds to classify stages of marketing development as follows. ⑥²

1. Pre-Industrial Societies--Incomes under $60 per capita.

2. Under-developed Countries--Incomes range from $70-$240 per capita.


4. Developed Countries--Incomes range from $800-$2500 per capita.

5. Affluent Societies--Incomes above $3600 per capita.

Other writers have used non-economic criteria in an attempt to explain marketing development. For example, Ernest Dichter chose the automobile as the most important symbol of middle class values and contrasted attitudes toward automobiles in six country groupings based on the size and development of the middle class. ⑥³ The above techniques are useful in


⑥³Ibid., pp. 56-57.
explaining the broad concepts of marketing development in less-developed countries.

**The Concept of a National Market**

The less-developed countries of the world are characterized by very narrow and limited markets. Many writers believe that only through the expansion of national markets is it possible to develop the economies of less-developed countries. The increase in market size is important to economic development for several reasons. First, an increase in the size of markets makes it economically feasible to capitalize upon various economies of scale in both production of goods and services. The benefits of mass production can only be reaped at certain levels of output. Second, the growth of markets can reduce the need for working capital on the part of consumers. The consumer can benefit from an enlarged market by reducing his preparation for consumption contingencies. Therefore, capital is released for increased consumption, further economic growth, or both. The organization of larger markets allows the movement of production

---

factors such as labor, and capital over a wider area where they can be used more efficiently. 65

The particular importance of a national market to the development of marketing operations in a less-developed country has been extensively commented upon by Walt Rostow. 66 He has observed that individual nations begin the process of modernization at different points in their national growth. However, Rostow states that most countries begin the process of economic development in two basic areas: the production of manufactured goods, and the development of the basic infrastructure of transportation, communications and utilities. 67 Rostow's view on economic sector development suggests that, although some agricultural development may take place during the development of basic manufacturing and infrastructure facilities, there is a general neglect of the agricultural sector of the economy of less-developed countries. The concentration on the industrial sector is reasoned by Rostow to be legitimate, as there is a need to diffuse modern science and technology in the economy. However, he considers the concentration on the industrial sector to be illegitimate on two counts. First, agriculture which can provide food, raw

materials and foreign exchange, is ignored. Second, the industrial development is centered in a few cities, tending to create developmental imbalance.\textsuperscript{68}

Rostow contends that economic development will not progress beyond the level at which domestic production substitutes for import consumables unless modern skills are diffused into the rural areas of the developing countries. He sees a need for these countries to:

\[
\text{... convert their somewhat isolated urban industrial concentrations into active, dynamic centers which purposely diffuse the process of modernization out across the nation, while they generate the capacity, on this wider market foundation, to pay their way as they move to full industrialization of their societies.}\textsuperscript{69}
\]

The embryo industrialized sector is the basis for the expansion of a national market.

A national market in the less-developed countries would be fully integrated in which the small industrial sector would manufacture consumables for the national market. The agricultural sector provides markets for the goods produced in the urban sector; it also provides food stuffs and raw materials for the urban sector. In order to develop a large national market in the less-developed countries, there must exist a two-way marketing street between the rural sector and the urban sector. The urban sector must provide an ever-widening assortment of manufactured goods for consumption

\textsuperscript{68} Ibid.

\textsuperscript{69} Ibid., p. 13.
and industrialization of the agricultural sector at reasonable prices. Essential to this development is the flow of a sufficient amount of food at stable and lower prices from the rural to the urban sector.

Rostow points specifically to how a national market can be formed in the less-developed countries:

Now, how do you do it? How do you make a national market, starting from the kind of distorted situation that can be observed in the world around us?

I suggest that there are four major jobs that must be done and they should be done simultaneously as part of a conscious national strategy, shared by the public and private authorities. The four elements are these: a build-up of agricultural productivity; a revolution in the marketing of agricultural products in the cities; a shift of industry to the production of simple agricultural equipment and consumers' goods for the mass market; and a revolution in marketing methods for such cheap manufactured goods, especially in rural areas.70

This suggestion requires several major shifts in emphasis in the national economy. In addition to the strategy of marketing development outlined above, there must be shift in public resources to agriculture and a corresponding change in the content and direction of industrial output.

Rostow enumerates four necessary and sufficient conditions that must be met in order to modernize the rural sector as an essential step in the development of a national market.

First, the farmer must receive a reliable and fair price for his product.

70Walt W. Rostow, View From The Seventh Floor, p. 136.
Second, credit must be available at reasonable rates for him to make the change in the character of his output or the shift in productivity desired.

Third, there must be available on the spot technical assistance that is relevant to his soil, his weather conditions, and his change in either output or in productivity.

Finally, there must be available at reasonable rates two types of industrial products: inputs such as chemical fertilizers, insecticides, and farm tools; and incentive goods—that is, the consumer goods of good quality he and his family would purchase in greater quantity or work harder to get if they were cheaper or if his income were higher.71

The four point plan for developing a national market and the four conditions required for this development specified by Rostow are in effect problems related to economic structural distortions during the development process. These problems must be solved effectively if a national market is developed. Marketing can aid in the solution of these distortions in two ways. First, more efficient and cheaper marketing systems must be developed for the marketing of agricultural outputs from the rural to the urban areas. Secondly, there must be improvements in the marketing practices of manufactured outputs in the rural sector and in the marketing of essential agricultural inputs of fertilizers, tools and pesticides. There must be a proper balance achieved between the development of both the urban and the rural sectors in order to realize the goal of a national market.

What Is Marketing?

Marketing means different things to different people. The variations in meaning stem from differences in viewpoints, not from differences in the activity itself. There are two basic concepts of marketing which are known as the macro and micro view. The macro view is a total aggregate process engaged in by private enterprise in a society of private property and freedom of exchange. The narrow or micro viewpoint is restricted to the activities of the private individual enterprise rather than the society as a whole.

The broad view of marketing has been expressed as the performance of business activities that direct the flow of goods and services from producers to consumers, an intricate division of labor resulting in economic specialists responsible for guiding the choices among alternative uses of resources, an economic process by means of which goods and services are exchanged and their values determined in money prices, the exchange taking place between consuming and

---


supplying groups, the delivery of a standard of living, the social science concerned with market transactions, the process of adding value to goods and services, and "the process in a society by which a demand structure for economic goods and services is anticipated or enlarged and satisfied through the conception, promotion, exchange, and physical distribution of goods and services."

The narrow view of marketing has been expressed as business activities which direct the flow of goods and services which in turn satisfy customers and meet the objectives of the firm as a system of interacting business activities designed to plan, price, promote and distribute want-satisfying products and services to present and potential customers, a collection of external management

functions related to a company's profit objectives,\textsuperscript{82} as the income-producing side of the business,\textsuperscript{83} as the integrator of the management functions of planning, directing and controlling in an enterprise which will provide customer satisfaction,\textsuperscript{84} the process of focusing the resources and objectives of an organization on opportunities and needs,\textsuperscript{85} and "... the operations of a business that determine and influence existing and potential demand in the marketplace and that activate the supply of goods and services to meet this demand."\textsuperscript{86}

There is no single meaning or definition of marketing. The concept and understanding of "what is marketing?" has continued to change since its recognition as a separate area of study. Two scholars of marketing recently noted that:

Marketing has undergone continued introspection and change ever since it was recognized as a field central to the study of business administration. 

... two major themes are seen as predominantly influencing contemporary marketing literature,


\textsuperscript{84}Martin L. Bell, Marketing Concepts and Strategy (Boston: Houghton Mifflin Company, 1966), p. 22.


education and practice. The first of these themes concerns the managerial approach to marketing, while the second is concerned with the social aspect of marketing.\(^7\)

As suggested earlier, the social aspects of marketing encompass the broad or macro view while the managerial approach to marketing is identified with the narrow or micro viewpoint.

### Marketing Activities

Like the major definitions of marketing, the various approaches to the study and practice of marketing can conveniently be divided into the same two groups in terms of marketing activities and operations in a society. The commodity, institutional, and functional approaches to marketing are useful in explaining both macro and micro marketing activities. However, these techniques have been most useful in macro marketing analysis.\(^8\) The managerial approaches to marketing have likewise been identified largely with the study and analysis of micro activities of marketing which are restricted to the individual firm.

The commodity approach examines the individual commodities with respect to their sources, supply, demand, channels of distribution and any special features. The institutional approach examines the various organizations, such as wholesalers, retailers and other middlemen who


facilitate the movement of goods and services from producers to consumers. The functional approach breaks down the entire marketing process into a number of basic functions which must be performed in the marketing of all products and services within a society.

This study is concerned with the macro or aggregative functions of marketing in the national economy of a less-developed country. The managerial marketing activities of the individual firm are important to the study only as they influence the development of marketing within the national economy.

The study of commodities is very time consuming, if all products are covered, and tends to portray a fragmented picture of national marketing. The examination of marketing institutions tends to overlook the individual forces that comprise institutional behavior and does not explain the relationship between the behavior of firms in a national market. The functional approach tends to be deficient in that it does not assign any essentiality to various tasks, but ascribes equal importance to each task. However, it does provide clear indicators of operational work which can be evaluated in a macro sense in a national market.

Marketing, like fishing, farming, mining and manufacturing, is an economic process in a national economy. The economic process of marketing requires the performance of certain functions. These functions are major economic activities which, through a continuous division of labor,
tend to become specialized. The marketing functions are thus derived from homogenous groups of economic activities which are necessary for the distribution of goods and services from the producers to the consumers in a national economy. There is little agreement as to the appropriate number or classification of marketing functions. The number of marketing functions vary from as few as six to as many as 120.

A widely used list of eight functions of marketing was developed by Beckman, who grouped them into three categories as follows:

1. Functions of Exchange
   a. Buying
   b. Selling

2. Functions of Physical Distribution
   a. Transportation
   b. Storage

3. Facilitating Functions
   a. Standardization and Grading
   b. Financing

---


c. Risk Bearing

d. Marketing Information.92

It was reasoned by Beckman that these functions of marketing created place, time, or possession utility and, therefore, added value to products and services similar to the way in which form utility in manufacturing adds value to products which it creates.93

Also, there is a lack of agreement as to the purpose of marketing functions. McGarry suggests that marketing functions should be tied to their purpose in society and should be used to focus attention on the relationship of the marketing system to the environmental field in which it operates.94 He further suggested that the functions of marketing could be performed by buyers, sellers, producers and consumers. McGarry enumerated six marketing functions as follows:

1. The contractual function is the searching out of buyers and sellers and the establishment of communications in the market.

2. The merchandising function is a task of fitting the goods to meet the needs and desires of consumers or users.

3. The pricing function is the selection of prices at which production is possible and goods are acceptable to the users.


4. The propaganda function is the conditioning of buyers and sellers to a favorable attitude which will result in the selection of a particular product.

5. The physical distribution function is the transportation and storage of goods.

6. The termination function is the transaction which results from the other five preparatory functions.\textsuperscript{95}

He notes the essentiality of these functions to economic development by stating that:

\textquote[\ldots]{... The development and refinement of these functions has been a major factor in the attainment of high-level consumption in free-enterprise countries, and it is difficult to conceive that any system of economy can reach such high levels without developing machinery to perform these functions.}\textsuperscript{96}

In addition to the previously described operational functions of marketing, there is also a social function ascribed to the broad understanding of marketing in a national economy. This social function extends beyond the traditional economic process and the managerial process associated with marketing functions performed by middlemen, producers, consumers and others. The social function is the interaction of all people in the broad process of economic want-fulfillment.\textsuperscript{97} This view of marketing, as a social process, does not alter the importance of marketing functional specialization or marketing managerial decision making. The

\textsuperscript{95}\textit{Ibid.}

\textsuperscript{96}\textit{Ibid.}, p. 279.

social function adds a new dimension to marketing which aids in the understanding of the marketing process in a dynamic society.  

The study of marketing as an applied social science, which is suggested by the social function, was beyond the scope of this study of marketing in a less-developed country. Therefore, the analysis of the social function of marketing in this study was limited. Instead, the study focused on the macro marketing functions related to exchange, physical supply and the associated functions which facilitate the performance of marketing operations in a national market.

Marketing Defined for the Purpose of This Study

Marketing in South Vietnam encompassed more than the elementary functions of buying and selling. There was a traditional marketing system for basic commodities which underwent significant change during the period of this study. In addition to the traditional marketing system, a limited modern marketing system was developed on the basis of the French Colonial system which had been established in South Vietnam prior to 1954. Both systems were oriented


toward the marketing functions required for the distribution of goods and services in the domestic economy and overseas.101

Businesses which engaged in distribution were prevalent throughout the country of South Vietnam. They organized themselves along institutional lines into firms which specialized in such areas as importing-exporting, wholesaling, retailing, transporting, warehousing, financing, insuring and banking.102 Only in the latter period of this study, did advertising and related promotional activities become important incidental with the introduction of television and other modern communications media.103 The marketing activities of a limited number of middlemen had traditionally included advertising, promotion and product development.

For the purposes of this study, attention was focused on the macro aspects of marketing as it relates to economic development in a less-developed country. All aspects of marketing, as it relates to economic development, cannot be considered in the study. Therefore, the emphasis was on

---


marketing distribution and facilitating activities. Considering the purpose served, and the level of marketing development present, the following operational definition for marketing in South Vietnam is adopted for the study:

Marketing is the performance of business or government activities that direct the flow of goods and services from domestic or foreign producers to consumers or users.\(^{104}\)

Research in Political Instability and Marketing Development

Marketing development is a broad subject. From 1946 to 1975, the *Journal of Marketing*, a major U.S. Academic Publication in marketing, has published eighty articles on international and foreign marketing which have addressed many of the aspects of marketing development. This research project was concerned with only one aspect of marketing development. The focus was primarily on the relationship between marketing development and political violence in South Vietnam from 1955 through 1972.

There are no known studies which measure the impact of political violence on the development of marketing in South Vietnam. This researcher was unable to locate any studies in which marketing development under the general conditions of political instability has been evaluated. It is logical to assume that if such a comparison is made, the target

country or countries will be classified as less-developed countries because of the prevalence of political violence in less-developed countries.

Some studies have been conducted which evaluate the relationship between political instability and foreign marketing investment. Aharoni, in a study of firms making foreign investment, found two important criteria that a country must meet in order to be considered as a prospect for investment. First, the country must demonstrate political and economic stability. Secondly, the country must have an adequate market to support the investment. The findings of this study were confirmed by Basi. His study utilized 214 executives rankings of the relative importance of fifteen foreign investment decision variables. Basi found that the political stability of a foreign country and the extent of the potential market were the two most important considerations in making a foreign investment.

In a study sponsored by the National Industrial Conference Board, political instability was found to be a primary factor obstructing business-government relations in the less-developed countries. Specifically, the study

105Yair Aharoni, The Foreign Investment Decision Process (Boston: Harvard University Graduate School of Business, 1966), pp. 93, 100.


reported that unstable governments were unwilling to protect or support private business enterprise when a given supportive action was unpopular in the country. Businesses in foreign countries have found it difficult to deal with inexperienced government officials. Another author concludes that "... it is very doubtful that the government of developing nations can do much to attract private foreign investment given conditions of political instability." In 1967 the Marketing Science Institute sponsored a study of the relationship between political instability and marketing opportunities. The nations of the world at that time were ranked according to their level of political instability based on three indicators: (1) deaths from internal violence, (2) cultural homogeneity, and (3) time duration of national identification. The nations were arrayed on a chart based upon their respective instability ratings. Marketing opportunities were based on the nation's political instability chart. The study utilized three of the recognized indicators of political instability which are less extensive than other indicators used to 

---

108 Ibid.  
111 Ibid., p. 138.
evaluate political instability.\textsuperscript{112} The stated relationship was based on a visual inspection of the instability indicators as there was no apparent attempt to quantify the political instability indicators. Additionally, what is meant by marketing opportunity was not explained.

There is obviously a large void in the literature on political instability and marketing development in general. The measurement of the impact of political violence on marketing development and marketing related operations in a less-developed country has not previously been attempted. One author points to the fact that:

Too little is known about the manner in which international forces affect domestic marketing systems. Comparative marketing must, therefore, receive increased assistance from development economics, politics, and the behavioral sciences.\textsuperscript{113}

There is some recognized need to investigate the impact of political violence on marketing development and operations.

\textbf{Measures of Marketing Development in South Vietnam}

Economic development has traditionally dealt with the transformation or change of the economic structure of a country. Frequently, economic development and economic


growth have been confused. Economic growth is simply an increase in wealth, while economic development is a broader concept which deals with technological improvements of the inputs to the economic process, the efficiency of the process itself and the distribution of outputs from the economic process. The economic development process has been characterized by "The changing relative importance of different types of economic activity--and particularly of commercial and service activities--during the course of economic development." There was considerable debate during the late 1950s concerning the relative importance of different types of economic activity.

Clark-Fisher-Petty Theory of Tertiary Production

As early as 1691, Sir William Petty proposed that "... there is much more to be gained by Manufacture than

---


Colin Clark, building upon this idea stated that:

Studying economic progress in relation to the economic structure of different countries, we find a very firmly established generalization that a high average level of real income per head is always associated with a high proportion of the working population engaged in tertiary industries. 119

Professor Clark defined primary industries as agriculture, forestry and fishing. Secondary industries were defined as manufacturing, mining and building, and he saw Tertiary industries as including commerce, transport, services and other economic activities. 120 He reasoned that:

... low real income per head is always associated with a low proportion of the working population engaged in tertiary production and a high percentage in primary production. High average real income per head compels a large proportion of producers to engage in tertiary production. 121

Professor Fisher had previously presented a similar view by suggesting that:

We may say that in every progressive economy there has been a steady shift of employment and investment from the essential "primary" activities, without whose product life in even its most primitive forms would be impossible, to secondary activities of all kinds, and to still greater extent into tertiary production. 122


119 Ibid., pp. 6-7.

120 Ibid., p. 7.

121 Ibid.

In summary, the main thesis outlined by Clark, Fisher and Petty is that tertiary production is of less importance in developing economies than in industrialized market economies, and that economic development is indicated when there is a movement of the labor force from primary production to secondary production and then to tertiary production.

There were numerous critics of the Clark-Fisher-Petty thesis. First, the combining of marketing with finance and all forms of personal services was felt to weigh the analysis in favor of personal services and finance. Finance and personal services were considered to be dissimilar in the economies of various countries.\textsuperscript{123} The character, scale and activities of marketing in developing countries were judged to be vastly different from the developed countries. Some of the key proponents of this argument were Bauer and Yamey,\textsuperscript{124} Holton\textsuperscript{125} and Minkes.\textsuperscript{126} Bauer and Yamey argue that the percentage of workers in distribution may decrease at certain stages of economic development due to advancements in the art of communications, better internal security, stability of


markets and better utilization of all resources in distribution. They also contend that economies of scale result in an increase in the size and volume of trading units. This often results in a reduction of resources in distribution and a general improvement in productivity. They also cite imperfect occupational statistics and contend that there is decisive unemployment in backward economies because many people when queried about their employment did not consider trading to be an occupation. Paid labor may be substituted for unpaid labor and vice versa. 127 Holton notes that the distribution functions of assembly, bulking, transport, breaking of bulk and dispersing are likely to require large percentages of the population in primitive economies. He also notes that services such as medical, legal, education and government are of increased importance because of their increased demand as incomes rise. 128 Minkes points to the vast difference in marketing scale and activities in the less-developed countries. 129 Preston points out that considerable development has taken place around the world and that as a result, more reliable collections of data have become available to test the Clark-Fisher-Petty thesis. 130


Recent Empirical Test of the Clark-Fisher-Petty Theory

Several empirical tests have been made of the Clark-Fisher-Petty thesis with conflicting results. Reed Moyer found that:

... in the United States, a per capita increase of $100 in GNP (deflated for price changes) has been associated with an increase of 1.13 percent in the percentage of the labor force engaged in distribution. In the United Kingdom, increases of 10 pounds in real net national income per capita have been associated with increases of 1.63 percent in the share of the labor force employed in commerce and finance.\textsuperscript{131}

Moyer also examined labor force structural changes with respect to GDP in thirty-two countries on a cross-sectional basis and found that:

... Dividing the countries into those with high and low incomes and into those with relatively fast and relatively slow growth rates uncovered no apparent relationships between these factors and the direction of change in the relative size of the trade sector.\textsuperscript{132}

A study of seventy-nine countries (three were eliminated because they were city states) conducted in 1968, provides mixed results of the relationship between economic growth and the share of the labor force allocated to commerce.\textsuperscript{133} The study states specifically that "... on balance, it appears


\textsuperscript{132} Ibid., p. 277.

that the larger group of poor countries unquestionably have lower shares of their labor forces in commerce than do the intermediate and rich countries."\textsuperscript{134}

Another important statistical study of economic sector development conducted by Hollis Chenery in 1960 focused on the economic activity of 51 countries with a wide range of national income levels in 1950 or a nearby year. The per capita income of the countries in the study ranged from $50 U.S. (Burma) to $1,291 (Canada). Specifically, he found that "... The shift in the composition of production as one moves to higher levels of income among these countries probably corresponds roughly to the shift within each country as income rises over time."\textsuperscript{135} As an example, calculated from his regression on income level and population size, the share of national income for manufacturing increased from 12 percent of the national income at a national income level of $100 to 33 percent at a national income level of $1,000. Likewise, the share of primary production declined from 45 percent to 15 percent at the above national income levels. The remaining share of national income is allocated to the tertiary sector as 57 percent at the $100 national income level and 52 percent at the $1,000 national income level.\textsuperscript{136}

\textsuperscript{134}Ibid., p. 17.
\textsuperscript{136}Ibid., p. 90.
Chenery's analysis indicates that "... the share of tertiary value added in national income, other than transportation and communications, rises very slowly between per capita income levels of $100 and $1,000, and the regression coefficient, though above unity, is not significantly different from unity at a 95 percent confidence level."\textsuperscript{137}

Hagen offers an explanation by pointing out that the tertiary sector includes two distinct types of services which he calls Tertiary A and Tertiary B. Tertiary A is personal services within the home, while Tertiary B is professional, recreational and other commercial services including government. He contends that Tertiary B continues to increase its share of national income and employment as per capita income rises. However, the services of Tertiary A become too expensive compared to Tertiary B and decline as per capita income rises. He reasons that the decline in employment and output in Tertiary A tends to mask the rise in Tertiary B when the two are combined. Therefore, at per capita incomes above $1,000, the rapid rise in Tertiary B increases the total share of the tertiary sector in national income as a whole.\textsuperscript{138}

A 1960 study by Kuznets regarding the percentage of the labor force in the tertiary sector compared to GDP per capita for selected countries resulted in a wide variance. Countries in this study with per capita GDP of $160 or less, which was the case of South Vietnam in 1960, ranged from a high of

\textsuperscript{137}Ibid., pp. 91, 92.
\textsuperscript{138}Ibid., p. 92.
36.8 percent of the labor force devoted to the tertiary sector in Ceylon to a low of 12.9 percent of the labor force devoted to the tertiary sector in Thailand. For countries included in this study, the average percentage of the labor force in the tertiary sector at the above income level was 23.5 percent. The percent of the labor force devoted to the tertiary sector in South Vietnam during 1960 was 14.5 percent.

Marketing Development Structure

This study measured the strength of the relationship between the percent of the labor force devoted to the tertiary production sector and changes in the GNP (as described by Clark) in South Vietnam from 1955 through 1972. Linear, second-degree and third-degree curvilinear regression models were used to measure this relationship. A measure of the strength of the relationship between the percent of the labor force devoted to the commercial and marketing sub-sectors of the tertiary sector and changes in the GNP were made.

---

139 Ibid., p. 92.
140 See Appendix A, Table 36.
141 Reed Moyer has pointed out that "a second-degree curvilinear regression model might provide a better fit since, as income rises, the percentage of the labor force devoted to distribution eventually must taper off (or turn down); otherwise, in time this sector would absorb the entire work force." See "Trade and Economic Progress: An International Comparison," The Journal of Business, p. 273. Also, it is possible that a third-degree curvilinear regression model may produce a better fit.
142 See Table 1, and Appendix A, Table 36.
Precise marketing development data concerning South Vietnam are available. Specific tests of the strength of the relationship between the percentage of the labor force devoted to the tertiary production sector, its commercial and marketing sub-sectors and changes in the contribution of this sector and sub-sectors to GDP, were conducted.\(^{143}\)

As mentioned earlier, the extension of this work beyond the traditional marketing development analysis was accomplished by measuring the strength of the relationship between accepted indicators of marketing development (sector labor force, GNP and GDP data) and indicators of political violence.\(^{144}\) These three groups of measures of national


\(^{144}\) See Appendix C, and Tables 43 and 44. Lamont has suggested that other economic and social indicators can be organized into a growth measure of marketing development. His measurement focused on the national households of Mexico and their ability to participate in marketing transactions. The measurement, called the propensity-to-participate, was a ratio of consumption (measured in minimum daily number of calories) plus minimum monthly income less the number of persons who did not possess the necessary language communications skills divided by the national population. He reasoned that marketing remained undeveloped if the propensity-to-participate was 10 percent or less and was developing if the ratio was 50 percent or more. This model would not be effective if applied to South Vietnam because of the consistently high per capita caloric consumption, and the essential statistics would require derivation from other data which are frequently questioned as to their accuracy. See Douglas Felix Lamont, "A Theory of Marketing Development: Mexico," (Ph.D. dissertation, The University of Alabama, 1964), p. 40.
marketing development were used to evaluate the major research question:

What was the impact of political violence on national marketing development in South Vietnam from 1955 through 1972?

This study went beyond the traditional evaluation of national marketing development. First, this study was of a single country over a long development period from 1955 through 1972 rather than of a group of countries or regions considered traditionally on a comparative basis utilizing one or a few points in their development periods. Secondly, the study dipped below the tertiary economic sector and considered the commercial and marketing sub-sectors of this major economic sector, which added precision to the study. Lastly, the development of marketing was evaluated with respect to the impact which political violence had on this development during three discernible political-economic periods. Each time period had different frequencies and intensities of political violence and different economic growth patterns.

The evaluation of the minor research questions relative to marketing operations, key agricultural commodity production and consumption patterns will be discussed in Chapter III.
CHAPTER III

STUDY DESIGN AND METHODOLOGY

**General Method**

The two major subjects of this dissertation, political violence and marketing development, are both measurable. The objective of this study was to measure the impact of political violence as represented by quantifiable indicators of political violence upon marketing development. Marketing development in this study was measured by quantifiable indicators of national income, employment, infrastructure performance, marketing institutional changes, agricultural production and changes in consumption patterns. This study was specifically focused upon the relationship between political violence and marketing development in South Vietnam from 1955 through 1972.

The obvious problem was to select valid empirical indicators of each. In recent years, many attempts have been made to improve the quality of empirical indicators of both political violence and marketing development. The indicators in use remain far from perfect. Therefore, decisions regarding which indicators to use in the measurement process were made. To guide these decisions, two criteria were established. First, the empirical indicator must be justifiable
on a theoretical basis as the indicator which will give the most satisfactory measure of the underlying concept. Secondly, the indicator must have been successfully used in similar studies. Indicators in both areas were selected which were considered to meet both of these criteria.

Questions concerning the reliability and accuracy of the selected variables must be answered. In the case of South Vietnam, political violence and marketing development data were numerous both by source and scope. Therefore, a sorting out process was required. The two principles which guided this process were: selection of the data from sources as close to the primary collection agency as possible; and utilization of data sources which were widely accepted on a legal or institutional basis. The evaluation of reliability and accuracy involved numerous cross-checks of the data. In view of the aggregate data, the author is of the opinion that the above principles have considerable merit.

In order to make judgments about the truth of the research questions, a method for measuring the strength of the association between political violence and marketing development was required. A wide range of quantitative techniques was available to aid in this measurement. Some of the more frequently used quantitative techniques for measuring the relationship between similar conditions are correlation, multiple regression, and factor analysis. The major

statistical tool employed in this study, was multiple regression analysis. This technique was selected for this study because the test of each research question required quantifying the relationship between a single dependent (criterion) variable and one or more independent (predictor) variables. One author, experienced in marketing research, notes that "... because of their flexibility and ease of use, correlation and regression methods are relevant to a wide range of marketing research problems."

There are few problems in marketing research, this study not expected, which involve only two variables. The major portion of the analysis in this study dealt with the association between an important criterion variable (dependent) and several independent variables. This study employed 8 indicators of national marketing and economic development, 14 indicators of marketing operations and infrastructure support, 4 indicators of key agricultural commodity production and 10 indicators of changing consumption patterns as dependent variables in four series of multiple regression models. The independent variables in these models were a cumulative political violence index and five basic political violence indicators. Dummy variables were injected into the series of regression models to test for shift parameters and slope changes during the three time periods of the study. The

---

large number of variables utilized, and the numerous combinations, required the selection of a flexible and easy to use method of data analysis.

The study design involved several steps. In the first step, a series of multiple regression models were constructed to measure the significance of the relationship between several indicators of sector employment as the dependent variable and several indicators of national income as the independent variables. In the second step, the indicators of sector employment and national income were the dependent variable in a series of multiple regression models in which the independent variables were the cumulative political violence index and the five basic political violence indicators. These models were used to measure the strength of the association between indicators of marketing development and the impact of political violence. The third step involved three series of multiple regression models which were constructed utilizing dependent variables of marketing infrastructure support and institutional changes, key agricultural commodity production and consumption pattern changes. The independent variables in this series were the cumulative political violence index and the five basic political violence indicators. This series of regression models provided a measure of the strength of the association between important marketing development indicators and the impact of political violence.

Each of the above series of regression models was computed for the full eighteen year development time period.
utilizing annual data for political violence indicators. The three time periods of political violence were introduced into the series of regression models through the use of shift parameter and slope changes dummy variables. The purpose of this series was to measure institutional effects and structural changes which were attributable to the three time periods.

**Quantitative Techniques**

The overall purpose of this study was to make a judgment about the relationship, if any, between marketing development and political violence in South Vietnam from 1955 through 1972. Several quantitative techniques were required in the analysis in support of this judgment. Descriptive statistical techniques were used to organize and display much of the data relative to marketing development and political violence. For example, tables were constructed to show selected indicators of marketing development and political violence. Histograms were developed to illustrate the changing frequency in the political violence indices. The result of multiple regression model computations were organized into tables for ease of reference. Lag structures which are

---

3 In three data series, real quarterly marketing development data were available, in which case these data were used with quarterly political violence data in the regression models.

important to the study were plotted in chart form and contribute to the analysis of the study.

In addition to other descriptive statistical techniques cited above, the analysis of the research questions relied heavily upon powerful computer based multiple regression models. These models provided measures of the strength of the association between the dependent marketing development variables and independent political violence variables. The goals of this regression application were the same as those in most applications where sample statistics were not involved:

(1) to obtain valid inferences about the nature of the causal or structural relationship between the variables in the population; and/or (2) to make accurate forecasts of the dependent variable. 5

This study was primarily concerned with the former goal. In addition to selecting a flexible and easy to use technique, the primary consideration was to select a method which would permit an examination of the form and the degree of the association between marketing development and political violence. This method provided a basis for a logical and defensible judgment about this relationship.

The main concern in selecting a statistical technique was that it should contain a test of the strength of the association. There are several measures of the strength of results available from multiple regression analysis. Many

---

other forms of correlation analysis have been used in the study of political violence and economic development, such as factor analysis and discriminant analysis. These two methods are based upon orthogonal matrix rotation and extracting the most important roots from the explanatory matrix. Due to the volume of computations and manipulations involved, many of these techniques are "computer dependent." Seldom, if ever, will the same analysis produce the same results unless computed on the same computer employing the same computer software package. A more important deficiency of these programs is that many programs experience difficulties in estimating variances and parameters when these estimates are nonlinear in scope. Consequently, many of these techniques are seriously deficient in objective criteria from which a measure of significance can be used to determine the validity of parameter estimates of the model. As a substitute for such objective criteria, frequently very weak rationale such as $R^2$ and the F-ratio are used to test the model when the methodology does not permit significance test on estimated parameters which make up the model.

The analysis conducted in this study was based largely on multiple linear regression analysis which is a commonly explained approach. Ordinary least squares (OLS), upon which multiple regression analysis is based, has many deficiencies

---


7 Ibid.
relative to bias which is common in economic and political
trend data. There are a host of criteria from which bias can be reported. The familiar T-test statistic was greatly
relied upon in this analysis as a selection process which can best be explained as a backward step-wise process. The
dependent variable was specified for each model along with all of the relevant independent variables. The model was then computed and the independent variables which did not have T-ratios which were significant at the 95 percent confidence level were excluded from the next computation of the model. This process was repeated until the best model was obtained. After each computation of a model, the matrix of simple correlations was examined to determine if there were conditions of simple multicollinearity. If this situation was present, the variables which were intercorrelated at a level of .80 or greater were excluded from the next computation of the model in the backward step-wise process.

---

8 For example we can examine regression residual plots of the dependent variable to determine if the homoscedasticity and linearity assumptions were violated in the model. Also the matrix of simple correlations will alert the researcher to the fact that there is multicollinearity—that is that two or more independent variables are correlated with one another. Methods for dealing with both of these conditions are proposed in the study.

9 The presence of .80 or greater correlation between independent variables is considered serious and has been adapted as a threshold in this study. See, David S. Huang, Regression and Econometric Methods (New York: John Wiley & Sons, Inc., 1970), p. 154.
Multicollinearity

Multicollinearity is a continuous phenomenon whose severity is to be measured and is not a discrete condition that exists or does not exist. Kmenta has pointed out that:

Multicollinearity is a question of degree and not of kind. The meaningful distinction is not between the presence and absence of multicollinearity, but between its various degrees.\(^\text{10}\)

An assumption of the classic OLS model is that none of the explanatory variables be perfectly correlated with any other explanatory variable or with any linear combination of other explanatory variables. If this assumption is violated, it is called perfect multicollinearity. If all explanatory variables are uncorrelated, there exists an absence of multicollinearity. The main concern in this study lies between these extremes in a high degree of multicollinearity. This condition is present when one explanatory variable is highly correlated with one or more other explanatory variables or linear combinations of these variables.\(^\text{11}\)

Multicollinearity is a sample rather than a population characteristic. Kmenta states that: "Since multicollinearity refers to the condition of the explanatory variables that are assumed to be nonstochastic, it is a feature of the sample and not of the population." In this study only population data was used. The sampling approach was used only to the extent that explanatory political violence variables were


\(^\text{11}\)Ibid.
selected based on their proven use in other studies. If population data is used instead of sample data, Kmenta states that the underlying relation among stochastic explanatory variables should be specified in the model. This technique, to the extent possible, was followed in this study. For example, the cumulative political violence events index which was a function of the five basic political violence explanatory variables was not used in the same model with these variables. Deaths from political violence was a function of armed attacks and to a less extent of riots. These explanatory variables were excluded from the model in the backward step-wise regression process based on both their T-statistic and their contribution to $R^2$. The matrix of simple correlations was examined to determine which variable or variables was highly collinear and should be excluded from the model.

In addition to excluding highly collinear variables from the model, another corrective action was re-specifying the model. This could be accomplished by substituting other explanatory variables for the highly collinear variables. This remedy could not be used because the data employed covers the entire population and was structured for the necessary time periods. The purpose of the research was to measure the impact of this particular set of political violence variables on marketing and related developments. Kmenta points out that if we have used up all the prior

---

12 See Appendix C.
13 See Appendix C.
information in specifying the model and have no new information, there would be little that we can do to correct for multicollinearity.\(^{14}\)

It is possible that the reported models in this study could contain a high degree of multicollinearity between one explanatory variable and linear combinations of other explanatory variables. This condition was not specifically measured except in the backward step-wise regression process.

The main defense for using a backward step-wise process was that it included independent variables in the model based upon their significance reported in the "best fit" equation rather than maximization of the more commonly reported \(R^2\).

The T-ratio statistic also allowed the researcher to establish confidence bands for those variables which should not be included in the model. Through proper utilization of the T-ratio statistic, the researcher impartially and with objective criteria tested for and postulated independent variables which should be included and excluded from each model in the backward step-wise procedure utilized in this study.

The Use of Significance

The use of the term significant in this study refers to reported statistics in the regression models which are within the establish confidence band limits. These limits were set at the .95 confidence level. The use of the term

\(^{14}\)Jan Kmenta, Elements of Econometrics, p. 391.
"significant" in its strictest form refers to sample data. However, in this study which consists of only population data, the level of significance was used by the researcher to impartially and objectively select explanatory variables which should be included and excluded from each model. The significance level was used identically with the strength and potency of the association between each criterion variable and the selected explanatory variables.

In order to standardize the analysis and improve the common meaning of the terms used, the following general rules were employed in stating the findings of the regression analysis. The T-statistics and F-ratios which did not meet the .95 percent confidence level were termed "insignificant." Statistics which were reported at the .95 percent confidence level and slightly above were termed "significant." Statistics which had values of 2-3 times the required confidence level were termed "very significant." Statistics reported which were more than three times the required confidence level were termed "highly significant."

**Methodology Questions**

The major methodology question in this study was:

What is the rationale for separating the data in the study into three separate time periods of "pre-insurgency," "insurgency," and "limited war?"

The rationale for the three time periods based on changing marketing development and economic growth levels, along with the ever-changing frequency and magnitude of political
violence events, is presented in detail later in this chapter. The common statistical technique for testing the separation of data periods is the use of slope and intercept dummy variables in the regression models as independent variables.\textsuperscript{15} If the T-ratios on the slope dummy variables are insignificant, one may conclude there is a homogeneous structural relation in the examined years. However, if the T-ratios on the slope dummy variables are significantly different from zero, nonhomogeneity is suggested and provides a rationale for accepting data separation of the examined years. This approach allowed the researcher to determine if the dummy independent variables added something of significance to the explanation of the dependent variable.

Caution must be observed when using this approach. Many least square computer programs automatically supply an intercept by adding a vector of ones to the explanatory matrix. The use of dummy independent variables, requires that the regression model be run through the zero intercept to avoid multicollinearity.\textsuperscript{16}

It may be interesting as well to see the changes in the level of significance in the explanatory variables with the inclusion of dummy variables in the model. Although $R^2$ is almost always greater when dummy variables are added to the model, these variables tend to reduce variable significance.


\textsuperscript{16} Ibid., pp. 178-179.
or marginal relationships which may tend to produce mis-
specification of model structures on the explanatory vari-
ables.\textsuperscript{17} In order to pass the T-ratio test of significance,
only the most significant explanatory variables will be
evident when dummy independent variables are included in the
model. Other model evaluation criteria became evident when
data separation was performed.

A second important methodology question resulting from
the data analysis was:

What is the saturation or lag effect of the
indicators of political violence on the mar-
keting development, marketing operations,
key agricultural commodity production and
consumption pattern variables?

The use of lag techniques in the analysis of political vio-
ence was a relatively unexplored area. This researcher
found no evidence of lag structures being used in empirical
studies of political violence. Perhaps the reason was that
it is often difficult and sometimes impossible to measure
such lag effects.

One of the most rigorous approaches used to measure lag
effects was postulated by Shirley Almon, commonly known as
the Almon lag. Almon's basic theory is that a function which
can be defined in a closed interval can be estimated over
the entire interval by a polynominal of suitable degree.
This approach is based upon selective criterion of the lag
length and the degree of the polynomial.\textsuperscript{18} Since there was

\textsuperscript{17}Ibid., p. 180.

\textsuperscript{18}Ibid., pp. 294-300.
very little prior knowledge on some of the political violence variables included in this analysis, the Almon lag procedure required a selective approach to finding the most relevant lag structure. In this case, lag structures were computed for different degrees of polynomials and with varying lagged periods in order to identify the "best fit" structure as indicated by the significance of the T-ratio on the beta coefficients. Hopefully, a polynomial can be found at a fairly low degree with respect to the lag structures which channel political violence effects to dependent marketing development and other marketing operations variables. It was possible to picture the lag structure by plotting the normalized lag coefficients with respect to the lagged periods. Only the "best fit" models of a single dependent and independent variable were utilized to develop the lag structures reported due to the limitation of computer resources.

Computer Program

Most of the statistical processing and numerical calculations used in this research were performed on a generalized least squares computer software package called LEASTAT. One of the important features which this package has to offer is that it is currently running in a time sharing mode on one of the largest computer time sharing companies in the country, TYMSHARE Inc. The program package is running on an

IBM 360/65 programmed in call 360 basic language. Package dimensions are large enough to handle up to 1000 observations on 40 variables with an unlimited number of variable storage locations. Specifically, LEASTAT was developed as an econometric program package which is custom designed for analysis of data based on trends and time series. Consequently, many of the reported statistics derived from the package are aimed at finding serial correlation and reporting this information to the user.

LEASTAT uses a Rust et al. orthogonalization procedure for finding matrix inverse solutions to large ill-conditioned matrices. All regression programs are usually based on finding inverse matrix solutions of the explanatory matrix and all are concerned with precision and rounding error when performing this task. The Rust procedure, developed by B. Rust at the Atomic Energy Commission, employs a basic Gram-Schmidt normalizing process on rows and columns when taking an inverse. The main feature of the Rust algorithm is that loss of precision is reduced by performing a double normalization on rows and columns during calculations which attempt to find the indirect inverse for the matrix solution. His technique is installed in some of the larger regression

---


21 Ibid., pp. 382-383.
packages at Universities of Michigan and Pittsburg, and is incorporated in LEASTAT.

LEASTAT automatically reports precision scaling and rounding error for each regression, a function which is not reported in most regression packages. In addition, the program has a wide range of optional lag schemes which are vital to this research.

Time Periods of Political Violence

South Vietnam was established as a separate governing entity on July 21, 1954. On January 23, 1973, a "cease-fire" agreement signed in Paris was reputed to call a halt to the fighting in South Vietnam. However, the fighting continued until the eventual Communist takeover of South Vietnam on April 30, 1975. Between these two points in time the magnitude and frequency of destabilizing political events changed in South Vietnam. There were changes in economic and social conditions which are indicators of marketing development. For purposes of analysis and comparison, this study


identifies three major political violence periods during this time frame. These major periods have been identified based on the degree and frequency of destabilizing political events and significant changes in based economy and social indicators. It is, perhaps, more than coincidental that the major time periods which have been identified by political instability events and economic and social indicators of marketing development in South Vietnam were the same. A key element in testing the truth of each research question was to determine if political violence impacted differently on marketing development during the three time periods.

Pre-Insurgency Periods, 1955 Through 1960

There was considerable political turbulence associated with the establishment of the South Vietnamese government in 1954. The transfer of power from France to the new government was less than smooth, and there were armed revolts by political bandit groups which continued into 1955.\(^{25}\) After this initial period of adjustment, the magnitude and frequency of political violence events declined beginning in early 1956 and continuing through mid-1959.\(^{26}\) Both the frequency and magnitude of violent political events were low compared to the previous Indochina war years of 1945 through 1954 and

\(^{25}\)U. S. Congress, Senate, Committee on Foreign Relations, Background Information Relating to Southeast Asia and Vietnam, pp. 2-4.

\(^{26}\)See Appendix C, Tables 43 and 44.
the later years of 1961 through 1972 with which this study was concerned. 27

Production and output increased in almost every sector of the economy during the period 1955 through 1960. Increases in the GNP averaged 3.8 percent per year during this period. 28

Several writers noted that guerrilla warfare and other acts of insurgency began to increase in magnitude and intensity during 1960. Musolf stated that "... indications of the likely course that public enterprise was to take were plain before guerrilla warfare began to become a major problem around 1960." 29 The United States Operations Mission (USOM) to South Vietnam stated that "... rural security conditions deteriorated seriously in 1960." 30 Also, "... the guerrillas have recently become successful in disrupting transportation in almost all parts of the country, and have seriously curtailed the flow of agricultural commodities to the Saigon market." 31 In summary, a review of some key indicators of political violence shows the following: Protest Demonstrations, 1955 through 1960, 3; 1961

27 Ibid.
28 See Table 1.

Insurgency Period, 1961 Through 1964

This period began with an increase in both the frequency and magnitude of political violence events in 1961 and ended with the introduction of large combat units into South Vietnam from the United States and other allies in early 1965. On January 29, 1961, Radio Hanoi praised establishment of the National Front for Liberation of South Vietnam (NFLSV), allegedly founded in December 1960. 33 The number of guerrillas as the instrument of violent political action for the NFLSV had increased to 20,000 armed men in 1961 and by 1962 there were an estimated 30,000 NFLSV forces in South Vietnam. 34 The tempo of political violence increased during 1962, and an estimated 1,700 South Vietnamese civilians were assassinated by the Viet Cong, frequently with unimaginable barbarism, and 9,688 were kidnapped. 35 The NFLSV extended its

32 See Appendix C and Tables 43 and 44.
33 U. S. Congress, Senate Committee on Foreign Relations, Background Information Relating to Southeast Asia and Vietnam, p. 7.
control over much of South Vietnam during this period, and by June of 1963, the NFLSV was able to levy taxes in forty-one of South Vietnam's forty-four provinces.\(^{36}\)

The Diem government, which had come to power in 1954, was overthrown by a military junta on, November 1, 1963, and Diem and his brother, Mr. Nhu, were assassinated on, November 2, 1963.\(^{37}\) As one writer indicates, this event gave rise to a period of "... continuing instability in the government of South Vietnam." He points out that there were six governments in South Vietnam from 1960 through 1964 with one of them lasting as little as nineteen days.\(^{38}\)

In the early fall of 1964, the character of political violence in South Vietnam began to change. By July, 1964, the U.S. military advisory mission in South Vietnam had grown to 23,000 men and during the winter of 1964 the South Vietnamese army had dwindled to slightly over 200,000 men, largely as a result of desertions.\(^{39}\) It was discovered that the "Strategic Hamlet" program, which was designed to secure the rural population, was a crushing failure in view of the fact that most of these hamlets were really controlled secretly

\(^{36}\)Ibid., p. S6577.

\(^{37}\)Ibid., p. S6578.


by the NFLSV (Viet Cong).\textsuperscript{40} The Gulf of Tonkin resolution was passed by Congress. Before passage of the resolution, there was considerable debate over Section 2 which was not clear in its delegation of congressional power. Leaders in both the House and the Senate agreed that it would permit the President to introduce ground troops into South Vietnam.\textsuperscript{41}

In summary, some key figures regarding the "insurgency" period are worth noting. Troop strength at the end of 1964 was: American, 23,000; Army of the Republic of Vietnam (ARVN), 559,500; Viet Cong, 103,000. Casualties (killed, cumulative since 1960) at the end of 1964 were: American, 147; ARVN, 7,500; Enemy, 16,785. Casualties (wounded and noncombat dead) at the end of 1964 were: American, 1,039. Also at the end of 1964, enemy captures were 4,200 and enemy defections were 11,000.\textsuperscript{42} As pointed out in the discussion of the "pre-insurgency" period, the intensity and frequency of destabilizing violent events such as demonstrations, government sanctions, riots, armed attacks and deaths from political violence greatly increased during the "insurgency" period.\textsuperscript{43}

Economic performance during this period was very erratic. Expenditures on GNP increased at an annual average

\textsuperscript{40}Ibid., p. S6579.
\textsuperscript{41}Ibid.
\textsuperscript{42}Ibid., p. S6585.
\textsuperscript{43}See Appendix C, Tables 43 and 44.
rate of 5.0 percent. However, there was a negative growth of -.8 percent from 1960 to 1961. Two inordinately high growth years were 1962 to 1963, and 1963 to 1964, when the increase was as much as 10.1 percent.\(^\text{44}\)

Agricultural outputs continued to increase over most of this period in spite of the increased tempo in the insurgency. Paddy (rice) production increased by 12.5 percent from 1961 to 1964.\(^\text{45}\) Rubber production declined by 5.0 percent during this period.\(^\text{46}\) The secondary and tertiary economic sectors continued to experience moderate growth during this period.\(^\text{47}\)

**Limited War Period, 1965 Through 1972**

The limited war situation in South Vietnam began to build up when "... on February 7, 1965, eight Americans were killed, 62 wounded in guerrilla attack by the Viet Cong."\(^\text{48}\) A U.S. Senate report points out that:

... During this period the military situation in South Vietnam was deteriorating badly. Vietnamese army units were being defeated daily; the Vietnamese army was losing a battalion a week; district capitals were falling weekly; village strong-points were being overrun nightly.\(^\text{49}\)

---

\(^{44}\) See Table 1.  
\(^{45}\) See Table 3.  
\(^{46}\) Ibid.  
\(^{47}\) See Table 2.  
\(^{49}\) Ibid.
American military strength in South Vietnam continued to climb during this period. By the end of 1965 there were over 200,000 U.S. ground troops in South Vietnam.

By spring of 1967, the United States had committed 500,000 men to a land war in Asia. ... Yet at the beginning of April 1967, the United States and the South Vietnamese were able to claim control over fewer villages and hamlets than in 1962.50

At the peak of the United States commitment to the war in South Vietnam during mid-1969, there were over 550,000 U.S. forces in South Vietnam.51

The 1968 Tet offensive was a high point of political violence in South Vietnam. The changes after this offensive which resulted in a short period of reduced instability are particularly important to this study. One writer states:

... But the Vietnamese are a supremely pragmatic people--they worked on the evidence of their eyes. There were no more Communist attacks. Commerce began to flow; the highways and the waterways, built up as a military infrastructure for the insurgency, now became a network for trade. Saigon had found the key to counterinsurgency--commerce.52

Major political violence continued from 1969 through 1970 but at a lower level than the 1966 through 1968 period.53 The Cambodian offensive in 1970 and the preparation for a

50Ibid.

51U S., Congress, Senate, Committee on Foreign Relations, Background Information Relating to Southeast Asia and Vietnam, p. 65.


53See Appendix C, Tables 43 and 44.
presidential election in 1971 again increased the levels of political instability.\textsuperscript{54}

The last major destabilizing series of events during the period of this study, began on March 31, 1972, (the 1972 Easter Offensive), when "... three divisions with supporting tanks and artillery crossed the demilitarized zone (DMZ). This was clearly no local raid; it was a major assault--an operation of strategic dimensions."\textsuperscript{55} It is estimated that the Easter Offensive had cost the North Vietnamese Army (NVA) more than 100,000 dead with about 30,000 dead ARVN.\textsuperscript{56}

Security in the countryside declined during and after the Easter Offensive in 1972. The offensive was accompanied by record levels of terrorism. Many young people were abducted by the enemy. The population under government control declined from 83 percent to 70 percent, and the contested population increased to 20 percent with the remaining 10 percent clearly under the control of the enemy. In addition, there were over 750,000 new refugees generated by this offensive.\textsuperscript{57} All indicators of political violence were again increasing in both intensity and frequency.


\textsuperscript{55}Ibid., p. 21.

\textsuperscript{56}Ibid., p. 62.

Economic progress was exceedingly turbulent during this period. The average annual growth rate of the GNP declined to 2.5 percent from 1965 through 1972. During this period, there were negative growth years from 1967 to 1968, and 1971 to 1972, and one large positive growth year from 1969 to 1970.58 Paddy (rice) production increased by 31.6 percent during the limited war, but because of population gains and other factors, South Vietnam continued to be a net rice importer.59 Rubber production declined by 19.1 percent during the period.60 Conversely, general industrial production increased during the period. As an indicator, the industrial production index increased 80.5 points during the period.61 The tertiary economic sector continued to grow over-all, particularly in public administration and defense, construction and services.62

A supportable case can be made that the time periods which are used in this analysis are appropriately based on changes in the frequency and intensity of political violence events and changes in the levels of economic activity and progress.

58See Table 1.
59See Table 3.
60Ibid.
61See Table 4.
62See Table 2.
Measurement of Political Violence

The political instability of nations is reflected in conflict behavior both within and among nations. This study was concerned with political violence, which is denoted by internal conflict behavior, consisting of such events as demonstrations, riots, coups d'etat, guerrilla warfare and other violent events. In addition to events of political violence, the internal political stability of a government is reflected in the political structure and its performance. These dimensions of the total political process along with conflict behavior among nations are outside the scope of this study. Internal "political violence" is a concept which can be interpreted in more than one way. The theoretical notion of internal political conflict is also frequently referred to as "political aggression" or "civil strife." In this study, the meaning of political violence


was restricted to "aggressive, politically relevant behavior." The major task of this study was to measure the impact of aggressive political behavior upon marketing development in South Vietnam from 1955 through 1972. The impact of this political behavior was measured and evaluated through the use of a variety of techniques.

There are a wide range of possibilities for measuring political violence in a country. The selection of a unit of measurement is central to the concept of measuring. Most writers have attempted the measurement of political violence by abstracting relevant and common dimensions in the form of events of political violence. Predominantly, the unit for measuring political violence has been the "event" which is defined as "an occurrence or noteworthy happening." The event has been selected as a unit of measurement because it is suitable for discovering quantitative relationships in political violence. The event as a unit of measurement

66 A definition of "political instability" was given in Chapter I, from which this definition of "political violence" is adapted. See Ivo K. Feierabend and Rosalind L. Feierabend, p. 250. However, Taylor and Hudson prefer to refer to political violence events as indicators of "political protest." Also, see Charles Lewis Taylor and Michael C. Hudson, pp. 62-63.


68 Charles Lewis Taylor and Michael C. Hudson, p. 60 and Ivo K. Feierabend and Rosalind L. Feierabend, p. 249.

69 Taylor and Hudson, p. 60.

70 Ibid.
has been widely used in the field of political science. For example, Lasswell stated that:

"The subject of political science (may be expressed) in terms of a certain class of events (including subjectively constructed events), rather than timeless institutions or political patterns. We deal with power as a process in time. The developmental standpoint is concerned, not with systems in equilibrium, but with patterns of succession of events." 

The event unit, in most cases, is not precise but is a report which is judged important enough by a journalist or editor to merit reporting in a news media. An event has bounds in both time and space. The preparation for an event such as a coup d'etat may have taken months but the event is over in a few hours. Demonstrations and riots may begin and end within a few hours, and the armed attack may take only a few minutes. Some of these events may continue to be reported for days, and are appropriately weighted for quantitative analysis. Therefore, events then become comparable in terms of duration and longevity. The event as a unit of measurement should be thought of as a discrete social process which begins and ends within a period of time and is restricted to prescribed geographic limits.

The event techniques, which are used to measure political aggressive behavior in countries, are incorporated in

---


72 Taylor and Hudson, p. 61.

73 Ibid., pp. 60-61.
a systematic and orderly process. This process is initiated by recording the "... country in which it (the event) occurs, date, persons involved, presence or absence of violence, and other pertinent characteristics." These collective facts constitute an event report. The sources of these event reports are news media and indices which are covered in more detail in Appendix C. The event reports are then identified based on a concise description. Next, the event reports are grouped or classified based on a set of predetermined rules. The classified events are recorded by type and time period for each country.

The events which represent political violence have been collected, described, identified, classified and organized in a variety of ways by different authors. In all cases, political events have been operationalized in an effort to measure political violence or to search for the correlates of internal conflict. Some violence archivists report cumulative incidents of strife as single events, while

---


75See Appendix C.


77Appendix C, Tables 43 and 44.

78Ivo K. Feierabend and Rosalind L. Feierabend, p. 250.
others separate political violence into separate independent events. The event time periods may be very long by simply recording the presence or absence of events such as guerrilla warfare. There are numerous descriptions for political violence events which also influence their classification. Likewise, there are several major archivists who have organized and recorded political violence events in different ways.

The use of political violence events data, in the study of political violence and related social change and development, has not been on common ground. For example, the number and classification of political violence events are not common to all studies. Eckstein identified thirteen measures of conflict behavior and provided operation.

---

79 For example, all European-OAS terrorism in Algeria was treated as a single event by Ted Gurr, "A Causal Model of Civil Strife," American Political Science Review, Vol. 62 (December 1968), pp. 1104-1124.


81 The Title and description of political violence events used in this study are contained in Appendix C. A description of Eckstein's thirteen measures of conflict behavior are contained in R. J. Rummel, "Dimensions of Conflict Behavior Within Nations, 1946-59," pp. 71-72. Definitions of the nine conflict behavior measures used by Rummel and Tanter are found in Raymond Tanter, "Dimensions of Conflict Behavior Within and Between Nations, 1958-60," The Journal of Conflict Resolution, Vol. X, No. 1 (March 1966), Appendix I, p. 6. The thirty political instability indicators developed by Hoole and used by the Feierabends are listed in Ivo K. Feierabend and Rosalind L. Feierabend, p. 255, and full descriptions are available through the Inter-University Consortium for Political Research, Ann Arbor, Michigan.
definitions for each measure. Rummel developed and used, along with Tanter, nine measures of conflict behavior to evaluate such behavior within and between nations. The Feierabends used Hoole's thirty political instability variables collected over the period 1948 through 1962 in their study of aggressive behaviors within polities. In a study of patterns of political violence, Flanigan and Fogelman used seven categories of domestic political violence. Nesvold employed twelve violence indicators to develop an empirical scale of political violence. Tanter and Midlarsky relied upon two indicators in their study: the number of people killed in domestic violence; and the number of revolts. Russett used three types of measures: the turnover ratio in top office-holders; the number of people killed in domestic violence; and the thirteen indicators of political

---

85 Ivo K. Feierabend and Rosalind L. Feierabend, p. 255.
violence specified by Eckstein. This study selected five basic indicators to denote political violence. Operations definitions are cited for these indicators in Appendix C.

Some writers have taken the process of classifying and organizing political violence variables one step further by attempting to get at the underlying dimensions of political events data through factor analysis. The stated purpose of this additional step was "to reduce a large number of phenomena to major patterns of co-variation--to suggest labels by which such phenomena can be parsimoniously conceptualized, and to provide handles by which they might be analyzed and manipulated." For example, Rummel found in a study of domestic and foreign conflict data that his nine measures of domestic conflict for the years 1955 through 1957 had three underlying dimensions, which he called "turmoil," "revolution" and "subversion." Raymond Tanter, using the same nine measures for 1958 through 1960, only found two factors which he called "turmoil" and "internal war." Building upon the work of Rummel and Tanter, Ted Gurr

---


91 Ibid., p. 65.

92 Ibid., p. 68.

developed a three-fold typology of civil strife that he called "turmoil," "conspiracy" and "internal war." Hoole also factor analyzed his thirty variables of political instability and obtained five major and five minor factors. The five major factors were labeled: "demonstrations," "change of office holder," "riots," "guerrilla warfare" and "strikes." Utilizing Hoole's same thirty variables, Feierabend, Feierabend and Litell performed a factor analysis from which nine factors emerged. These nine factors were further grouped under three dimensions which they called: "... first, a turmoil dimension (characterized by violence and mass participation); second, a palace-revolution-revolt dimension (distinguished by a marked lack of mass support); and third, a power-struggle-purge dimension (connoting violent upheavals and changes of office within regimes." The purpose of this step in each study was to reduce the large number of observed variables to a smaller number of underlying dimensions.

As a last step in the measurement of political violence, a simple frequency count of events may be taken for each time.

94 Civil Strife is defined by Gurr as "all collective, non-governmental attacks on persons or property that occur within the boundaries of an autonomous or colonial political unit." Ted Gurr, "A Causal Model of Civil Strife: A Comparative Analysis Using New Indices," p. 1107.

95 Ibid., p. 1108.

96 Ivo K. Feierabend and Rosalind L. Feierabend, pp. 255-256.

97 Ibid., p. 256.
period under study as a method of ordering internal conflict behavior. Total frequency of all destabilizing events can be grouped together to form a political violence index for the time period. Separate and collective events reflecting political violence can be grouped and summed to form indices of different classes of conflict behavior. Another approach is to construct scales which take into account the intensity of the events. Events are ordered into the scale by several techniques, of which the most widely used is consensual judgment. This step in the measurement process gives consideration to the type of political violence event, its persistence and pervasiveness, which are all weighted. The weighted events may be incorporated into an index of political instability or separate indices may be constructed for distinct types of conflict.

98 Ibid., pp. 252-253.
99 Ibid., pp. 253-254.
102 An example of weighted stability scores is contained in Ivo K. Feierabend and Rosalind L. Feierabend, pp. 252-253.
Selection of Political Violence Variables

A major goal of this study was to measure the impact of political violence on the development of marketing in South Vietnam from 1955 through 1972. In order to perform this measurement, five basic comparable political violence indicators were selected. These indicators are considered to be representative of a wide range of political violence and protest. Each variable was designed to represent distinct types of violence and coercion. The archivist of these indicators stated that:

Our intent has been to provide a typology of protest behavior on a figurative spectrum of intensity, ranging from the relatively normal and legitimate demonstration, which is essentially nonviolent, to the comparatively subversive or revolutionary violence of the armed attack, which in one of its most typical forms involves the bombing of government facilities.

The archivists point out that they have developed a wide variety of indicators of different kinds of protest. They have made no attempt to evaluate these indicators but left this option open to the researcher. They suggested that

Political violence indicators are used to portray quantities and change for the purpose of comparative analysis. As illustrated earlier in this chapter, violent events are comparable and have aggregate analytic utility similar to aggregate GNP in economic analysis. See Charles Lewis Taylor and Michael C. Hudson, World Handbook of Political and Social Indicators (New Haven, Connecticut: Yale University Press, 1972), p. 59.

Ibid., p. 62.
Ibid., p. 63.
Ibid., p. 60.
the five basic indicators of political violence for this study fall into several categories.

The five civil strife indicators that follow are reports of peaceful protest by the ruled (protest demonstrations), anomic action by the ruled (riots), organized violent action by the ruled (armed attacks and political deaths), coercive action by the rulers (governmental sanctions.)

The terms and definitions for the five basic indicators of political violence are provided in Appendix C, "Properties of Political Violence Event Variables." Also, included in Appendix C are coding rules, an amplification of the political violence definitions and statistical characteristics of the political violence events data.

A sixth indicator of political violence was generated by cumulating the five basic political violence events data in each time period (annual and quarterly) into indices. These indices are overall indicators of both the frequency and intensity of political violence present in South Vietnam during three time periods. This indicator of political violence is called the Cumulative Political Violence Events Index.

The political violence variables adopted for this study have found wide use in similar studies which purport to measure different aspects of economic, social and political development. The thirty indicators of political instability developed by Hoole and used by the Feierabends and others

---

107 Ibid., p. 64.

108 See Appendix C and Tables 43 and 44.
included demonstrations, riots, repressive actions (government sanctions), terrorism, sabotage, guerrilla warfare and civil war, and revolts. The thirteen indicators of political violence developed by Eckstein and used by others, included warfare, rioting, terrorism and turmoil as violence indicators. Summary indicators of political violence included the total number of incidents of unequivocal violence, extended violence, and the sum of unequivocal and equivocal violence. The nine measures of conflict behavior developed by Rummel included the following violence dimensions: riots, demonstrations, assassinations, strikes, guerrilla warfare, revolutions, government crises and number of people killed in all forms of domestic violence. The Nesvold scale of political violence included riots, demonstrations, revolts, guerrilla warfare, assassinations, civil war and government actions against specific groups, among others. Flanigan

109 Ivo K. Feierabend and Rosalind L. Feierabend, p. 255.


and Fogelman included riots, rebellion and civil war in their list of domestic political violence indicators.\textsuperscript{113}

Many writers have attempted to reduce a large number of political violence phenomena to major patterns through factor analysis. Some writers have focused on a very limited number of political violence indicators which they consider to be representative of the spectrum of political violence. Russett used this approach in his study of inequality and instability, which employed only three indicators of political data. The indicators were "personnel instability," which was the term of office of the chief executive, "Eckstein Internal War," which was the total number of violent incidents, and "Deaths From Civil Group Violence."\textsuperscript{114}

Further, some studies utilized gross indices of political instability which have been developed from a wide variety of political violence indicators.\textsuperscript{115}

The indicators, which have been used to measure political violence in other studies, differ both in number and scope. Given this wide range of substantive content, the

\begin{itemize}
\item \textsuperscript{115}Ivo K. Feierabend and Rosalind L. Feierabend, "Study 6: A Multiple-Factor Explanation of Political Instability and External Conflict," cited in Ibid., pp. 174-176.
\end{itemize}
resulting measures have been different. However, the indicators of political violence, which have been used in similar studies to measure the underlying dimension of political violence, are strikingly similar to the indicators selected for this study. They differ in that they represent in some cases a more precise categorization of political violence, and in some cases the categories are less restrictive than those selected for this study. Some refinement of the events selected for this study have been accounted for in the codification process. For these reasons, the indicators selected for this study are considered by the writer to reflect the best observational meaning of political violence. It is recognized that these five basic indicators of political violence and the cumulative political violence events indices are not all inclusive measures of political violence, as that was not intended. They are adequate for the task to which they have been applied in the measurement of political violence.

Measurement of Marketing Development and Marketing Operations

Gross indicators have been utilized in the measurement of marketing development and marketing operations in the less-developed countries because of a lack of more

116 See Appendix C.
specific indicators. National economic development in general has been measured in two ways: first, utilizing a measurement over time of the increase in capital stock accumulated in a country; and second, computing the changes in per capita national income. If we wish to analyze development below the national level, a third measurement has been found most useful. This measure is the percent of the labor force employed in marketing in a country. The more sophisticated measures of marketing development are made through national income models. These sophisticated measures were not possible in the less-developed countries such as South Vietnam for two principal reasons. The relationship between economic sectors has not been identified, and the required consumption, production and investment data

117 In many cases only gross estimates of national accounts, employment, investment, consumption, savings and capital accumulation are available in the less-developed countries. For a complete discussion of the difficulties associated with measuring national income and capital in the less-developed countries, see Peter T. Bauer and Basil S. Yamey, The Economics of Under-Developed Countries (Chicago: The University of Chicago Press, 1956), pp. 16-29.

118 Ibid.

119 Data on economic sector employment have been collected by Clark, Barger, Moyer and Preston. Those data have been used to test the general hypothesis that increases in per capita income are associated with increases in the percentage of the total labor force engaged in distribution alone or in commerce and finance. See Reed Moyer, "Trade and Economic Progress: An International Comparison," The Journal of Business, Vol. 40, No. 3 (July 1967), p. 271 and pp. 270-279 for the entire article, and Lee E. Preston, "The Commercial Sector and Economic Development," in Reed Moyer and Stanley C. Hollander, eds., Markets and Marketing in Developing Economies (Homewood, Illinois: Richard D. Irwin, Inc., 1968), pp. 9-23.
was not complete or was not disaggregated by economic sector.\textsuperscript{120}

The measurement of marketing operations is also restricted due to a lack of data. Distribution census data are particularly weak or non-existent in most less-developed countries.\textsuperscript{121} In most cases data concerning the simple indicator of output per man hour for the commercial sub-sector or portions thereof are not available.\textsuperscript{122}

Marketing development studies have relied upon two general types of indicators to measure marketing development in the less-developed countries. These two indicators are occupational employment statistics and national income\textsuperscript{1}

\textsuperscript{120} National income accounts statistics based on the International Standard Industrial Classification (ISIC) were collected for South Vietnam beginning in 1960. In order to meet the needs of a sophisticated national income model which contained a distribution sector, data regarding inventory levels, labor productivity, price levels and strict accounting of all inputs and outputs with efficiency factors would be required. These detailed distribution sector data are not available for South Vietnam.

\textsuperscript{121} Four complete and two partial distribution censuses were taken for South Vietnam over the period of this study. See Appendix A.

\textsuperscript{122} Statistics are not available regarding the number of man-hours devoted to distribution; however, estimates of annual employment levels and contributions (on a value added basis) of the commercial sub-sector and the wholesale, retail trade sub-sector to the GDP are available. See Appendix A and Table 2.
Both of these indicators can be refined to focus on different levels of economic activity within a country if the data will support the effort. For example, employment in the tertiary sector as a percent of total employment can be used, or this indicator can be refined by using only the employment in the commercial sub-sector or the trading portion of that sub-sector as a percent of total employment. Likewise, national income data can be the GNP per capita computed on several bases, or the GDP per capita computed on several bases can be used as a measure of growth and development. Frequently, GDP figures are available by economic sector and sub-sector. For example, the GDP which was contributed by the tertiary sector has been computed and disaggregated by elements of that sector.

Relatively few attempts have been made to measure marketing development directly. Changes in commercial and trade sector growth have been evaluated utilizing occupational employment and national income statistics. See Reed Moyer, "Trade and Economic Progress: An International Comparison," pp. 270-279. The historical stages approach has been utilized to explain marketing development but does not contain any mechanism for measurement. See Reed Moyer, Marketing in Economic Development, International Business Occasional Paper No. 1 (East Lansing, Michigan: Michigan State University, 1965), pp. 53-54.


GNP figures computed at constant 1960 market prices for South Vietnam are displayed in Table 1. Expenditure on GNP at current market prices are available for most years of this study. See Republic of Vietnam, Vietnam Statistical Yearbook, 1972 (Saigon: National Institute of Statistics, 1973), p. 271.

GDP figures based on current factor cost by economic sector origin are available for South Vietnam. See Table 2.
Both the occupational data and the national income data are subject to important questions with respect to relevance and accuracy. Gross Domestic Product (GDP) figures are considered by one writer to be more appropriate indicators of relative states of development than measures of real income. Their accuracy is believed to be correlated with the level of development itself. Likewise, occupational employment statistics suffer in the less-developed countries from a lack of accuracy. For our analytical purposes, the data can be viewed as correct within a reasonable range. The purpose is to show overall trends and changes in the development and operation of the marketing element of the economy.

Indicators of occupational employment and national income have been used in several ways to measure the development of marketing. These indicators can be used to measure trends over time in one country or to compare the progress of several countries on a cross-sectional basis. First, the tertiary sector employment as a percent of the labor force can be used in a regression model as the dependent variable and the per capita GNP can be the independent variable. This allows one to forecast tertiary sector growth at


128The impact of the accuracy in South Vietnam is less severe than most less-developed countries due to the large technical and economic assistance program which aided their National Institute of Statistics.

different levels of per capita GNP. This measure can be computed for a single country over time or used to study the relationship at one moment of time for a number of countries at different stages of development. Second, the percent of the labor force devoted to the tertiary sector or sub-sector can be regressed as the dependent variable against the corresponding contributions to GDP as the independent variable. This is considered to be the most accurate method for forecasting sector growth at different levels of national income.130

Marketing operations are customarily measured by the computation of output per man-hour in distribution.131 Data are not available for this measure in this study. However, the comparison of sector contribution to GDP with sector employment does provide a refined measure of distribution growth.

Selection of National Marketing Development Variables

National marketing growth and development has been measured by employing national economic accounts and employment statistics.132 These gross indicators have been utilized in the absence of more precise productivity,
efficiency and structural data. This is particularly true of the less-developed countries which do not collect statistics regarding number of hours worked in various trades and professions, the productivity of workers and the contribution of economic sectors and sub-sectors to the national product. The measurement of marketing development has been accomplished on a gross basis utilizing such indicators as the percent of the labor force to the tertiary sector and the per capita GNP. Fortunately, more precise indicators of marketing development are available to measure this phenomenon in South Vietnam.

133 Ibid., p. 270.


135 Reed Moyer, "Trade and Economic Progress: An International Comparison," pp. 270-279. These data, used in this study, are in Appendix A, Table 44 and Table 1.

136 See Tables 1 and 2 and Appendix A, Table 36.
In order to evaluate the general development of the tertiary economic sector in South Vietnam from 1955 through 1972, the percent of the labor force employed in the tertiary sector as the dependent variable was regressed against the per capita GNP in constant prices. The data was fitted to a linear regression model. Also, second-degree and third-degree curvilinear regression models were tested to determine if a better fit could be obtained, because as incomes rise, the percent of the labor force devoted to the tertiary sector must taper off or turn down. As a refinement, the GDP and the percent of GDP contributed by the tertiary sector were added as independent variables in a multiple regression model, while retaining the percent of the labor force employed in the tertiary sector as the dependent variable.

Several refinements in the measurement of marketing development in South Vietnam were possible based on the data.

These data are in Table 1 and Appendix A, Table 36.

The data was fitted to a linear regression model of the form \( Y = a + bx \) using data for the period 1955 through 1972. \( Y \) is the percent of the labor force employed in the tertiary sector and \( x \) is the per capita GNP.

The second-degree curvilinear regression model is of the form \( Y = a + bx + cx^2 \). See Reed Moyer, "Trade and Economic Progress: An International Comparison," p. 273. A third-degree model was tested to determine if a better fit of the data could be obtained.

See Table 2 for GDP data. Multiple-regression models are used to analyze the association between an important criterion variable (dependent) and several independent variables. The model is of the general form \( Y = a + b_{yx}x 
X = b_{yz}x^2 \).
available for this task. The development of the commercial portion of the tertiary sector was evaluated by regressing the percent of the labor force employed in the commercial sub-sector as the dependent variable against the percent of GDP contributed by the commercial sub-sector. The commercial sector consists of wholesale and retail trade, banking and insurance and real estate. It has been pointed out that these three categories "... coincide roughly with Clark's 'commerce' and 'finance' categories, respectively." This analysis focuses on the specific contributions of commerce to the formation of GDP.

A further refinement in the assessment of marketing development was made by regressing the percent of the labor force employed in the wholesale and retail trade sub-sector as the dependent variable against the percent of GDP contributed by the wholesale and retail sub-sector. This refinement reflected the relationship between increases or decreases in the contribution of the trade sub-sector to GDP and the percent of the labor force engaged in this sub-sector.

---

141 See Appendix A, Table 36.
142 See Table 2.
143 As specified in the International Standard Industrial Classification (ISIC) system.
145 See Appendix A, Table 36 and Table 2.
The purpose of this initial analysis of national marketing development was to place the tertiary sector, the commercial portion of that sector and the trading sub-sector in perspective regarding their roles in national economic growth and development. With a clear understanding of the results of traditional marketing development analysis, this study proceeded beyond the traditional efforts by measuring the impact of political violence on national marketing development.

The next step measured the association between indicators of national marketing development and political violence. All the indicators of national income and employment, namely, the per capita GNP, the GDP, percent of GDP contributed by the tertiary sector, percent of GDP contributed by the commercial sub-sector, percent of the GDP contributed by the wholesale and retail sub-sector, percent of the labor force employed in the tertiary sector, percent of the labor force employed in the commercial sub-sector and percent of the labor force employed in the wholesale and retail trade sub-sector were introduced alternately as dependent variables in a series of multiple regression models. The cumulative political violence events index and the five basic political violence variables were alternately the independent variables in these models.

The regression models were structured and computed for the eighteen year development period utilizing annual data. Slope and intercept dummy variables were used to measure the
impact of political violence on marketing development during each time period of "pre-insurgency," "insurgency" and "limited war." Lag structures were developed for both the conventional measures of marketing development and the measures of the impact of political violence on marketing development.

The purpose of this analysis was to aid in evaluating the major research question:

What was the impact of political violence on national marketing development in South Vietnam from 1955 through 1972?

Selection of Infrastructure Variables

There are numerous marketing functions which aid the development process. Many of these functions extend beyond the basic exchange function of buying and selling. The facilitating functions of physical distribution all require and rely upon an infrastructure network of transportation systems, financial institutions, information media and utilities. Carson pointed out: "As marketing systems grow more complex, a number of specialized institutions frequently arise to facilitate the marketing operations."

From a measurement point of view, it would be advantageous if it were possible to group all data concerning

146 A list of these functions as suggested by Reed Moyer, Marketing in Economic Development, pp. 12-13 are contained in Chapter II, p. 74.

marketing and marketing operations activities. Preston pointed out that it would be ideal "... to group the data about marketing activities alone, excluding purely financial operations, and including those elements of agriculture, manufacturing, transport and storage associated directly with marketing." The data on South Vietnam, similar to most developing countries, will not support the ideal analysis of marketing development suggested by Preston. The available data will support a measurement of the association between marketing infrastructure development and political violence.

A group of fourteen variables, which best represent the facilitating functions of marketing, marketing institutions and the general infrastructure supporting marketing operations, were selected for introduction into a series of multiple regression models as the dependent variable. The general index of industrial production and per capita electric energy production was introduced as dependent checking variables. Even though they are not part of the tertiary economic sector, they are closely associated with the essential infrastructure which supports marketing operations. Similar to the series of tests of the impact of political violence on national marketing development, the cumulative political violence events index and the five basic

indicators of political violence were alternately the independent variables in these regression models. The purpose of these models was twofold: to measure the strength of the association between the development of infrastructure systems in support of marketing operations and political violence; and to provide an additional test of the concept that "... to progress, economies must move, relatively, out of agriculture and into industry." 149

The development of an efficient and effective infrastructure consisting of transportation, communications and utilities is a basic requirement for the modernization of any country. The impact of political violence on the development and operation of the infrastructure in South Vietnam from 1955 through 1972 is debated. Some writers maintain that the net effect of political violence was to destroy or at least retard this development. 150 Other writers, however, maintain that political violence aided in some cases or redirected the development of the infrastructure. 151 These opinions were reached in most cases without the benefit of empirical evidence. One purpose of this study was to clarify this point in general and to measure the impact of political violence.

149 Ibid., p. 3.


violence on the development of marketing supportive infrastructure, utilizing empirical evidence in a systematic manner.

The impact of political violence on the development and support of marketing and related activities was examined through an analysis of several variables. The performance of selected transportation systems was examined by selecting a variable from each of the four principal means of transportation for inclusion in the analysis. Transportation systems consist of equipment, facilities and people. It is not necessary to evaluate all of these indicators in order to detect significant growth and changes in a transportation system. In the motor transportation system, the number of motor vehicles in use was selected as the indicator. For the rail transportation network, railway passenger/kilometers was used as the indicator, and in the air transportation system, domestic air passenger/kilometers was the indicator. Due to the geographic characteristic of South Vietnam, which has a coastline of approximately 1,260 miles,\textsuperscript{152} coastwise shipping in commercial ports was used as an important transportation indicator. All four variables were included alternately as dependent variables in a series of multiple regression models.\textsuperscript{153}

\textsuperscript{152}Ann Caddell Crawford, Customs and Culture of Vietnam (Rutland, Vermont: Charles E. Tuttle Co., 1966), p. 175.

\textsuperscript{153}See Table 6.
Communications media development is often identified as a source of economic and political change.154 A group of communications media variables were examined in a series of multiple regression models alternately as the dependent variable to measure their association with the previously specified indicators of political violence. Each variable reflected the development or changes in a communications media.155 The postal system variable used was domestic air post letters received and mailed.156 The printed news media was represented in the circulation of daily newspapers157 and the electronic news media was represented by the average weekly radio broadcast hours.158

Financial institutions support all business, private and government economic activity. They are particularly important for the support which they lend to marketing operations. As an indicator of this support and a barometer of general economic activity, the number of checks presented


155 Numerous variables were available to assess communications in South Vietnam. However, the three variables selected were considered by the author to best represent each major media.

156 See Table 7.

157 Ibid.

158 Ibid.
for clearance \textsuperscript{159} through the national banking system was selected. This dependent variable was included in a series of multiple regression models to measure its association with the previously specified indicators of political violence.

The data contained in this study suggest that there were significant changes in the number of marketing firms and their volume of business. Four indicators were selected to reflect these changes. They are the percent of business patente licenses for less than 500 VN$, percent of business patente licenses for 500-24,999 VN$, percent of business patente licenses for public works contractors \textsuperscript{160} and the number of commercial establishments.\textsuperscript{161} These four indicators were introduced in a series of multiple regression models alternately as the dependent variables.

Energy consumption is a commonly used indicator of modernization. In the case of South Vietnam, some of its nascent industry, business and government facilities and many private homes are powered by public utility electric energy. As an indicator of over-all utilities development, the per capita electric energy produced\textsuperscript{162} was included in a series of multiple regression models as the dependent variable. As indicated earlier, the general index of industrial

\textsuperscript{159}See Table 8.
\textsuperscript{160}See Table 9.
\textsuperscript{161}See Table 10.
\textsuperscript{162}See Table 5.
production was also included in a series of multiple regression models as the dependent checking variable.

This group of regression models was computed for the eighteen year development period utilizing annual data. Slope and intercept dummy variables were employed in the models to measure the impact of political violence on changes in the infrastructure variables during each time period of the study. Also, lag structures were developed utilizing the "best fit" models from the OLS regression analysis.

Selection of Key Agricultural Commodity Variables

South Vietnam has a dualistic economy consisting of a large agricultural sector and a small modern sector of industry, government and commerce. Most writers have suggested that the impact of political violence was particularly severe on the development and growth of this important sector of the Vietnamese economy. The role and importance of food marketing is emphasized as a key factor in over-all economic development of less-developed countries,

163 See Table 4.

164 The economy of South Vietnam changed dramatically over the years of this study. It still retained a large primary sector (approximately 65 percent of the labor force was employed in the primary sector). See Chapter I and Appendix A.

particularly those in possession of a dualistic economy. South Vietnam has a significant plantation element in its agricultural sector. In order to respond to the question: What was the impact of political violence on the production of key agricultural commodities in South Vietnam from 1955 through 1972, one basic food and three plantation commodities were selected for analysis.

Rice is the principal food in the Vietnamese diet. In fact, food expenditures of rural Vietnamese consist primarily of rice and rice products purchases. South Vietnam was a major rice exporter from 1860 until 1964 when it became a net rice importer. This drastic change in rice available for export occurred in spite of the new improved strains of rice, mechanization of planting, harvesting, irrigation and the general improvement of rice farming management. A single indicator, the production of paddy

---


167See Appendix A, Table 34.


171Ibid., pp. 76-84.
(rice) was introduced into a series of multiple regression models as the dependent variable in order to measure the strength of the association between paddy production and the previously specified indicators of political violence.

Some writers, along with daily accounts in the news media, commented upon the particular impact of political violence upon the output of plantation commodities. It is also clear from these reports that the impact of political violence upon all plantation crops was not evaluated by the media as being equal. The three plantation commodity indicators which reflect these views were selected for use as dependent variables in a series of multiple regression models. The three indicators are rubber production, tea production and coffee production. All three plantation commodities are consumed domestically and enjoyed good export demand during most of the period of this study.

The major thrust of this effort was directed toward quantifying and measuring the impact of political violence upon the output of key agricultural commodities. This series

---

172 See Table 3.

173 Rubber was considered to have suffered more than other plantation crops from the war due to armed attacks in the rubber plantations. See Joint Development Group, The Postwar Development of the Republic of Vietnam: Policies and Programs (New York: Praeger Publishers, 1970), pp. 174-177. Real quarterly production data in addition to annual production data were available for rubber production in South Vietnam and was used in this series of regression models. See Table 12.

174 See Table 3.
### TABLE 12

**PRODUCTION OF RUBBER IN SOUTH VIETNAM**

(900 METRIC TONS)

<table>
<thead>
<tr>
<th>Year/Quarter</th>
<th>Production&lt;sup&gt;a&lt;/sup&gt; (Code REALANRU302C)</th>
<th>Year/Quarter</th>
<th>Production (Code REALANRU502C)</th>
<th>Year/Quarter</th>
<th>Production (Code REALANRU302C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955 1Q</td>
<td>3.5</td>
<td>1961 1Q</td>
<td>11.2</td>
<td>1967 1Q</td>
<td>8.1</td>
</tr>
<tr>
<td>2Q</td>
<td>8.1</td>
<td>2Q</td>
<td>19.7</td>
<td>2Q</td>
<td>9.7</td>
</tr>
<tr>
<td>3Q</td>
<td>17.3</td>
<td>3Q</td>
<td>22.1</td>
<td>3Q</td>
<td>11.7</td>
</tr>
<tr>
<td>4Q</td>
<td>25.1</td>
<td>4Q</td>
<td>27.5</td>
<td>4Q</td>
<td>14.4</td>
</tr>
<tr>
<td>1956 1Q</td>
<td>5.9</td>
<td>1962 1Q</td>
<td>9.6</td>
<td>1968 1Q</td>
<td>3.6</td>
</tr>
<tr>
<td>2Q</td>
<td>10.4</td>
<td>2Q</td>
<td>19.4</td>
<td>2Q</td>
<td>6.2</td>
</tr>
<tr>
<td>3Q</td>
<td>17.3</td>
<td>3Q</td>
<td>19.9</td>
<td>3Q</td>
<td>8.0</td>
</tr>
<tr>
<td>4Q</td>
<td>25.8</td>
<td>4Q</td>
<td>27.1</td>
<td>4Q</td>
<td>10.9</td>
</tr>
<tr>
<td>1957 1Q</td>
<td>9.4</td>
<td>1963 1Q</td>
<td>8.4</td>
<td>1969 1Q</td>
<td>4.2</td>
</tr>
<tr>
<td>2Q</td>
<td>17.3</td>
<td>2Q</td>
<td>17.3</td>
<td>2Q</td>
<td>5.6</td>
</tr>
<tr>
<td>3Q</td>
<td>15.4</td>
<td>3Q</td>
<td>19.9</td>
<td>3Q</td>
<td>7.0</td>
</tr>
<tr>
<td>4Q</td>
<td>20.2</td>
<td>4Q</td>
<td>26.2</td>
<td>4Q</td>
<td>9.4</td>
</tr>
<tr>
<td>1958 1Q</td>
<td>7.9</td>
<td>1964 1Q</td>
<td>9.1</td>
<td>1970 1Q</td>
<td>3.8</td>
</tr>
<tr>
<td>2Q</td>
<td>15.3</td>
<td>2Q</td>
<td>17.7</td>
<td>2Q</td>
<td>6.6</td>
</tr>
<tr>
<td>3Q</td>
<td>19.2</td>
<td>3Q</td>
<td>20.8</td>
<td>3Q</td>
<td>7.7</td>
</tr>
<tr>
<td>4Q</td>
<td>25.9</td>
<td>4Q</td>
<td>26.8</td>
<td>4Q</td>
<td>10.4</td>
</tr>
<tr>
<td>1959 1Q</td>
<td>21.2</td>
<td>1965 1Q</td>
<td>9.4</td>
<td>1971 1Q</td>
<td>4.7</td>
</tr>
<tr>
<td>2Q</td>
<td>17.7</td>
<td>2Q</td>
<td>15.8</td>
<td>2Q</td>
<td>7.9</td>
</tr>
<tr>
<td>3Q</td>
<td>20.4</td>
<td>3Q</td>
<td>17.0</td>
<td>3Q</td>
<td>9.9</td>
</tr>
<tr>
<td>4Q</td>
<td>26.7</td>
<td>4Q</td>
<td>19.3</td>
<td>4Q</td>
<td>12.6</td>
</tr>
<tr>
<td>1960 1Q</td>
<td>8.8</td>
<td>1966 1Q</td>
<td>5.8</td>
<td>1972 1Q</td>
<td>5.5</td>
</tr>
<tr>
<td>2Q</td>
<td>20.7</td>
<td>2Q</td>
<td>13.4</td>
<td>2Q</td>
<td>3.9</td>
</tr>
<tr>
<td>3Q</td>
<td>21.6</td>
<td>3Q</td>
<td>13.8</td>
<td>3Q</td>
<td>4.8</td>
</tr>
<tr>
<td>4Q</td>
<td>27.2</td>
<td>4Q</td>
<td>18.5</td>
<td>4Q</td>
<td>5.9</td>
</tr>
</tbody>
</table>

**Sources:**
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*Production is raw rubber.*
of regression models, based on both annual and quarterly data, was used to measure the association between key agricultural commodity production and political violence. Slope and intercept dummy variables were employed in this series of models to test for shift parameters and institutional effects while measuring the impact of political violence during each time period of the study. Lab structures were developed based on the "best fit" models produced from the OLS regression analysis.

**Selection of Consumption Pattern Variables**

There are strong indications that there were radical consumption pattern changes in response to the impact of political violence in South Vietnam from 1955 through 1972.175 There were changes in the consumption of basic foods such as rice, fish and pork which are key elements of the Vietnamese diet.176 There were significant changes in the consumption of luxury foods. Sugar and beverages are considered by many developmental writers to be examples of luxury foods in developing economies and are clear indicators of general economic growth. More specifically, they are indicative of


176See Table 3. It is estimated that fish and pork which make up the major element of protein in the Vietnamese diet are equally important with rice. See Douglas C. Dacy, p. 17.
national marketing development. In this same category, other indicators which are associated with economic development as indicators of growth are petroleum, cement and electric energy consumption. Consumption of fabrics, pharmaceuticals and paper products are also associated with the development and growth of an economy.

In each case the total availability of the commodity or product for domestic consumption was used regardless of whether or not the item originated through domestic production or was imported. To obtain the net availability, the domestic production was added to the net of imports minus exports.

One study indicated that 55 percent of the total cash expenditure of rural households represented outlays for food. If the imputed value of home produced products consumed on the farm is added to total cash expenditures, the

---


179 J. Scott Armstrong, p. 183.

180 Some products, such as petroleum, consist entirely of imports, while most other products have a large domestic production with a mix of exports and imports.
value of foodstuffs accounted for about 62 percent of rural income.\textsuperscript{181} About 34 percent of all food expenditures were for rice and rice products. The second most important food item in the Vietnamese diet, fish and fish products (nuoc nam), accounted for an additional 28 percent of all cash food expenditures.\textsuperscript{182} The remaining 38 percent of the total food expenditure was devoted to vegetables, fruit, sugar, beverages, tea and condiments.\textsuperscript{183} The following five indicators of food consumption were included in a series of multiple regression models alternately as dependent variables: per capita rice consumption, per capita fish consumption, per capita pork consumption,\textsuperscript{184} per capita sugar consumption and per capita beverage consumption.\textsuperscript{185}

In addition to changes in the consumption of basic and luxury food items, the consumption of items which were believed to be strongly related with economic development and growth were examined. The first of these was per capita


\textsuperscript{182} Ibid., p. XLI. "Nuoc nam" is a fermented fish sauce which is used as a protein supplement in the Vietnamese diet. See Ann Caddell Crawford, Customs and Culture of Vietnam (Rutland, Vermont: Charles E. Tuttle Co., Publisher, 1966), p. 176.

\textsuperscript{183} Stroup, Rural Income and Expenditure Sample Survey of Vietnam (Initial Report), p. XLI.

\textsuperscript{184} See Table 13.

\textsuperscript{185} See Table 14.
<table>
<thead>
<tr>
<th>Year</th>
<th>Per Capita Rice Consumption (Code PCRC5401)</th>
<th>Per Capita Fish Consumption (Code PCFCS402)</th>
<th>Per Capita Pork Consumption (Code PCPCS403)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>144</td>
<td>15.9</td>
<td>4.8</td>
</tr>
<tr>
<td>1956</td>
<td>179</td>
<td>11.8</td>
<td>4.9</td>
</tr>
<tr>
<td>1957</td>
<td>145</td>
<td>11.2</td>
<td>4.9</td>
</tr>
<tr>
<td>1958</td>
<td>204</td>
<td>15.9</td>
<td>5.4</td>
</tr>
<tr>
<td>1959</td>
<td>222</td>
<td>15.2</td>
<td>5.1</td>
</tr>
<tr>
<td>1960</td>
<td>205</td>
<td>15.8</td>
<td>5.4</td>
</tr>
<tr>
<td>1961</td>
<td>196</td>
<td>17.7</td>
<td>5.0</td>
</tr>
<tr>
<td>1962</td>
<td>231</td>
<td>17.8</td>
<td>4.0</td>
</tr>
<tr>
<td>1963</td>
<td>222</td>
<td>26.7</td>
<td>4.0</td>
</tr>
<tr>
<td>1964</td>
<td>231</td>
<td>27.8</td>
<td>4.9</td>
</tr>
<tr>
<td>1965</td>
<td>212</td>
<td>24.9</td>
<td>5.7</td>
</tr>
<tr>
<td>1966</td>
<td>215</td>
<td>25.2</td>
<td>5.2</td>
</tr>
<tr>
<td>1967</td>
<td>234</td>
<td>25.3</td>
<td>5.2</td>
</tr>
<tr>
<td>1968</td>
<td>216</td>
<td>26.2</td>
<td>3.3</td>
</tr>
<tr>
<td>1969</td>
<td>222</td>
<td>28.0</td>
<td>4.5</td>
</tr>
<tr>
<td>1970</td>
<td>247</td>
<td>23.3</td>
<td>4.7</td>
</tr>
<tr>
<td>1971</td>
<td>227</td>
<td>31.4</td>
<td>4.7</td>
</tr>
<tr>
<td>1972</td>
<td>224</td>
<td>35.2</td>
<td>3.8</td>
</tr>
</tbody>
</table>
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aThe net rice available for consumption was computed by converting annual paddy production to polished rice using a conversion ratio of 65%. (See Robert L. Sansom, The Economics of Insurgency in the Mekong Delta of Vietnam (Cambridge: The Massachusetts Institute Press, 1970), p. 24. The net weight of rice exports and imports was included.

bThe net fish available for consumption was computed from the annual live fish catch and the net weight of fish exports and imports which were included.

cThe net pork available for consumption was computed from the annual controlled pork slaughtering and the net weight of pork exports and imports which was included. Non-controlled slaughtering was possible and tends to understate the per capita pork consumption.
<table>
<thead>
<tr>
<th>Year</th>
<th>Per Capita Sugar Consumption (Kilograms) (Code PCSCS404)</th>
<th>Per Capita Beverages Consumption (Liters) (Code PCBCS405)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>5.1</td>
<td>7.8</td>
</tr>
<tr>
<td>1956</td>
<td>5.4</td>
<td>6.9</td>
</tr>
<tr>
<td>1957</td>
<td>5.4</td>
<td>7.0</td>
</tr>
<tr>
<td>1958</td>
<td>5.5</td>
<td>6.9</td>
</tr>
<tr>
<td>1959</td>
<td>7.5</td>
<td>6.2</td>
</tr>
<tr>
<td>1960</td>
<td>9.7</td>
<td>6.5</td>
</tr>
<tr>
<td>1961</td>
<td>9.2</td>
<td>6.3</td>
</tr>
<tr>
<td>1962</td>
<td>10.2</td>
<td>7.5</td>
</tr>
<tr>
<td>1963</td>
<td>10.6</td>
<td>9.0</td>
</tr>
<tr>
<td>1964</td>
<td>10.1</td>
<td>11.2</td>
</tr>
<tr>
<td>1965</td>
<td>11.5</td>
<td>12.9</td>
</tr>
<tr>
<td>1966</td>
<td>11.4</td>
<td>13.8</td>
</tr>
<tr>
<td>1967</td>
<td>17.2</td>
<td>14.0</td>
</tr>
<tr>
<td>1968</td>
<td>18.7</td>
<td>13.5</td>
</tr>
<tr>
<td>1969</td>
<td>17.8</td>
<td>15.9</td>
</tr>
<tr>
<td>1970</td>
<td>20.8</td>
<td>16.5</td>
</tr>
<tr>
<td>1971</td>
<td>30.0</td>
<td>14.9</td>
</tr>
<tr>
<td>1972</td>
<td>24.9</td>
<td>14.2</td>
</tr>
</tbody>
</table>


*Per capita consumption of sugar was computed from both refined and raw sugar. Refined sugar has a greater sweetening power than raw sugar. Imports of raw and refined sugar were added to domestic production. There were no exports of raw or refined sugar.*

*Beverage consumption consisted of soft drinks, beer and alcohol products. Alcohol products were approximately 90 percent rice alcohol. Exports and imports of beverages were reported in metric tons and therefore were not included in the total which was restricted to domestic production.*
electric energy production. The consumption of electric energy by government, businesses and domestic households was grouped into one over-all indicator. The second item is per capita selected petroleum products consumption. Again, all petroleum products were grouped into one over-all indicator of the use of this commodity. The final indicator in this group is per capita cement consumption. These variables were included in a series of multiple regression models alternately as the dependent variable.

The last three indicators have been included to reflect changes in consumption of items which are less essential than food and which reflect an element of affluence in consumption. These selected soft goods variables are: per capita domestic fabric consumption, per capita pharmaceutical products consumption and per capita paper products consumption. These variables were included in a series of multiple regression models alternately as the dependent variable.

This series of tests were directed in determining the association between changes in consumption patterns and the impact of political violence variables on these patterns of consumption. The purpose is to determine the truth of the research question that political violence impacted on

---

186 Production approximately equalled consumption; See Table 5.
187 See Table 15.
188 Ibid.
189 See Table 16.
<table>
<thead>
<tr>
<th>Year</th>
<th>Per Capita Selected Petroleum Consumption (Liters) (Code PCSPC406)</th>
<th>Per Capita Cement Consumption (Kilograms) (Code PCCCS407)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>21.9</td>
<td>12.2</td>
</tr>
<tr>
<td>1956</td>
<td>23.5</td>
<td>15.4</td>
</tr>
<tr>
<td>1957</td>
<td>23.9</td>
<td>17.5</td>
</tr>
<tr>
<td>1958</td>
<td>27.3</td>
<td>22.0</td>
</tr>
<tr>
<td>1959</td>
<td>26.9</td>
<td>22.3</td>
</tr>
<tr>
<td>1960</td>
<td>26.6</td>
<td>21.7</td>
</tr>
<tr>
<td>1961</td>
<td>25.2</td>
<td>25.4</td>
</tr>
<tr>
<td>1962</td>
<td>30.1</td>
<td>28.1</td>
</tr>
<tr>
<td>1963</td>
<td>32.4</td>
<td>31.6</td>
</tr>
<tr>
<td>1964</td>
<td>31.4</td>
<td>35.7</td>
</tr>
<tr>
<td>1965</td>
<td>30.6</td>
<td>41.0</td>
</tr>
<tr>
<td>1966</td>
<td>41.1</td>
<td>33.3</td>
</tr>
<tr>
<td>1967</td>
<td>47.6</td>
<td>40.4</td>
</tr>
<tr>
<td>1968</td>
<td>47.5</td>
<td>27.8</td>
</tr>
<tr>
<td>1969</td>
<td>63.0</td>
<td>42.7</td>
</tr>
<tr>
<td>1970</td>
<td>66.5</td>
<td>56.4</td>
</tr>
<tr>
<td>1971</td>
<td>65.9</td>
<td>65.0</td>
</tr>
<tr>
<td>1972</td>
<td>70.1</td>
<td>46.6</td>
</tr>
</tbody>
</table>


There was no domestic production of petroleum products during the period of this study. Per capita consumption of selected petroleum products consisted of aviation gasoline, motor car gasoline, gasoline-oil mixture and petroleum. The consumption of other minor petroleum products, such as lubricating oils, solvent thinner, asphalt, greases, paraffin wax and L.P. gas, were not included.

There was no domestic cement production capability prior to 1963.
### TABLE 16
CONSUMPTION OF SELECTED SOFT GOODS
IN SOUTH VIETNAM

<table>
<thead>
<tr>
<th>Year</th>
<th>Per Capita Domestic Fabric Consumption (Meters) (Code PCDFC408)</th>
<th>Per Capita Pharmaceutical Products Consumption (VN$) (Code PCPPC409)</th>
<th>Per Capita Paper Products Consumption (Kilograms) (Code PCPAC410)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>-</td>
<td>33.8</td>
<td>2.4</td>
</tr>
<tr>
<td>1956</td>
<td>-</td>
<td>34.4</td>
<td>2.0</td>
</tr>
<tr>
<td>1957</td>
<td>-</td>
<td>50.9</td>
<td>2.4</td>
</tr>
<tr>
<td>1958</td>
<td>-</td>
<td>39.1</td>
<td>1.8</td>
</tr>
<tr>
<td>1959</td>
<td>-</td>
<td>36.2</td>
<td>2.2</td>
</tr>
<tr>
<td>1960</td>
<td>11.3</td>
<td>34.7</td>
<td>1.9</td>
</tr>
<tr>
<td>1961</td>
<td>9.4</td>
<td>31.8</td>
<td>2.4</td>
</tr>
<tr>
<td>1962</td>
<td>8.4</td>
<td>26.7</td>
<td>2.4</td>
</tr>
<tr>
<td>1963</td>
<td>13.5</td>
<td>24.9</td>
<td>2.2</td>
</tr>
<tr>
<td>1964</td>
<td>12.7</td>
<td>25.8</td>
<td>3.0</td>
</tr>
<tr>
<td>1965</td>
<td>13.1</td>
<td>24.8</td>
<td>3.7</td>
</tr>
<tr>
<td>1966</td>
<td>12.9</td>
<td>27.8</td>
<td>5.0</td>
</tr>
<tr>
<td>1967</td>
<td>7.1</td>
<td>25.4</td>
<td>5.6</td>
</tr>
<tr>
<td>1968</td>
<td>4.7</td>
<td>19.4</td>
<td>3.6</td>
</tr>
<tr>
<td>1969</td>
<td>6.4</td>
<td>14.8</td>
<td>5.5</td>
</tr>
<tr>
<td>1970</td>
<td>7.5</td>
<td>13.5</td>
<td>6.1</td>
</tr>
<tr>
<td>1971</td>
<td>6.4</td>
<td>42.5</td>
<td>7.8</td>
</tr>
<tr>
<td>1972</td>
<td>4.1</td>
<td>53.6</td>
<td>5.7</td>
</tr>
</tbody>
</table>


TABLE 16--Continued


TABLE 16--Continued

*aDomestic production prior to 1960 consisted of yarn, thread and other textile raw materials only. Limited exports have been subtracted from domestic fabric production to arrive at the net domestic fabric available for consumption.


cThere was no domestic production of paper products prior to 1962. Imports of paper products have been added to domestic production to arrive at net paper products available for consumption. There were no paper products exports during the period of this study.
consumption patterns. In addition to the OLS regression models, slope and intercept dummy variables were included in a series of regression models to test for shift parameters and institutional effects while measuring the impact of political violence on consumption pattern changes during the three time periods of the study. Lag structures were developed based on the "best fit" model produced from the OLS regression analysis.

Data Problems

The first and most limiting feature of the data used in this study is that it is aggregate data. Both the indicators of political violence and marketing development are aggregate measures of these phenomenon. This study deals with one national state and, therefore, it is appropriate that the data measures be attributed directly to conditions in that country. Some writers feel that aggregate data tend to lead researchers to false conclusions, but Erwin Scheuch has stated that aggregate data can legitimately be used as long as the unit about which one's conclusions refer is the unit

---

which the aggregate data describe. For example, if per capita GNP is used as an indicator of economic growth, it would be improper to refer to the growth of a particular sector of the economy. A more appropriate measure of economic sector growth would be, for example, the contribution of a specific economic sector to GDP at factor or market prices.

Both the indicators of political violence and marketing development are the actions of individuals or groups in the country. For example, riots and demonstrations are individual or group actions just as employment in the wholesale and retail sub-sector and contributions of that sub-sector to GDP are individual or group actions. However, the conclusions reached in the study refer to the aggregate changes which occurred in national political violence and marketing development and not to individual or group behavior.

The quality of aggregate data, particularly in the less-developed countries, is frequently in doubt. Many of these countries do not have the capability and resources necessary to collect, process and report high quality aggregate data. In fact, many researchers believe that the quality of aggregate data varies directly with the level of development. In


this study, the marketing development data were taken almost entirely from statistics developed by the Vietnamese National Institute of Statistics. The statistics developed by the institute are believed to be superior in quality to those developed by similar less-developed countries. This can be attributed largely to the recognition of need for high quality statistics on economic and social status of the country by the various Vietnamese administrations. There was extensive technical and economic aid provided by the United States to South Vietnam in support of its national statistical efforts. In a report in 1962, Mr. Newton B. Know, General Statistical Advisor of the United States Operations Mission to Vietnam, reported that "The development of statistics in Vietnam has been the result of great efforts on the part of many devoted Vietnamese officials working in close cooperation with foreign technicians of many nationalities and from many agencies . . ."193 A review of statistical development in Vietnam conducted in 1970 revealed that:

It is apparent from this brief examination of statistical information available in Vietnam that a great deal of serious and skilled effort has been devoted to producing, assembling and publishing data relevant to the economic and social status and development of the country. . . . information included in the annual statistical publications compares most favorably with

similar publications of other developing countries.\textsuperscript{194}

The quality of aggregate political instability data is frequently questioned. As pointed out by Rummel, there are three factors which may cause the understating of political instability events. They are news censorship, lack of interest in internal conflict which may lead to underreporting, and minor acts may be overshadowed by more important world events.\textsuperscript{195} The political violence data which was used in this study for the years 1955 through 1967 were taken from the archives of the Inter-University Consortium for Political Research at the University of Michigan. These data have been subjected to various tests of error by the original authors.\textsuperscript{196} The cautions which have been taken in the collection, analysis and presentation of these data appear to be more than adequate. Political instability data for the time period 1968 through 1972 were extracted and organized by two coders due to its non-availability from published or institutional sources. The same source, techniques, coding and rules employed in developing political violence data for the years 1955 through 1967 were used in this project.\textsuperscript{197}

\textsuperscript{194}Ibid.


\textsuperscript{197}See Appendix C.
National marketing development was measured in this study utilizing conventional sector employment and national income indicators. This step was taken in order to provide a base from which the measurement of the impact of political violence on national marketing development could be made. The results of this conventional marketing development analysis were reported in this chapter along with comparisons to other developing countries. The measurement of the impact of political violence on national marketing development extended beyond the conventional analysis and was the major task undertaken in this study. The results of this new dimension of national marketing development were reported in this chapter.

Plan of Analysis

One major and three minor research questions were addressed in this study. The multiple regression models, which aid in the analysis of these research questions, showed many similarities in their variable construction, computation and reported results. Dummy independent variables were used to test for the homogeneity of the slopes and intercepts. This aided in making a determination as to whether or not the
three political violence time periods of the study should be separated. The dummy variables were employed identically in the multiple regression models. Lag structures were computed for each dependent variable. The cumulative political violence events index and the most significant independent variable from the "best fit" models were used as the independent variables in these structures. The lag structures were based on a common theory and had similar explanations. Therefore, the discussion of the analysis of each research question proceeded along similar lines. The notable exception to this pattern was in the analysis of the major research question where the measurement of conventional national marketing development was reported prior to reporting the impact of political violence on national marketing development.

There were a series of regression models and lag structures associated with each research question. In each series, a regression model was constructed and computed. The models contained each of the marketing development indicators as the dependent variable and the cumulative political violence events index as the independent variable. The results of these simple regression models were reported in each case, regardless of the significance of the relationship. The next step in the analysis of a research question was to introduce alternately into multiple regression models the marketing development variables as the dependent variable and the five basic political violence indicators (protest demonstrations, government sanctions, riots, armed attacks, and
deaths from political violence) as independent variables. The results of the multiple regression models were reviewed, and independent variables were excluded from the next iteration of the model if their respective T-ratio statistic was not significant at the 95 percent confidence level. The newly constructed model was then computed, and the process of excluding insignificant independent variables from the model was repeated until all the independent variables in the model were significant based on their T-ratio statistic at the 95 percent confidence level.¹ This backward step-wise regression analysis technique, which was based on the T-ratio statistic, resulted in the "best fit" regression model and maximizes significance. The results of each "best fit" regression model were reported in table form. There were a few "best fit" models which did not have significant T-ratio statistics, but it was necessary to report these to complete the analysis.

The next step was to construct a series of simple and multiple regression models as outlined above. The same dependent variables were utilized, but dummy intercept and slope variables were substituted for the independent variables. This substitution of dummy variables allowed the researcher to test for institutional effects and structural changes during the three important political violence time periods. Simple regression models were constructed and

¹A few multiple regression models contain insignificant variables.
computed using the cumulative political violence events index as the independent variable and each marketing development as the dependent variable. Multiple regression models were also constructed using alternately the marketing development variables as the dependent variable and dummy variables of the five basic political violence indicators as the independent variables. The backward step-wise process outlined above was repeated for the models employing the dummy independent variables.

The last step in the preparation for the analysis for each research question was the construction and computation of lag structures for each marketing development indicator as the dependent variable and the cumulative political violence events index as the independent variable. As in the simple regression model analysis, the results of this lag structure were reported in a chart plot of the normalized lag coefficients, regardless of the level of significance. Also, the independent variable with the highest T-ratio statistic from the "best fit" multiple regression model was used as the independent variable with the marketing development dependent variable.

Annual data was used in each series of regression models.² The results of these separate regressions were reported and compared in the analysis of each research question. The lag structures were computed utilizing only

²Quarterly data was used in the three series in which this data was available.
annual data except in cases where there were actual quarterly marketing development data.

**National Marketing Development**

The development of a national marketing system was measured through the use of economic sector employment and national income statistics. These indicators were used in the absence of more precise measures. The precision of these data was improved by disaggregating sector employment and national income statistics. Fortunately, disaggregated statistics had been reported for both of these indicators for South Vietnam. When these indicators were subjected to empirical testing, the results were mixed. This can be best explained by the fact that all of the relevant variables may not have been included in the analysis. In fact, it would have been impractical to collect and include in the analysis of marketing development all of the possible relevant variables which were associated with this development. In order to test the relevance of non-conventional variables, this study went beyond the traditional analysis in measuring marketing development. In addition to the traditional measures of marketing development, this study measured the specific impact of political violence on national and subsector marketing development in South Vietnam.

**Conventional Measures**

The first series of multiple regression models used the percent of the labor force employed in the tertiary sector,
percent of the labor force employed in the commercial sub-sector, and the percent of the labor force employed in the wholesale and retail trade sub-sector alternately as the dependent variable. The per capita GNP, the GDP and sub-sector contributions to GDP which correspond to the respective employment sub-sectors were the independent variables in this series.

The percent of the labor force employed in the tertiary sector was regressed as the dependent variable in a simple regression model against the per capita GNP as the independent variable. This was an initial test of the generally accepted theory that per capita increases in GNP are associated with an increase in the percent of the labor force employed in the tertiary sector. Both the intercept and the per capita GNP exhibited highly significant T-ratios of 44.28 and 5.89 respectively. The F-ratio of 34.74 indicated a highly significant level of correlation in the over-all model. The $R^2$ Bar of .6847 indicated that 68.47 percent of the deviations in the percent of the labor force employed in the tertiary sector was explained by per capita GNP. The intercept was negative at -43.86 which was attributed to the loss of capital, manpower and transfers of other resources into the war effort. In developing countries, not experiencing conditions of increasing political violence, the intercept is expected to be positive. This test showed that there

---

3 See Table 17.
4 See Table 1, and Appendix B.
**TABLE 17**

**GROSS MEASURES OF ANNUAL MARKET**

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Independent Variable(s)</th>
<th>Intercept (Regression Coefficient) (Current Prices) (Code: PGDP102)</th>
<th>Per Capita GNP (1960 Prices) (Code: PGDPI02)</th>
<th>Gross Domestic Product (GDP) (Current Prices) (Code: PGDP103)</th>
<th>Percent of the GDP Contributed by the Tertiary Sector (Code: PGDPT104)</th>
<th>Percent of the GDP Contributed by the Commercial Sub-Sector (Code: PGDPC106)</th>
<th>Percent of the GDP Contributed by the Wholesale Trade Sub-Sector (Code: PGDWP107)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent of the Labor Force Employed in the Tertiary Sector</td>
<td>-43.86 a (44.18)b</td>
<td>.0104 (5.89)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(Code: PLFTS101)</td>
<td>-35.92 (57.75)</td>
<td>.008752 (7.20)</td>
<td>.00001173 (4.75)</td>
<td>.04776 (.26)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>-35.41 (30.32)</td>
<td>.003056 (1.83)</td>
<td>.000005184 (2.02)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>13.10 (26.96)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Percent of the Labor Force Employed in the Commercial Sub-Sector</td>
<td>3.490 (63.97)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-.00136 (2.12)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(Code: PLPCS105)</td>
<td>4.902 (136.31)</td>
<td>.0001662 (2.14)</td>
<td>.000000121 (.89)</td>
<td>-.0748 (.55)</td>
<td>.03859 (1.42)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4.651 (144.61)</td>
<td>.000194 (1.76)</td>
<td>-</td>
<td>-.05854 (6.67)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4.734 (145.63)</td>
<td>-</td>
<td>-</td>
<td>-.04771 (4.98)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Percent of the Labor Force Employed in the Wholesale and Retail Trade Sub-Sector</td>
<td>2.657 (51.91)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-.0431 (.77)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(Code: PLWRT102)</td>
<td>3.781 (114.77)</td>
<td>.000192 (1.99)</td>
<td>-.000001732 (.38)</td>
<td>-.06848 (4.50)</td>
<td>.04159 (1.03)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3.596 (116.96)</td>
<td>.0001715 (2.37)</td>
<td>-</td>
<td>-.06862 (5.67)</td>
<td>.05351 (2.19)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2.296 (44.48)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-.011 (.41)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**SOURCE:** Dependent and independent variables data as provided in the study have been processed utilizing Leasco Response, Inc., Regression.

The regression coefficient is reported for each variable in the regression model.

The T-Ratio is reported for each variable in the regression model.

The results of the "best fit" regression model is reported. Independent variables not included in the model are indicated by -.

Variables have been coded for ease in computer application.
### TABLE 17
MEASURES OF ANNUAL MARKETING DEVELOPMENT

<table>
<thead>
<tr>
<th>Percent of the GDP Contributed</th>
<th>Institutional Effects (Shift Parameters)</th>
<th>R²</th>
<th>R² Bar</th>
<th>F-Ratio</th>
<th>T-Ratio 95% Confidence</th>
<th>F-Ratio 95% Confidence</th>
<th>RHO</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP by the Sector (200)</td>
<td>Interception (Regression Coefficient) (T-Ratio)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>DNOY0 1955-60</td>
<td>DNOY1 1961-64</td>
<td>DNOY2 1965-72</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.6847</td>
<td>.6847</td>
<td>34.746</td>
<td>1.746</td>
<td>4.490</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.8964</td>
<td>.8826</td>
<td>40.383</td>
<td>1.746</td>
<td>3.540</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.8959</td>
<td>.8894</td>
<td>64.544</td>
<td>1.753</td>
<td>3.680</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.9485</td>
<td>.9574</td>
<td>59.834</td>
<td>1.771</td>
<td>3.180</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.9289</td>
<td>.9244</td>
<td>97.968</td>
<td>1.753</td>
<td>3.680</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.9240</td>
<td>.9150</td>
<td>5.077</td>
<td>1.746</td>
<td>4.490</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.7840</td>
<td>.7377</td>
<td>11.794</td>
<td>1.771</td>
<td>3.180</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.7481</td>
<td>.7323</td>
<td>22.268</td>
<td>1.753</td>
<td>3.680</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.7474</td>
<td>.7316</td>
<td>22.191</td>
<td>1.753</td>
<td>3.680</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.7474</td>
<td>.7316</td>
<td>22.191</td>
<td>1.753</td>
<td>3.680</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.7474</td>
<td>.7316</td>
<td>22.191</td>
<td>1.753</td>
<td>3.680</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.7474</td>
<td>.7316</td>
<td>22.191</td>
<td>1.753</td>
<td>3.680</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.7474</td>
<td>.7316</td>
<td>22.191</td>
<td>1.753</td>
<td>3.680</td>
</tr>
<tr>
<td>-.04178</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.1551</td>
<td>.1551</td>
<td>2.035</td>
<td>1.746</td>
<td>4.490</td>
</tr>
<tr>
<td>(.71)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.7542</td>
<td>.6668</td>
<td>7.020</td>
<td>1.782</td>
<td>3.110</td>
</tr>
<tr>
<td>(.44)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.7407</td>
<td>.7062</td>
<td>13.333</td>
<td>1.761</td>
<td>3.410</td>
</tr>
<tr>
<td>(.45)</td>
<td>(1.91)</td>
<td>(.46)</td>
<td></td>
<td>.3895</td>
<td>.3082</td>
<td>2.978</td>
<td>1.761</td>
<td>3.340</td>
</tr>
</tbody>
</table>

Response, Inc., Regression Statistics (LEASTAT) software computer package in an IBM-360 computer system.

Indicated by - .
was a 1.04 percent sensitivity in the tertiary labor force for each 100 VN$ increase in real per capita income. These results were similar to those reported by Moyer of 1.13 percent in the United States and 1.63 percent in Great Britain. However, it was very difficult to compare these results with those reported by Kuznets for less-developed countries where there were a wide range of results. The Durbin-Watson statistic of .50 indicated that there was positive autocorrelation in this model.

An Almon lag scheme was generated for the relationship to determine the lag structure and the channel effects of per capita GNP to the percent of the labor force employed in the tertiary sector. It was interesting to find that the "best fit" structure was a third degree polynomial with a three year lagged period. This structure indicated that the most significant effects of political violence on the GNP were contained in the second year.

Polynomial Equation Measures

Second and third degree polynomial equation regression models were developed for the above relationship in order to test the non-linearity conditions suggested by Moyer. It was found that the results were significantly improved by a larger degree polynomial indicating that the data had a non-linear structure. The second degree polynomial regression

---

5 See Figure 1(a).
6 See Table 18.
Fig. 1. Lag structures of percent of the labor force employed in the tertiary sector.
<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Independent Variable(s)</th>
<th>Intercept (Regression Coefficient) (T-Ratio)</th>
<th>Per Capita GNP (1960 Prices)</th>
<th>Institutional Effects (Shift Parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(Code PCGNP102)(^d) (Code PCGNP102(^X)(^2)) (Code PCGNP102(^X)(^3))</td>
<td></td>
<td>Intercept (Regression Coefficient) (T-Ratio)</td>
</tr>
<tr>
<td>Percent of the Labor Force Employed in the Tertiary Sector (Code PLTS101)</td>
<td>-0.03720 (^a) (435.16)(^b)</td>
<td>-1.544 (1.87) (-0.000000137) (-0.000091373)</td>
<td>-2.883 (1.11) (-16.50) (4.64)</td>
<td>- - -</td>
</tr>
<tr>
<td>31.5 (3965.98)</td>
<td>.1158 (2.78) (-0.000000381)</td>
<td>- - -</td>
<td>- - -</td>
<td>-</td>
</tr>
</tbody>
</table>

**SOURCE:** Dependent and independent variables data as provided in the study have been processed utilizing Leasco Response, Inc., Regression Statistics.

\(^a\)The regression coefficient is reported for each variable in the regression model.

\(^b\)The T-Ratio is reported for each variable in the regression model.

\(^c\)The results of the "best fit" regression model is reported. Independent variables not included in the model are indicated by -.

\(^d\)Variables have been coded for ease in computer application.
<table>
<thead>
<tr>
<th>Coefficient (T-Ratio)</th>
<th>Structural Changes (Slope Changes)</th>
<th>R²</th>
<th>R² Bar</th>
<th>F-Ratio</th>
<th>T-Ratio 95% Confidence</th>
<th>F-Ratio 95% Confidence</th>
<th>RHO</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>Per Capita GNP (1960 Prices) Dummy Variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BUNNY2 1965-72 (Code YPCGNP102) (Code YPCGNP102) (Code ZPGGNP102)</td>
<td>1955-60</td>
<td>1961-64</td>
<td>1965-72</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.7789</td>
<td>.7651</td>
<td>26.419</td>
<td>1.753</td>
<td>3.680</td>
<td>.445</td>
<td>1.105</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.8566</td>
<td>.8055</td>
<td>22.210</td>
<td>1.761</td>
<td>3.540</td>
<td>.374</td>
<td>1.201</td>
<td></td>
</tr>
<tr>
<td>1.50 (1.60)</td>
<td>.9725</td>
<td>.9410</td>
<td>64.843</td>
<td>1.796</td>
<td>3.090</td>
<td>-.005</td>
<td>1.959</td>
<td></td>
</tr>
</tbody>
</table>

Use, Inc., Regression Statistics (LEASTAT) software computer package in an IBM-360 computer system.

*Note:* Coefficients are estimated using the regression package LEASTAT.
equation model improved the $R^2$ Bar 11.40 percent over the OLS linear model, and the $R^2$ Bar of the third degree polynomial regression equation model was 5.00 percent higher than the second degree polynomial regression equation model. The negative level of the intercept in the second degree model improved to only -.037 and was positive in the third degree model. The T-ratios were highly significant on the intercept of both the second and third degree models. Also, the GNP independent variables had significant T-ratios in both the second and third degree models. The second degree and third degree models improved with respect to autocorrelation conditions from positive conditions to the inconclusive range. There was multicollinearity in these models which was unavoidable, because the $X^2$ and $X^3$ data were functions of per capita GNP. These findings were consistent with Moyer who reported that the percent of the labor force employed in the tertiary sector tends to level off or turn down after high levels of per capita national income are reached in an economy.

**Refined Measures**

The suggestion of Moyer, Preston, and others that there are more precise measures of marketing development than total tertiary sector employment and per capita GNP was subjected to a test through the use of several multiple regression models. In addition to GNP as an independent variable, the

---

7 See Table 17.
GDP and the percent of the GDP contributed by the tertiary sector were included as independent variables in a multiple regression model. Again, the dependent variable was the percent of the labor force employed by the tertiary sector. The results of this model showed that the T-ratios were very significant for all independent variables except the percent of the GDP contributed by the tertiary sector. The F-ratio was highly significant, indicating a high level of correlation in the model. The $R^2$ Bar indicated that 88.26 percent of the deviation in the percent of the labor force employed in the tertiary sector was explained by these independent variables. The presence of autocorrelation in this model was in the inconclusive range. The intercept continued to be highly significant and negative but at a reduced level of -36.27. Again, the negative condition was attributed to resource consumption and the corresponding shrinkage of production capacity in the economy.

An Almon lag structure was generated using the percent of the labor force employed in the tertiary sector as the dependent variable and the GDP as the independent variable. The "best fit" structure in this case was a fourth degree polynomial for a four year lagged period. The lag structure effect was negative during the first year and then turned positive with the greatest effects occurring in the third and fourth years of the lagged period. This indicated that the lagged effect of GDP was not as immediate as the GNP which

---

8 See Figure 1(b).
occurred in the second year. This was largely accounted for by the fact that GNP data included exports and imports and thus the effect was more immediate.9

A test to determine if significant shift parameters had become institutionalized was also conducted.10 Dummy variables were included as intercept variables for the three time periods of the study. The two significant time periods were "pre-insurgency" and "limited war" in the model which included per capita GNP and GDP as significant independent variables. The over-all correlation of the model improved to a level of highly significant at an F-ratio of 59.83 and the \( R^2 \) Bar indicated that the independent variables had explained 93.74 percent of the deviation in the dependent variable. The test for autocorrelation in this model indicated that it was in the inconclusive range. The intercept continued to be significant and exhibited less of a negative trend at only \(-4.54\). Finally, the intercept was tested independently of the independent variables, except the intercept dummy variables, to determine if the labor force data had become institutionalized in any of the time periods. The results indicated that "insurgency" and "limited war" were significant time periods for this variable and that 97.44 percent of the deviation in this variable was attributable to these two periods.

---

9 See Tables 1 and 2, and Appendix B.
10 See Table 17.
As proposed by Preston, the percent of the labor force employed in the commercial sub-sector as the dependent variable was regressed against per capita GNP, GDP, percent of the GDP contributed by the tertiary sector and percent of the GDP contributed by the commercial sub-sector in a series of multiple regression models.\textsuperscript{11} This group of tests determined whether or not the significance of the association between tertiary sub-sector employment and the corresponding contribution of each sub-sector to GDP improved over the results found at the tertiary sector level.

The first model utilized the percent of the labor force employed in the commercial sub-sector as the dependent variable and the corresponding percent of the GDP contributed by the commercial sub-sector as the independent variable. The over-all model F-ratio indicating total model correlation was much lower than in the tertiary sector model but was significant. Also, the percent of the GDP contributed by this sector was significant. However, the $R^2$ Bar of .2409 was low compared to the tertiary sector model. The intercept improved to a positive condition of 3.49 and was significant. The test for autocorrelation was in the inconclusive range.

An Almon lag structure was developed utilizing percent of the GDP contributed by the tertiary sector as the most potent independent variable from the OLS multiple regression model. This was done in order to determine its channel effects to the percent of the labor force employed in the

\textsuperscript{11} Ibid.
commercial sub-sector as the dependent variable. A fourth degree polynomial with a five year lagged period produced the "best fit". There was a slight effect in the first year, no effect in the second year, a negative effect in the third and fourth years, and the large positive effect occurred in the fifth year. These results indicated that contributions to tertiary sector GDP were not realized in changes in the commercial sub-sector labor force for five years.

During the next iteration of this model, the per capita GNP, GDP and percent of the GDP contributed by the tertiary sector were independent variables in a multiple regression model. The results of this model indicated that only per capita GNP and percent of the GDP contributed by the tertiary sector had T-ratio statistics which were significant at the 95 percent confidence level. The over-all model correlation was highly significant, as indicated by an F-ratio of 11.79. The $R^2$ Bar was .7377. This indicated that the independent variables in the model explained 73.77 percent of the deviation in the dependent variable. The next model excluded the independent variables from the previous model which were insignificant and resulted in a slight improvement in the T-ratios for the independent variables remaining (namely, per capita GNP and percent of the GDP contributed by the tertiary sector). There was a corresponding slight decrease in the over-all correlation of the

---

12 See Figure 2(a).
13 See Table 17.
Fig. 2. Lag structures of percent of the labor force employed in the commercial sub-sector.
model. The intercept was positive and highly significant. There was an indication of multi-collinearity between the intercept and the percent of the GDP contributed by the tertiary sector, as reported by a simple correlation of -0.83 in the matrix of simple correlations for this model. This was a marginal condition resulting in a decision not to exclude the variable from the model.

An Almon lag structure was developed in which the percent of the labor force employed in the commercial sub-sector was the dependent variable, and the percent of the GDP contributed by the commercial sub-sector was the independent variable. A fourth degree polynomial with a three year lagged period produced the "best fit" structure. There was very little effect in the first year and a negative effect in the second year. The most significant effect occurred in the third year. This indicated that contributions to the commercial sub-sector GDP were realized in changes in the commercial sub-sector labor force in three years.

A test was also conducted to determine if significant shift parameters had become institutionalized in the percent of the labor force employed in the commercial sub-sector. The test revealed that only the "insurgency" period was significant, along with the percent of the GDP contributed by the tertiary sector. The correlation in the over-all model

---

14 See Figure 2(b).

15 See Table 17.
was highly significant as indicated by an F-ratio of 22.19. The $R^2$ Bar of .7316 indicated that 73.16 percent of the deviation in the dependent variable was explained by the independent variables. The intercept was positive and the T-ratio on the intercept was highly significant.

In order to measure the development of the essential distribution functions of marketing, it was necessary to further disaggregate indicators in the commercial sub-sector. The percent of the labor force employed in the wholesale and retail trade sub-sector was regressed against the percent of the GDP contributed by the wholesale and retail trade sub-sector in a simple regression model.\(^{16}\) The association between these two variables was less significant than found in the commercial sub-sector and in the total tertiary sector. The F-ratio was insignificant at the 95 percent confidence level and the $R^2$ Bar was relatively low at only .155. The T-ratio on the percent of the GDP contributed by the wholesale and retail trade sub-sector was marginally significant at 1.71. The intercept was positive and had a highly significant T-ratio of 51.51. The test for autocorrelation in this model was in the inconclusive range.

An Almon lag structure was developed with the percent of the labor force employed in the wholesale and retail sub-sector as the dependent variable. The percent of the GDP contributed by the tertiary sector, which was the most potent variable from the OLS multiple regression model, was used as

\(^{16}\)Ibid.
the independent variable. A fourth degree polynomial with a four year lagged period produced the "best fit" structure. There was little to no effect in the first two years, a significant negative effect in the third year and a very significant positive effect in the fourth year. This indicated that contributions to the tertiary sector GDP were realized in changes in the wholesale and retail trade sub-sector labor force in four years.

In order to test the potency of explanatory variables, the model was reconstituted and per capita GNP, GDP, percent of the GDP contributed by the tertiary sector, and percent of the GDP contributed by the commercial sub-sector were added as independent variables. The computation of this model revealed that only per capita GNP, percent of the GDP contributed by the tertiary sector and percent of the GDP contributed by the commercial sub-sector were significant at the 95 percent confidence level. The over-all correlation in this model was very significant with an F-ratio of 13.33, and the $R^2$ Bar of .7062 indicated that these independent variables explained 70.62 percent of the deviation in the dependent variable. The intercept was positive and highly significant.

The shift parameters test of the percent of the labor force employed in the wholesale and retail trade sub-sector

---

17 See Figure 3(a).

18 See Table 17.
Fig. 3. Lag structures of percent of the labor force employed in the wholesale and retail trade sub-sector.
showed that only the "insurgency" period was significant. The over-all model was insignificant at the 95 percent confidence level based on an F-ratio of 2.978. The intercept was positive and highly significant at 48.68. The presence of autocorrelation in this model was in the inconclusive range.

An Almon lag structure was developed in which the percent of the labor force employed in the wholesale and retail trade sub-sector was the dependent variable, and the percent of the GDP contributed by the wholesale and retail sub-sector was the independent variable. A fourth degree polynomial with a three year lagged period produced the "best fit" structure. There was little, if any, effect in the first two years, with the full impact of the effect being felt in the third year. This indicated that contributions of the wholesale and retail trade sub-sector to GDP were realized in changes in the wholesale and retail trade sub-sector labor force in three years.

Summary

National marketing development in South Vietnam, as measured by changes in the percent of the labor force employed in the tertiary sector, was more closely associated with the per capita GNP than with GDP. However, both per capita GNP and GDP were very significant explanatory variables. The "goodness of fit" of the second and third degree

19 Ibid.

20 See Figure 3(b).
polynomial equation models confirmed the suggestion of Moyer that the percent of the labor force employed in the tertiary sector had a tendency to level off as higher levels of per capita GNP were reached. The lag schemes showed that the impact of per capita GNP on the tertiary labor force had its greatest effect in the second year. The lag effect of the GDP was not as immediate and occurred in the third and fourth years. The use of dummy variables to test for institutional effects indicated that the "pre-insurgency" and "limited war" periods were sensitive to per capita GNP and GDP. The tertiary labor force became institutionalized in the "insurgency" and "limited war" periods.

The disaggregation of the tertiary sector into sub-sectors of employment and national income resulted in a lower level of significance of association between sub-sector variables than variables at the sector level. The significance of the association between commercial sub-sector contributions to GDP and the percent of the labor force employed in the commercial sub-sector was weak. The percent of GDP contributed by the tertiary sector and per capita GNP were the most potent variables in explaining changes in the commercial sub-sector labor force. The lag structures revealed that the impact of the percent of the GDP contributed by the tertiary sector was felt in the fifth year in the commercial sub-sector labor force. In the case of commercial sub-sector contributions to the GDP, the lag effect in the commercial sub-sector force appeared after only
three years. Institutional effects for the commercial sub-sector labor force were found only in the "insurgency" period.

The significance of the association between the percent of labor force employed in the wholesale and retail trade sub-sector and the contribution of that sub-sector to GDP was marginal. The per capita GNP, percent of the GDP contributed by the tertiary sector, and the percent of the GDP contributed by the commercial sub-sector were more potent explanatory variables than the percent of the GDP contributed by the wholesale and retail trade sub-sector. The lag effect of the tertiary sector contributions to GDP impacted on the wholesale and retail trade sub-sector employment in the fourth year. However, the lag effect of the contributions of the wholesale and retail trade sub-sector to GDP were reflected in the corresponding sector employment in only three years. The shift parameter test in this case showed only the "insurgency" period as significant.

On balance, one can reason from this analysis that national marketing did develop over the eighteen year development period of this study, and that per capita GNP and GDP were the most potent explanatory variables. Also, there was a three to five year lag effect in realizing changes in these variables in national marketing development. The tertiary labor force became institutionalized in the "insurgency" and "limited war" periods. This effect was institutionalized in the labor force of the commercial
sub-sector and the wholesale and retail trade sub-sector only during the "insurgency" period.

The Impact of Political Violence on National Marketing Development

The impact of political violence on national marketing development in a less-developed country had not previously been measured. The measurement of this unique dimension was the major objective of this study. Prior analyses of national marketing development have utilized mainly national economic sector employment and income data. A few marketing development studies, which focused on specific regions or sectors in a country, have used social, behavioral or institutional indicators. This study extended beyond previous work in that it utilized indicators of political violence to measure the impact of this underlying dimension on national marketing development.

Employment Indicators

In the first model of this series, the significance of the association between the percent of the labor force employed in the tertiary sector and the annual cumulative political violence events index was verified by a T-ratio of 3.88.21 Also, the intercept was positive and very significant. The over-all correlation in the model was highly significant as indicated by an F-ratio of 15.04. The $R^2$ Bar was .4846 indicating that 48.46 percent of the deviation in
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent of the Labor Force Employed in the Tertiary Sector</td>
<td>17.82&lt;sup&gt;a&lt;/sup&gt; (14.07)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>- c</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>(Code PLFTS101)</td>
<td>15.45 (15.15)</td>
<td>.2800 (3.14)</td>
<td>.0001552 (4.92)</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Per Capita Gross National Product (GNP) (1960 Prices)</td>
<td>6.093 (48.30)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Code PCGNP102)</td>
<td>5.743 (79.45)</td>
<td>21.58 (3.27)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>9.44 (4.10)</td>
<td></td>
</tr>
<tr>
<td>Gross Domestic Product (GDP) (Current Prices)</td>
<td>149,700 (2.47)</td>
<td>-</td>
<td>-</td>
<td>46.58 (7.00)</td>
<td>9.670 (3.80)</td>
<td>-5.44 (3.14)</td>
<td></td>
</tr>
<tr>
<td>(Code GDPCP103)</td>
<td>151,700 (4.27)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Percent of GDP Contributed by the Tertiary Sector</td>
<td>52.51 (61.84)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>(Code PGDPT104)</td>
<td>51.70 (62.24)</td>
<td>.09601 (1.32)</td>
<td>.00005288 (2.06)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Percent of the Labor Force Employed in the Commercial Sub-Sector</td>
<td>2.277 (39.73)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>(Code PLFCS105)</td>
<td>2.228 (39.42)</td>
<td>-</td>
<td>-0.00004925 (2.15)</td>
<td>-</td>
<td>-</td>
<td>0.00 (1.00)</td>
<td></td>
</tr>
<tr>
<td>Percent of the GDP Contributed by the Commercial Sub-Sector</td>
<td>11.73 (5.73)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>(Code OGDPC106)</td>
<td>9.281 (5.00)</td>
<td>-</td>
<td>-</td>
<td>.0005716 (1.76)</td>
<td>.2155 (2.52)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Percent of the Labor Force Employed in the Wholesale and Retail Trade Sub-Sector</td>
<td>2.211 (44.72)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>(Code PLWRT107)</td>
<td>2.155 (45.68)</td>
<td>-</td>
<td>-0.00005390 (2.82)</td>
<td>-</td>
<td>-</td>
<td>0.00 (1.00)</td>
<td></td>
</tr>
<tr>
<td>Percent of the GDP Contributed by the Wholesale and Retail Trade Sub-Sector</td>
<td>7.223 (5.43)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>(Code PGBPM108)</td>
<td>5.483 (4.75)</td>
<td>-</td>
<td>-</td>
<td>.00005293 (2.51)</td>
<td>.1470 (2.77)</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

**Source:** Dependent and independent variables data as provided in the study have been processed utilizing computer system.

<sup>a</sup>The regression coefficient is reported for each variable in the regression model.

<sup>b</sup>The T-Ratio is reported for each variable in the regression model.

<sup>c</sup>The results of the "best fit" regression model is reported. Independent variables not included in the model.

<sup>d</sup>Variables have been coded for ease in computer application.
### TABLE 19

**VIOLENCE ON ANNUAL MARKETING DEVELOPMENT**

<table>
<thead>
<tr>
<th>Test Statistic (Code 506)</th>
<th>Government Sanctions (Code 519)</th>
<th>Cumulative Political Violence Events Index (Code ACPVIND)</th>
<th>$R^2$</th>
<th>$R^2$ Bar</th>
<th>F-Ratio</th>
<th>T-Ratio 95% Confidence</th>
<th>T-Ratio 95% Confidence</th>
<th>RHO</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>.0001327 (3.88)</td>
<td>.4846</td>
<td>.4846</td>
<td>15.043</td>
<td>1.746</td>
<td>4.490</td>
<td>.529</td>
<td>.941</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.0006660 (1.95)</td>
<td>.1928</td>
<td>.1928</td>
<td>3.821</td>
<td>1.746</td>
<td>4.490</td>
<td>.658</td>
<td>.700</td>
</tr>
<tr>
<td>-</td>
<td>9.619 (4.69)</td>
<td>-</td>
<td>.7516</td>
<td>.7361</td>
<td>22.692</td>
<td>1.753</td>
<td>5.680</td>
<td>.254</td>
<td>1.538</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>4.157 (2.54)</td>
<td>.2874</td>
<td>.2874</td>
<td>6.452</td>
<td>1.746</td>
<td>4.490</td>
<td>.685</td>
<td>.662</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.00004517 (1.97)</td>
<td>.1952</td>
<td>.1952</td>
<td>3.880</td>
<td>1.746</td>
<td>4.490</td>
<td>.418</td>
<td>1.206</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.000002722 (1.76)</td>
<td>.2779</td>
<td>.2328</td>
<td>2.887</td>
<td>1.753</td>
<td>3.680</td>
<td>.551</td>
<td>.865</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.000002722 (1.76)</td>
<td>.1620</td>
<td>.1620</td>
<td>3.092</td>
<td>1.746</td>
<td>4.490</td>
<td>.466</td>
<td>1.090</td>
</tr>
<tr>
<td>-</td>
<td>.002523 (1.25)</td>
<td>-</td>
<td>.2366</td>
<td>.1889</td>
<td>2.325</td>
<td>1.753</td>
<td>3.680</td>
<td>.451</td>
<td>1.129</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.0001050 (1.90)</td>
<td>.1840</td>
<td>.1840</td>
<td>3.607</td>
<td>1.746</td>
<td>4.490</td>
<td>.615</td>
<td>.741</td>
</tr>
<tr>
<td>-</td>
<td>2.155 (2.53)</td>
<td>-</td>
<td>.3729</td>
<td>.3337</td>
<td>4.460</td>
<td>1.753</td>
<td>3.680</td>
<td>.407</td>
<td>1.207</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>- .000002957 (2.21)</td>
<td>.2346</td>
<td>.2346</td>
<td>4.903</td>
<td>1.746</td>
<td>4.490</td>
<td>.344</td>
<td>1.359</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.002834 (1.68)</td>
<td>.3469</td>
<td>.3061</td>
<td>3.984</td>
<td>1.753</td>
<td>3.680</td>
<td>.292</td>
<td>1.475</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.00008445 (2.35)</td>
<td>.2566</td>
<td>.2566</td>
<td>5.522</td>
<td>1.746</td>
<td>4.490</td>
<td>.546</td>
<td>.898</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.1470 (2.77)</td>
<td>.4753</td>
<td>.4425</td>
<td>6.795</td>
<td>1.753</td>
<td>3.680</td>
<td>.255</td>
<td>1.538</td>
</tr>
</tbody>
</table>

the dependent variable was explained by the independent variable. The test for autocorrelation in this model was near the inconclusive range. The model was reconstructed utilizing the five basic political violence indicators as independent variables. Two of these variables, riots and deaths from political violence, were significant at the 95 percent confidence level. The over-all correlation improved in this model with an F-ratio of 16.44 and an $R^2$ Bar of .6672. Again, the intercept was positive and very significant. The test for autocorrelation in this model was in the inconclusive range. These tests showed a positive significance between increases in the tertiary sector labor force and these indicators of political violence.

Two Almon lag structures were developed in which the percent of the labor force employed in the tertiary sector was the dependent variable. The annual cumulative political violence events index$^{22}$ and riots$^{23}$ were used alternately as the independent variable. The "best fit" lag structure for the first model was a fourth degree polynomial with a five year lagged period. There was a slight effect in the first year, no effect in the second year, and a slight negative effect in the third and fourth years. The significant effect was in the fifth year. This indicated that the impact of the annual cumulative political violence events index was realized in changes in the tertiary sector labor force in

$^{22}$See Figure 4(a).

$^{23}$See Figure 4(b).
Fig. 4. Lag structures of percent of the labor force employed in the tertiary sector.
five years. The "best fit" of the second lag structure was a third degree polynomial with a four year lagged period. There was a positive intercept and a slight effect in the first year and a minimum effect in the second and third years. The major effect was in the fourth year. This structure indicated that the impact of riots on tertiary sector labor force was realized in four years.

The next model used the percent of the labor force employed in the commercial sub-sector as the dependent variable, and the annual cumulative political violence events index and the five basic indicators of political violence as the independent variables. The annual cumulative political violence events index was significant with a T-ratio of 1.76, but the over-all model correlation was marginal as reflected by an insignificant F-ratio of 3.09 and an \( R^2 \) of .1620. The intercept was positive and highly significant. The presence of autocorrelation conditions was in the inconclusive range. In the model utilizing the five basic political violence variables, only one variable, deaths from political violence, was significant. Again, the over-all model correlation was not significant as indicated by an F-ratio of 2.325 and an \( R^2 \) of .1889. Also, autocorrelation conditions were in the inconclusive range.

Two Almon lag structures were also developed for the commercial sub-sector which used the percent of the labor force employed in the commercial sub-sector as the dependent

\(^{24}\text{See Table 19.}\)
variable and the annual cumulative political violence events index\textsuperscript{25} and deaths from political violence\textsuperscript{26} alternately as the independent variables. The "best fit" structure for the first model was a fourth degree polynomial with a five year lagged period. There was little, if any, impact in this model until the fifth year. This indicated that the impact of the annual cumulative political violence events index was not significant until the fifth year. The "best fit" structure for the second model was also a fourth degree polynomial with a five year lagged period. There was a slight effect in the first year, no effect in the second year, a slight negative effect in the third and fourth years, and a significant positive effect in the fifth year.

Two multiple regression models were also constructed using the percent of the wholesale and retail trade sub-sector as the dependent variable and the annual cumulative political violence events index and the five basic political violence indicators alternately as the independent variables.\textsuperscript{27} The annual cumulative political violence events index model was significant with a T-ratio of 2.21 and the intercept was positive and highly significant. The over-all model was significant as indicated by an F-ratio of 4.90 and an $R^2$ Bar of .2346. Autocorrelation in this model was in the inconclusive range. In the model utilizing the five

\textsuperscript{25} See Figure 5(a).
\textsuperscript{26} See Figure 5(b).
\textsuperscript{27} See Table 19.
Fig. 5. Lag structures of percent of the GDP contributed by the commercial sub-sector.
basic indicators of political violence, only the deaths from political violence variable was significant at the 95 percent confidence level. The government sanctions variable was marginally significant with a T-ratio of 1.68 (1.753 was required for significance). The over-all correlation of this model was significant with an F-ratio of 3.98 and the $R^2$ Bar was .3061. Autocorrelation conditions in the model were in the inconclusive range.

Two Almon lag structures were developed using the percent of the labor force employed in the wholesale and retail trade sub-sector as the dependent variable. The annual cumulative political violence events index$^{28}$ and deaths from political violence$^{29}$ were used as the independent variable. The "best fit" structure for both models was a fourth degree polynomial with a five year lagged period. The model using the annual cumulative political violence events index showed some impact in the first year, no impact in the second year, slight negative impact in the third and fourth years, and significant impact in the fifth year. This indicated that the impact of the annual cumulative political violence events index was not significant until the fifth year. The second model using deaths from political violence as the independent variable showed a slight effect in the first year, no effect in the second year, slight negative effect in the third and fourth years, and a positive significant

$^{28}$See Figure 6(a).

$^{29}$See Figure 6(b).
Fig. 6. Lag structures of percent of the labor force employed in the wholesale and retail trade sub-sector.
effect in the fifth year. This again indicated that the impact of deaths from political violence was not significant until the fifth year.

National Income Indicators

The association between tertiary sector and sub-sector contributions to the GDP and indicators of political violence was also important in measuring the impact of political violence on marketing development.

The first model in this series was constructed using the percent of the GDP contributed by the tertiary sector as the dependent variable and the annual cumulative political violence events index as the independent variable. The intercept in this model was positive and highly significant. Also, the annual cumulative political violence events index was significant as indicated by a T-ratio of 1.97. However, the over-all model correlation was insignificant and the test for autocorrelation was in the inconclusive range. In the model employing the basic political violence indicators, only the deaths from political violence variable was significant. The intercept of this model was positive and highly significant. Again, the over-all model's correlation was insignificant. The test for autocorrelation was in the inconclusive range.

Two Almon lag structures were developed using the percent of the GDP contributed by the tertiary sector as the

30 See Table 19.
dependent variable and the annual cumulative political violence events index and deaths from political violence were alternately used as the independent variable. The "best fit" structure for the first model was a fourth degree polynomial with a five year lagged period. There was a slight effect in the first year, no effect in the second year, a slight effect in the third and fourth years, and significant effect in the fifth year. This indicated that the impact of the annual cumulative political violence events index was not reflected in changes in the tertiary sector contributions to GDP until the fifth year. The "best fit" structure for the second model was also a fourth degree polynomial with a five year lagged period. This lag structure exhibited the same character as the first model, indicating that the impact of deaths from political violence was not reflected in the tertiary sector contributions to the GDP until the fifth year.

The association between the percent of the GDP contributed by the commercial sub-sector and the indicators of political violence continued to be significant at the 95 percent confidence level. The annual cumulative political violence events index exhibited a T-ratio of 1.90 and the intercept of this model was positive and significant. However, the over-all correlation of this model was not significant and there was positive autocorrelation in the

---

31 See Figure 7(a) and 7(b).

32 See Table 19.
Fig. 7. Lag structures of percent of GDP contributed by the tertiary sector.
model. In the model containing separate political violence indicators, the significant indicators were armed attacks and protest demonstrations. The over-all correlation in this model was significant. The model intercept was positive and significant. The test for autocorrelation in this model was in the inconclusive range.

Two Almon lag structures were also developed for the commercial sub-sector. The percent of the GDP contributed by the commercial sub-sector was used as the dependent variable. The annual cumulative political violence events index and protest demonstrations were used alternately as the independent variable.\(^{33}\) The "best fit" structure for the first model was a fourth degree polynomial with a seven year lagged period. There was no effect in the first year, a slight negative effect in the second year, no effect in the third year, slight positive effects in the fourth and fifth years, negligible effect in the sixth year and the significant effect was in the seventh year. The impact of the annual cumulative political violence events index on GDP contributions of the commercial sub-sector was not realized until the seventh year. The "best fit" structure for the second model was a fourth degree polynomial with a five year lagged period. This structure reflected some effect in the first year and a general dampening of the effect over the remainder of the lagged period. The lagged effect of protest

\(^{33}\)See Figure 8(a) and 8(b).
Fig. 8. Lag structures of percent of the GDP contributed by the commercial sub-sector.
demonstrations on GDP contributions of the commercial sub-sector was very weak.

The percent of the GDP contributed by the wholesale and retail trade sub-sector was regressed against the annual cumulative political violence events index and resulted in a significant association. The T-ratio was 2.35 and the over-all correlation of the model was significant as indicated by an F-ratio of 5.522. The model intercept was positive and significant at the 95 percent confidence level. There was positive autocorrelation in this model. The model utilizing individual political violence indicators resulted in armed attacks and protest demonstrations as significant variables. The over-all model was significant with an F-ratio of 6.79 and an $R^2$ Bar of .4425. The model intercept was positive and significant.

Following the same scheme, two Almon lag structures were developed using the percent of the GDP contributed by the wholesale and retail trade sub-sector as the dependent variable. The annual cumulative political violence events index and protest demonstrations were used alternately as the independent variable. The "best fit" structure for both models was a fourth degree polynomial with a five year lagged period. The behavior of the first structure showed a negative effect in the first year, no effect in the second year, a negative effect in the third year, no effect in the

---

34 See Table 19.

35 See Figure 9(a) and 9(b).
(a)

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>1 Yr</th>
<th>2 Yr</th>
<th>3 Yr</th>
<th>4 Yr</th>
<th>5 Yr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent of the GDP Contributed by the Wholesale and Retail Trade Sub-Sector (Code PGDPM108)</td>
<td>1.25</td>
<td>1.0</td>
<td>0.75</td>
<td>0.5</td>
<td>0.25</td>
</tr>
<tr>
<td>4 Degree Polynomial</td>
<td>0.5</td>
<td>0.25</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>5 (Year) Lagged Periods</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>1 Yr</th>
<th>2 Yr</th>
<th>3 Yr</th>
<th>4 Yr</th>
<th>5 Yr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent of the GDP Contributed by the Wholesale and Retail Trade Sub-Sector (Code PGDPM108)</td>
<td>1.25</td>
<td>1.0</td>
<td>0.75</td>
<td>0.5</td>
<td>0.25</td>
</tr>
<tr>
<td>4 Degree Polynomial</td>
<td>0.5</td>
<td>0.25</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>5 (Year) Lagged Periods</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Fig. 9.** Lag structures of percent of the GDP contributed by the wholesale and retail trade sub-sector.
fourth year and a significant effect in the fifth year. This indicated that the impact of the annual cumulative political violence events index was not reflected in the GDP contribution of the wholesale and retail trade sub-sector until the fifth year. The lag structure in the second model showed some effect in the first year, no effect in the second and third years and slight effects in the fourth and fifth years. The significance of the impact of protest demonstrations on the dependent variable was weak.

The per capita GNP and the GDP were regressed against the indicators of political violence to determine the significance of their impact on economic growth.

The GNP as the dependent variable was first regressed in a model utilizing the annual cumulative political violence events index as the independent variable.\textsuperscript{36} The intercept of this model was positive and highly significant. The T-ratio on the annual cumulative political violence events index was also significant at 1.95. The correlation in the over-all model was insignificant and the \( R^2 \) Bar was low at \( .1928 \). There was also positive autocorrelation in this model. The significance of the association between per capita GNP and the individual political violence indicators was much stronger\textsuperscript{37} as exemplified by a T-ratio for riots of 3.27 and government sanctions of 4.69. Also, the over-all correlation of this model was highly significant with an

\textsuperscript{36} See Table 19.
\textsuperscript{37} Ibid.
F-ratio of 22.69. The $R^2$ Bar was .7361 indicating that 73.61 percent of the deviation in the dependent variable was explained by riots and government sanctions. The intercept was also positive and highly significant. The test for autocorrelation was in the inconclusive range.

Two Almon lag structures were developed for this indicator of economic growth. Per capita GNP was used as the dependent variable and the annual cumulative political violence events index and government sanctions were used alternately as the independent variable. The "best fit" structure for the first model was a fourth degree polynomial with a five year lagged period. There was a slight effect in the first year, no effect in the second year and a slight negative effect in the third and fourth years, and the significant impact was in the fifth year. This meant that the impact of the annual cumulative political violence events index was not reflected in per capita GNP until the fifth year. The "best fit" structure for the second model was a third degree polynomial with a five year lagged period. There was a decreasing effect in the first year, no effect in the second through the fourth years and a slight effect in the fifth year. The significance of the impact of government sanctions on the per capita GNP was weak.

The significance of the association between GDP and the impact of political violence was also measured. The model utilizing GDP as the dependent variable and the annual

38 See Figure 10(a) and 10(b).
(a) Dependent Variable
Per Capita Gross National Product (1960 Constant Prices) (Code PCGNP102)
4 Degree Polynomial
5 (Year) Lagged Periods

(b) Dependent Variable
Per Capita Gross National Product (1960 Constant Prices) (Code PCGNP102)
4 Degree Polynomial
5 (Year) Lagged Periods

Fig. 10. Lag structures of per capita Gross National Product (1960 constant prices).
cumulative political violence events index as the independent variable was reflected in a T-ratio of 2.45. Also, the intercept in this model was positive and significant. The over-all model was significant and the $R^2$ Bar was .2874. There was positive autocorrelation in this model. The model utilizing individual political violence indicators as the independent variables considerably improved the significance of the association between these variables and the GDP. The significant variables in this model were armed attacks, protest demonstrations, and government sanctions. The correlation in the over-all model was very significant and the $R^2$ Bar was .7882 indicating that 78.82 percent of the deviation in the dependent variable was explained by these independent variables.

Two Almon lag structures were developed for the domestic indicator of economic growth. The GDP was used as the dependent variable and alternately the annual cumulative political violence events index and armed attacks were used as the independent variable. The "best fit" structure for the first model was a fourth degree polynomial with a seven year lagged period. There was a slight effect in the first year, no effect in the second and third years, a significant increasing effect during the third, fourth and fifth years, and a significant decreasing effect during the sixth and seventh years. This indicated that the impact of the annual

39 See Table 19.
40 See Figure 11(a) and 11(b).
Fig. 11. Lag structures of Gross Domestic Product (current prices).
cumulative political violence events index was realized during the third through the fifth years. The "best fit" structure for the second model was a fourth degree polynomial with a five year lagged period. There was no effect until the fifth year, which indicated that the impact of armed attacks on GDP was not realized until the fifth year.

**Institutional Effects and Structural Changes**

Intercept and slope variables were generated to aid in determining if shift parameters were present and had become institutionalized in the data. It was also necessary to determine if structural changes had taken place in the independent political violence variables.

**Employment Models**

The first model using dummy variables was constructed with the percent of the labor force employed in the tertiary sector as the dependent variable and dummy variables which represented the annual cumulative political violence events index in the three political violence time periods as the independent variables. Dummy intercept variables were used to provide separation of the three important political violence time periods. In this first model, all the intercepts were positive and significant. The intercept dummies were very significant during the "pre-insurgency" and "limited war" periods as reflected in T-ratios of 16.18 and

---

41 See Table 20.
## Table 20

### The Impact of Political Violence on Annual Marketing Data

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Independent Variables</th>
<th>Institutional Effects (Shift Parameters)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Structural Changes (Slope Changes)&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Intercept (Regression Coefficients) T-Ratio</td>
<td>Death Rate from Political Violence (Code SO2)</td>
</tr>
<tr>
<td>Percent of the labor force employed in the tertiary sector</td>
<td>(Code PLTS0103)</td>
<td>12.30&lt;sup&gt;a&lt;/sup&gt; (13.35)</td>
<td>11.71&lt;sup&gt;a&lt;/sup&gt; (11.94)</td>
</tr>
<tr>
<td>Gross Domestic Product (GDP) (Current Prices)</td>
<td>(Code CGPC0103)</td>
<td>6.497&lt;sup&gt;b&lt;/sup&gt; (5.90)</td>
<td>4.678&lt;sup&gt;b&lt;/sup&gt; (4.14)</td>
</tr>
<tr>
<td>Percent of the GDP contributed by the tertiary sector</td>
<td>(Code PLC070304)</td>
<td>18.02&lt;sup&gt;c&lt;/sup&gt; (17.24)</td>
<td>22.15&lt;sup&gt;c&lt;/sup&gt; (21.33)</td>
</tr>
<tr>
<td>Percent of the labor force employed in the commercial sub-sector</td>
<td>(Code PLFCS0103)</td>
<td>12.30&lt;sup&gt;a&lt;/sup&gt; (11.50)</td>
<td>11.71&lt;sup&gt;a&lt;/sup&gt; (11.94)</td>
</tr>
<tr>
<td>Percent of the GDP contributed by the commercial sub-sector</td>
<td>(Code PGC0106)</td>
<td>19.07&lt;sup&gt;c&lt;/sup&gt; (18.28)</td>
<td>19.67&lt;sup&gt;c&lt;/sup&gt; (18.89)</td>
</tr>
<tr>
<td>Percent of the labor force employed in the wholesale and retail trade sub-sector</td>
<td>(Code PLCAT0103)</td>
<td>21.15&lt;sup&gt;c&lt;/sup&gt; (20.36)</td>
<td>21.75&lt;sup&gt;c&lt;/sup&gt; (21.96)</td>
</tr>
<tr>
<td>Percent of the GDP contributed by the wholesale and retail trade sub-sector</td>
<td>(Code PGC0107)</td>
<td>10.95&lt;sup&gt;c&lt;/sup&gt; (10.16)</td>
<td>11.55&lt;sup&gt;c&lt;/sup&gt; (10.76)</td>
</tr>
</tbody>
</table>

### Notes:

- <sup>a</sup>The regression coefficient is reported for each variable in the regression model.
- <sup>b</sup>The T-Ratio is reported for each variable in the regression model.
- <sup>c</sup>The results of the "best fit" regression model is reported. Independent variables not included in the model are indicated by .
- <sup>d</sup>Variables have been coded for ease in computer application.
- <sup>e</sup>Intercept dummy variables have been generated to detect shift parameters between the three time periods of the study.
- <sup>f</sup>Slope dummy variables have been generated to detect slope changes between the three time periods of the study.

### Source:

Dependent and independent variables data as provided in the study have been processed utilizing Leverage Response, Inc., Regression Statistics (LUSSTAT) software computer package in an IBM-360.

---

*Source: Dependent and independent variables data as provided in the study have been processed utilizing Leverage Response, Inc., Regression Statistics (LUSSTAT) software computer package in an IBM-360.*
<table>
<thead>
<tr>
<th>Code (S04)</th>
<th>Protest Demonstrations (Code S16)</th>
<th>Government Sanctions (Code S17)</th>
<th>Cumulative Political Violence Events Index (Code C-V)</th>
<th>$\chi^2$</th>
<th>$R^2$ Var</th>
<th>F-Ratio</th>
<th>T-Ratio</th>
<th>F-Ratio 95% Confidence</th>
<th>F-Ratio 99% Confidence</th>
<th>RHO</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cumulative Political Violence Events Index</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1965-60</td>
<td>1966-64</td>
<td>1967-68</td>
<td>1968-72</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0012</td>
<td>.12</td>
<td>.0012</td>
<td>.12</td>
<td>.0012</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0024</td>
<td>.12</td>
<td>.0024</td>
<td>.12</td>
<td>.0024</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0049</td>
<td>.12</td>
<td>.0049</td>
<td>.12</td>
<td>.0049</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0077</td>
<td>.12</td>
<td>.0077</td>
<td>.12</td>
<td>.0077</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0111</td>
<td>.12</td>
<td>.0111</td>
<td>.12</td>
<td>.0111</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0147</td>
<td>.12</td>
<td>.0147</td>
<td>.12</td>
<td>.0147</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0183</td>
<td>.12</td>
<td>.0183</td>
<td>.12</td>
<td>.0183</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0219</td>
<td>.12</td>
<td>.0219</td>
<td>.12</td>
<td>.0219</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0255</td>
<td>.12</td>
<td>.0255</td>
<td>.12</td>
<td>.0255</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0292</td>
<td>.12</td>
<td>.0292</td>
<td>.12</td>
<td>.0292</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0329</td>
<td>.12</td>
<td>.0329</td>
<td>.12</td>
<td>.0329</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0366</td>
<td>.12</td>
<td>.0366</td>
<td>.12</td>
<td>.0366</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0404</td>
<td>.12</td>
<td>.0404</td>
<td>.12</td>
<td>.0404</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0442</td>
<td>.12</td>
<td>.0442</td>
<td>.12</td>
<td>.0442</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0481</td>
<td>.12</td>
<td>.0481</td>
<td>.12</td>
<td>.0481</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0520</td>
<td>.12</td>
<td>.0520</td>
<td>.12</td>
<td>.0520</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0559</td>
<td>.12</td>
<td>.0559</td>
<td>.12</td>
<td>.0559</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0600</td>
<td>.12</td>
<td>.0600</td>
<td>.12</td>
<td>.0600</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0641</td>
<td>.12</td>
<td>.0641</td>
<td>.12</td>
<td>.0641</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0682</td>
<td>.12</td>
<td>.0682</td>
<td>.12</td>
<td>.0682</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0723</td>
<td>.12</td>
<td>.0723</td>
<td>.12</td>
<td>.0723</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>22</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0765</td>
<td>.12</td>
<td>.0765</td>
<td>.12</td>
<td>.0765</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>23</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0807</td>
<td>.12</td>
<td>.0807</td>
<td>.12</td>
<td>.0807</td>
<td>1.25</td>
<td>2.077</td>
</tr>
<tr>
<td>24</td>
<td></td>
<td></td>
<td>1.35</td>
<td>.01</td>
<td>.0849</td>
<td>.12</td>
<td>.0849</td>
<td>.12</td>
<td>.0849</td>
<td>1.25</td>
<td>2.077</td>
</tr>
</tbody>
</table>

*software computer package in an 17"x4-350 computer system.*
40.62, respectively. The T-ratio of 1.79 for the annual cumulative political violence events index was significant only in the "insurgency" period. The over-all correlation in the model was very significant as indicated by an F-ratio of 53.69. An $R^2$ Bar for the model of .9307 indicated that 93.07 percent of the deviation in the dependent variable was explained by the independent variables. This was higher than the $R^2$ Bar of .6847 which was reported for the basic marketing development model.\footnote{See Table 19.} This model was free of autocorrelation conditions. However, there was a multicollinearity condition existing between the intercept of the "pre-insurgency" period and the intercept of the "limited war" period which accounted to some degree for the high $R^2$ Bar reported for the model.

The next model in this series was constructed using the percent of the labor force employed in the tertiary sector as the dependent variable and dummy variables for the five basic independent political violence variables as the independent variables. Dummy intercept variables were used to separate the three time periods.\footnote{See Table 20.} The intercepts in this model were all positive and significant. During the "pre-insurgency" and "limited war" periods the intercepts were very significant as indicated by T-ratios of 17.55 and 26.29, respectively. The only significant independent variable is government sanctions during the "insurgency" period, for
which a T-ratio of 2.05 was reported. There was a structural shift in the significant independent variables from riots and deaths from political violence in the corresponding basic marketing development model to government sanctions during the "insurgency" period in this model. The over-all correlation in the model was very significant as indicated by an F-ratio of 51.21. The $R^2$ Bar for the model was .9415 indicating that 94.15 percent of the deviation in the dependent variable was explained by the independent variable. This was higher than the $R^2$ Bar of .8826 which was reported for the basic marketing development model. This model was free of autocorrelation conditions. However, there was a multicollinearity condition existing between the intercept of the "pre-insurgency" period and the intercept of the "limited war" period. This condition also obtains between these intercepts and government sanctions during the "insurgency" period. The multicollinearity in the model may account for the high $R^2$ Bar results obtained.

The next model in this series was constructed using the percent of the labor force employed in the commercial sub-sector as the dependent variable. Dummy variables were created for the intercept and the annual cumulative political violence events index in the three political violence time periods as the independent variables. The intercept was positive and very significant in each time period. However,

44 See Table 19.
45 See Table 20.
the annual cumulative political violence events index was insignificant in the three time periods. A T-ratio of 1.01 was reported for this index during the "limited war" period which was significant at the 85 percent confidence level. Also, the over-all correlation in the model was insignificant at the 95 percent confidence level. The $R^2$ Bar for the model was .2615 which was higher than the $R^2$ Bar of .1620 reported in the basic marketing development model. Autocorrelation conditions in this model were in the inconclusive range which was the case in the basic marketing development model.\footnote{See Table 19.}

Also, a model which used the percent of the labor force employed in the commercial sub-sector as the dependent variable and dummy variables which represented the five basic political violence indicators as independent variables, was constructed. Dummy intercept variables were used in the model to provide separation of the three important political violence time periods.\footnote{See Table 20.} The intercepts of this model were all positive and very significant. However, there were no significant independent political violence variables. Deaths from political violence reported a T-ratio of .97 during the "limited war" period which was significant at the 85 percent confidence level. The over-all correlation in the model was insignificant. The $R^2$ Bar for the model was .2576, which was slightly higher than the $R^2$ Bar of .1889 reported for the corresponding basic marketing development model.
Autocorrelation in this model was in the inconclusive range which was the case in the basic marketing development model.48

The last set of models in this series, which was designed to measure the impact of political violence on employment indicators of marketing development, was constructed using the percent of the labor force employed in the wholesale and retail trade sub-sector as the dependent variable. Dummy variables which represented the annual cumulative political violence events index were independent variables in the model. Also, dummy variables were generated to represent the intercept in each of the three political violence time periods.49 The intercepts were positive and very significant in each time period. However, the annual cumulative political violence events index was insignificant in the three time periods. A T-ratio of 1.09 was reported for this index during the "limited war" political violence period which was significant at the 85 percent confidence level. The over-all correlation in the model was insignificant at the 95 percent confidence level. The $R^2$ Bar for the model was .3115 which indicated that 31.15 percent of the deviation in the dependent variable was explained by the independent variables. This was higher than the $R^2$ Bar of .2346 which was reported for the basic marketing development model.50

---

48 See Table 19.
49 See Table 20.
50 See Table 19.
conditions in this model were in the inconclusive range which was the case in the basic marketing development model.\textsuperscript{51}

The last model in this series was constructed using the percent of the labor force employed in the wholesale and retail trade sub-sector as the dependent variable and dummy variables which represented the five basic political violence variables as the independent variables. Dummy intercept variables were also used to separate the three time periods.\textsuperscript{52} The intercepts in this model were all positive and very significant. There were no significant political violence variables. Deaths from political violence during the "limited war" period reported a T-ratio of 1.01 which was significant at the 85 percent confidence level. The over-all correlation in the model was insignificant. The $R^2$ Bar of the model was .3027 which was slightly lower than the $R^2$ Bar of .3061 reported in the basic marketing development model. This difference was partially due to adjustments made for the degrees of freedom in the models. Again, autocorrelation in this model was in the inconclusive range which was the case in the basic marketing development model.\textsuperscript{53}

\textbf{National Income Models}

The contributions to GDP by the tertiary sector and its commercial and wholesale and retail trade sub-sectors were

\textsuperscript{51}See Table 19.
\textsuperscript{52}See Table 20.
\textsuperscript{53}See Table 19.
measures of marketing development. The impact of political violence on these indicators of marketing development were next evaluated. The scheme of moving from an analysis of the tertiary sector to its sub-sectors as outlined above was followed.

The first model in this series was constructed using the percent of the GDP contributed by the tertiary sector as the dependent variable and dummy variables which represented the annual cumulative political violence events index as the independent variables. Also, dummy intercept variables were used to separate the three political violence time periods in the study.\textsuperscript{54} The intercepts were all positive and highly significant in this model. However, the annual cumulative political violence events index was insignificant in any of the three time periods. There was a T-ratio of 1.37 reported for this index in the "pre-insurgency" time period, which was significant at the 90 percent confidence level. The over-all correlation in the model was insignificant. The R^2 Bar of the model was .2634 which was an improvement over the R^2 Bar of .1952 reported in the basic marketing development model.\textsuperscript{55} Autocorrelation in this model was in the inconclusive range which was the case in the basic marketing development model.\textsuperscript{56}

\textsuperscript{54}See Table 20.
\textsuperscript{55}See Table 19.
\textsuperscript{56}See Tables 19 and 20.
A companion to the above model was constructed using the percent of the GDP contributed by the tertiary sector as the dependent variable and dummy variables representing the five basic political violence indicators as the independent variables. Also, intercept dummy variables were used to separate the political violence time periods. The intercepts were all positive and very significant. There were no significant independent political violence variables in the model. Deaths from political violence during the "pre-insurgency" period reported a T-ratio of 1.28 which was significant at the 85 percent confidence level. The over-all correlation in the model was not significant. The $R^2$ Bar of the model was .2516 which was slightly higher than the $R^2$ Bar of .2328 reported in the basic marketing development model. Autocorrelation in this model was in the inconclusive range which was also the case in the basic marketing development model.

The first model in the next pair of models was constructed using the percent of the GDP contributed by the commercial sub-sector as the dependent variable and dummy variables which represented the annual cumulative political violence events index as the independent variables. Dummy intercept variables were also used to separate the three time periods. All of the intercepts were positive and very significant in this model. The annual cumulative

---

57 See Table 20.
58 See Table 19.
59 See Table 20.
political violence events index was insignificant in all of the time periods. There was a T-ratio of 1.12 reported for this index in the "pre-insurgency" time period, which was significant at the 85 percent confidence level. The over-all correlation in this model was insignificant. The $R^2$ Bar of the model was .2432 which was an improvement over the $R^2$ Bar of .1840 reported in the corresponding basic marketing development model. The autocorrelation in this model improved to the inconclusive range versus positive autocorrelation in the basic marketing development model.\textsuperscript{60}

The second model in this pair of models was constructed using the percent of the GDP contributed by the commercial sub-sector as the dependent variable and dummy variables which represented the five basic political violence indicators as the independent variables. Dummy intercept variables were also used to separate the three time periods.\textsuperscript{61} All of the intercepts were positive and very significant. The only significant independent political violence variable was armed attacks during the "pre-insurgency" period. Also, protest demonstrations during the "pre-insurgency" period were marginally significant. There were structural shifts between the significant independent variables in this model and those found in the basic marketing development model. In this model, protest demonstrations were only marginally significant while in the basic marketing development model.

\textsuperscript{60}See Tables 19 and 20.

\textsuperscript{61}See Table 20.
they were significant at the 95 percent confidence level. Armed attacks were at approximately the same level of significance in both models. The over-all correlation in the model was not significant. The $R^2$ Bar of the model was 0.3132 which was slightly less than the $R^2$ Bar of 0.3337 which was reported for the basic marketing development model. Autocorrelation in this model was in the inconclusive range which was also the case in the basic marketing development model.

The last pair of models in this series addressed the contributions to GDP made by the wholesale and retail trade sub-sector and the impact of political violence on this sub-sector. The first model was constructed using the percent of the GDP contributed by the wholesale and retail trade sub-sector as the dependent variable and dummy variables which represented the annual cumulative political violence events index as the independent variables. Dummy intercept variables were also used to separate the three time periods under analysis. The intercepts were all positive and very significant. The cumulative political violence events index was insignificant during the three time periods. There was a very low T-ratio of 0.58 reported for this index during the "limited war" period. However, the over-all correlation in the model was significant. The $R^2$ Bar of the model was 0.4921 as compared to an $R^2$ Bar of 0.2566 reported in the basic

---

62 See Tables 19 and 20.
63 See Table 19.
64 See Tables 19 and 20.
marketing development model. Much of the significance in this model was taken up in the intercept variables. The autocorrelation in this model improved to the inconclusive range versus positive autocorrelation in the basic marketing development model.65

The last model in this series was constructed using the percent of the GDP contributed by the wholesale and retail trade sub-sector as the dependent variable and dummy variables which represented the five basic political violence variables as the independent variables in the model. Also, dummy variables were used for the intercepts in the model.66

The intercepts in the model were positive and very significant. There were no significant political violence variables in this model. Armed attacks in the "limited war" period were marginally significant at the 95 percent confidence level. However, the T-ratio of 1.01 reported for this variable was significant at the 85 percent confidence level. There were structural shifts between the significant independent variables in this model and those reported in the basic marketing development model. In this model, only armed attacks were marginally significant during the "limited war" period. In the basic marketing development model both armed attacks and protest demonstrations were clearly significant.67

The over-all correlation of the model was significant, and

---

65 See Tables 19 and 20.
66 See Table 20.
67 See Table 19.
the $R^2$ Bar of .5167 was higher than the $R^2$ Bar of .4425 reported in the basic marketing development model. Autocorrelation was in the inconclusive range in this model which was the case in the basic marketing development model.

The effects of the use of slope and intercept dummy variables in multiple regression models which used per capita GNP and GDP measures of national income were also reported. In the per capita GNP model which used the annual cumulative political violence events index as the independent variable, the intercepts during the three political violence time periods were all positive and very significant. The annual cumulative political violence events index variable was significant during the "insurgency" period and marginally significant during the "limited war" period. The over-all correlation in the model was significant as indicated by an F-ratio of 10.06. The $R^2$ Bar for the model was .7482. Autocorrelation in the model was in the indeterminate range. When the five basic political violence variables were used in the next iteration of this model, the intercepts remained positive and very significant. The significant explanatory variables in this model were riots during the "insurgency" period and government sanctions during the "limited war" period. The over-all correlation in this model was very significant. The $R^2$ Bar of the model was .8157. Autocorrelation in the model was again in the indeterminate range.

A model was constructed using the GDP as the dependent variable and dummy variables which represented the annual
cumulative political violence events index as the independent variable. Dummy intercept variables were also used to separate the three time periods of the study. The intercepts were positive and significant only in the "limited war" period, and the independent annual cumulative political violence events index variable was insignificant. However, the overall model correlation was significant and the $R^2$ Bar of the model was .4409. There was autocorrelation in the model. When the individual five political violence variables were exchanged for the annual cumulative political violence events index in the next iteration of the model, the same situation occurred with the intercept. However, protest demonstrations and government sanctions in the "limited war" period were significant explanatory variables. The over-all correlation in the model was highly significant. The $R^2$ Bar of the model was .8698. Autocorrelation conditions in the model were in the indeterminate range.

**Summary**

The researcher was unable to locate any empirical studies with which to compare the impact of political violence on national marketing development. Measurement of this unique phenomenon has relied upon sector employment and national income statistics as the traditional indicators of national marketing development. The accepted indicators of the underlying dimension of political violence were used. The strength of the association between marketing development indicators and political violence indicators was measured
through a series of multiple regression models. Slope and intercept dummy variables were used in the multiple regression models. The purpose of the dummy variable technique was to determine if shift parameters were present and had become institutionalized in the independent data. It was also necessary to discern if structural changes had taken place in the political violence variables during the three important political violence time periods. Almon lag structures were developed to measure the significance and duration of the lagged effect of political violence on marketing development indicators.

For convenience in presentation, the analysis of the impact of political violence on national marketing development was divided into two categories: employment indicators and national income indicators. Likewise, the analysis of institutional effects and structural changes was also divided into employment models and national income models. In this case, comparisons were made between the OLS regression model results and the results obtained from the multiple regression which utilized the slope and intercept dummy variables.

The strength of the association between tertiary sector employment and political violence decreased. This decrease occurred as the tertiary sector was disaggregated from the tertiary sector level into the commercial sub-sector and into the wholesale and retail trade sub-sector. This trend was evident in both the models which used the annual cumulative political violence events index and the five basic individual
political violence indicators as explanatory variables. In the models which employed the annual cumulative political violence events index as the independent variable and sector employment indicators as the dependent variable, the significant T-ratios of the independent variable declined from 3.88 in the tertiary sector employment model to 1.76 in the commercial sub-sector employment model and decreased to 2.21 in the wholesale and retail trade sub-sector employment model. The intercepts in all three models were positive and significant. The over-all correlation was highly significant in the tertiary sector model, insignificant in the commercial sub-sector model and significant in the wholesale and retail trade sub-sector model. The test for autocorrelation in one of these models was slightly below the inconclusive range. The results of the tests of the two remaining models for autocorrelation were in the inconclusive range.

The strength of the association between tertiary sector employment and political violence declined in the models which used the five basic individual indicators of political violence. However, more importantly there were shifts between the models regarding the significant explanatory variables. In the tertiary sector model, riots and deaths from political violence were significant at the 95 percent confidence level. Riots were insignificant in the OLS models for the commercial sub-sector model, and only deaths from political violence were significant. The wholesale and retail trade sub-sector model also reported deaths from
political violence as a significant predictor variable at the 95 percent confidence level, but showed government sanctions to be marginally significant. The intercepts of the three models were positive and significant. Also, the over-all model correlation was highly significant in the tertiary sector model, insignificant in the commercial sub-sector model and significant in the wholesale and retail sub-sector model. Autocorrelation conditions in all three models were in the inconclusive range.

The association between the tertiary sector and political violence showed the strongest positive strength. The strength of the association was weaker in the commercial sub-sector but turned stronger in the wholesale and retail trade sub-sector.

The test for lag or saturation effect of political violence on the tertiary sector and sub-sector employment revealed that the significant lag periods for the annual cumulative political violence events index was five years in all three models. In the models employing the individual political violence indicators, the significant lagged periods were four years in the tertiary sector model and five years in the commercial and wholesale and retail sub-sector models. This indicated that the impact of the annual cumulative political violence events index was realized in changes in sector employment in the fifth year. The individual political violence indicators impact was reflected in sector employment in the fourth year in the tertiary sector and in
the fifth year in the commercial and wholesale and retail trade sub-sectors.

The strength of the association between tertiary sector contributions to the GDP and indicators of political violence followed the same general pattern as found in the sector and sub-sector labor force indicators. As the strength of this association decreased, the tertiary sector contributions to GDP became disaggregated at the commercial and wholesale and retail trade sub-sectors. The association in the tertiary sector model was very significant. The strength of the commercial sub-sector models was significant to mildly insignificant. The strength of the wholesale and retail trade sub-sector models was relatively more significant than the tertiary sector model.

It is also important to note that there were shifts between the models as to the significant explanatory variables. The significant independent variable in the tertiary sector model was deaths from political violence. Armed attacks and protest demonstrations were the significant explanatory variables in the commercial and wholesale and retail trade sub-sector models. It should be noted that these were not the same significant predictor variables as those found in the corresponding tertiary sector and sub-sector employment models.

The test for lag effects of political violence on the tertiary sector and sub-sector GDP models showed that the lagged periods ranged from five to seven years when the
annual cumulative political violence events index was used as the predictor variable. The period was a constant five years in the structures which used an individual political violence explanatory variable. Generally, political violence impacted upon sector contributions to GDP in the fifth year. The exception was the annual cumulative political violence events index in which the significant lagged effect of this impact was reflected in the commercial sub-sector model in the seventh year.

A test of the strength of the association between national income indicators of per capita GNP and GDP and political violence was made. The annual cumulative political violence events index was a more potent explanatory variable in the GDP model than in the per capita GNP model. The overall GDP model reflected significant levels of correlation while the per capita GNP model had an insignificant level of correlation. When individual indicators of political violence were introduced as explanatory variables in the models, the level of significance in both the per capita GNP and GDP models improved and became very significant. In fact, the association between per capita GNP and GDP and the individual indicators of political violence was stronger than any other relationship in this series. It is important to note that there were shifts between the models as to the significant explanatory variables. In the per capita GNP model, the significant explanatory variables were riots and government sanctions. In the GDP model, the significant
explanatory variables in the model were armed attacks and protest demonstrations.

The test for lag effect in the national income models, through the use of the Almon lag technique, yielded mixed results. The most significant lagged period for per capita GNP was five years. The most significant lag period for the GDP model was seven years using the annual cumulative political violence events index and five years using armed attacks. Political violence impacts were reflected in changes in the per capita GNP after five years and in the GDP from five to seven years.

Slope and intercept dummy variables were used to determine if a need to separate the three political violence time periods could be confirmed. Specifically, the dummy variables were designed to detect the presence of shift parameters which may have become institutionalized in the data. The researcher determined if structural changes had taken place in the independent political violence variables during the three political violence time periods.

The labor force models, which employed the dummy variable techniques, provided mixed results. The intercepts for each political violence time period were positive and very significant. However, the annual cumulative political violence events index in these models displayed different potency as an explanatory variable in the various time periods. In the tertiary sector model, the annual cumulative political violence events index was a significant predictor
variable only in the "insurgency" period. In the commercial and wholesale and retail trade sub-sector models, the annual cumulative political violence events index was insignificant at the 95 percent confidence level in all the political violence time periods. However, this explanatory variable did show some strength in both models during the "limited war" period. The intercepts in all three models were positive during the three political violence time periods. Also, the T-ratios on the intercepts in all three models were highly significant during the three political violence time periods, except during the "insurgency" period in the tertiary sector model where the T-ratio was significant. It was clear that the significance in these models was taken up by the intercept rather than the annual cumulative political violence events index which was the explanatory variable. This indicated that the intercepts had shifted during the three political time periods. Therefore, these shift parameters in the independent data had become institutionalized during the respective political violence time periods. This is sometimes called a "temporal effect" when it is postulated, as we did in this study, that a behavioral relation shifts between one period and others.68

There was a lack of commonality, in the significant explanatory variables, between the models in which dummy variables represented the five basic political violence

variables as independent variables. In the tertiary sector labor employment model, the only significant variable was government sanctions during the "insurgency" period. In the commercial sub-sector model, all the explanatory variables were insignificant at the 95 percent confidence level. However, the deaths from political violence variable was marginally significant in this model during the "limited war" period. Likewise, in the wholesale and retail trade sub-sector model only the deaths from political violence variable was marginally significant during the "limited war" period. In this case, there was evidence of structural changes which can be attributed to the separation of the time periods. In the OLS model for the tertiary labor sector the significant independent variables were riots and deaths from political violence. In the corresponding dummy variable model, the significant variable shifted to government sanctions. In the OLS model for the commercial and wholesale and retail trade sub-sectors, deaths from political violence was the significant explanatory variable. In the corresponding dummy variable models, the same explanatory variable was insignificant.

The use of slope and intercept dummy variables in the tertiary sector and sub-sector GDP models also provided mixed results. The series of models, which used the contributions of the tertiary sector and the commercial and wholesale and retail trade sub-sectors as dependent variables and the annual cumulative political violence events index as the
independent variable, all reported positive and highly significant intercepts in all three political violence time periods. However, the explanatory annual cumulative political violence events index was insignificant in all of the political violence time periods. There was an insignificant level of association shown for the independent variable in the "pre-insurgency" time period in both the tertiary sector and commercial sub-sector models. The wholesale and retail trade sub-sector model showed some strength of association in the independent variable during the "limited war" period.

The intercepts in all three political violence time periods were positive and highly significant in the tertiary GDP model and in the commercial and wholesale and retail trade sub-sector models, when the five basic political violence variables were used as independent variables. However, there were shifts between the models as to the significant explanatory variables. In the tertiary GDP model, all the independent political violence variables were insignificant. Deaths from political violence was marginally significant in this model during the "pre-insurgency" period. The commercial sub-sector model reported armed attacks during the "pre-insurgency" period as the significant explanatory variable. The protest demonstrations variable in this model was marginally significant during this same period. The wholesale and retail trade sub-sector model reported all independent variables in all of the time periods as insignificant. Armed attacks were marginally significant in this
model during the "limited war" period. The significant explanatory variables in this series of GDP models utilizing dummy variable techniques were different from the explanatory variables reflected in the corresponding OLS models.

The models which used the national income indicators of per capita GNP and GDP maintained their strong association with the indicators of political violence. The intercepts were positive and very significant in both iterations of the per capita GNP models. The annual cumulative violence events index was a significant explanatory variable in the first per capita GNP model during the "insurgency" period. In the next iteration of this model, riots in the "insurgency" period and government sanctions during the "limited war" period were the significant explanatory variables. The over-all correlation in both models was very significant. However, as explained earlier, the explanation was concentrated in the intercepts rather than the political violence explanatory variables in these two models. This indicated that shift parameters in the independent data have become institutionalized during the political violence time periods.

Both iterations of the GDP model had significant and positive intercepts only in the "limited war" period which indicated that this intercept took up a very large portion of the explanation in these models. This was further evidenced by the fact that the annual cumulative political violence events index as the explanatory variable was insignificant in any of the three time periods. In the second
iteration of the model, two explanatory variables, protest demonstrations and government sanctions in the "limited war" period, were significant. Obviously, shift parameters in the independent data have become institutionalized in the "limited war" political violence time period.

The Impact of Political Violence on the Development of An Infrastructure, Marketing Operations and Marketing Middlemen

The impact of political violence in South Vietnam was considered by many writers to have fallen particularly heavy on the infrastructure which supports national marketing operations and other economic activity. It was speculated by these same writers that the effects of political violence on infrastructure development were magnified when they reached the supported marketing operations and the middlemen who conduct these operations. A significant purpose of this study was to determine the relationship, if any, between the development of an infrastructure supporting marketing operations and political violence. The specific task addressed in this section was to develop an analysis of the research question:

What was the impact of political violence on the development of an infrastructure to support marketing operations and marketing middlemen in South Vietnam?

The plan of analysis outlined earlier in this chapter was followed in executing the above task.
Transportation System

Transportation systems are a vital part of the infrastructure which supports marketing operations and marketing middlemen. Indicators of the performance of major transportation systems, number of motor vehicles in use, railway passenger/kilometers, domestic air passenger/kilometers and coastwise shipping in commercial ports, were structured as the dependent variable in the first series of multiple regression models. The independent variable in this series was alternately the cumulative political violence events index and the five individual basic political violence indicators. The first group of models in this series used the above indicated dependent variables and employed the annual cumulative political violence events index as the independent variable.

In this first group of models, all of the intercepts were positive and very significant as indicated by T-ratios which ranged from a low of 4.90 in the case of domestic air passenger/kilometers to a high of 8.70 for railway passenger/kilometers. The annual cumulative political violence events index was significant at the 95 percent confidence

69 Some models in this section were based on quarterly data for the dependent variable and in these cases the quarterly cumulative political violence events index or individual basic political violence indicators stated on a quarterly basis were independent variables as specified by the model in which they were used.

70 See Tables 21 and 22. Also, it should be noted that annual domestic air passenger/kilometer data are only available for 1962 through 1972. Corresponding political violence variables were used in the models.
## Table 21

The Impact of Political Violence on the Annual Development of the Infrastructure

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Motor Vehicles in Use (000)</td>
<td></td>
<td>109.9(^a) (7.94)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(Code NOMM201)</td>
<td></td>
<td>107.2 (10.67)</td>
<td>-</td>
<td>-</td>
<td>.01016 (5.37)</td>
<td>2.159 (2.99)</td>
<td>-0.09420 (2.16)</td>
<td>-</td>
</tr>
<tr>
<td>Railway Passenger/ Kilometers (000 KMN)</td>
<td></td>
<td>335,400 (8.70)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(Code RAPAK202)</td>
<td></td>
<td>415,300 (15.29)</td>
<td>-0.009458 (3.99)</td>
<td>-4.254 (5.07)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Coastwise Shipping in Commercial Ports (000 Metric Tons)</td>
<td></td>
<td>371.1 (7.93)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(Code CWSCP204)</td>
<td></td>
<td>36.06 (7.42)</td>
<td>5.874 (0.83)</td>
<td>.002918 (1.40)</td>
<td>-</td>
<td>-</td>
<td>-1.172 (.61)</td>
<td>-</td>
</tr>
<tr>
<td>Domestic Air Post Letters Received and Mailed (000)</td>
<td></td>
<td>10,910 (16.96)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(Code DAPL205)</td>
<td></td>
<td>11,180 (17.27)</td>
<td>-0.07230 (2.54)</td>
<td>-</td>
<td>58.55 (1.22)</td>
<td>-49.08 (1.08)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Number of Checks Presented for Clearance (000,000)</td>
<td></td>
<td>1,119 (4.66)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(Code NCPFE208)</td>
<td></td>
<td>1,051 (6.92)</td>
<td>-</td>
<td>-</td>
<td>.1752 (6.12)</td>
<td>40.87 (3.74)</td>
<td>-18.58 (2.82)</td>
<td>-</td>
</tr>
<tr>
<td>Percent of Business Patente Licenses - Less Than 500 VN$ (000)</td>
<td></td>
<td>76.93 (17.31)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(Code PBPIL209)</td>
<td></td>
<td>75.49 (28.93)</td>
<td>-</td>
<td>-</td>
<td>.003592 (7.31)</td>
<td>-0.06379 (3.40)</td>
<td>.03751 (3.32)</td>
<td>-</td>
</tr>
<tr>
<td>Percent of Business Patente Licenses for 500-2,999 VN$ (000)</td>
<td></td>
<td>18.86 (6.14)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(Code PBPIL210)</td>
<td></td>
<td>19.06 (11.97)</td>
<td>-</td>
<td>-</td>
<td>.00234 (8.48)</td>
<td>.04596 (4.01)</td>
<td>-0.02509 (3.45)</td>
<td>-</td>
</tr>
<tr>
<td>Percent of Business Patente Licenses for Public Works Contractors (000)</td>
<td></td>
<td>2.871 (1.63)</td>
<td>-</td>
<td>-</td>
<td>.0002727 (4.05)</td>
<td>.02119 (1.87)</td>
<td>-0.02485 (2.34)</td>
<td>-</td>
</tr>
<tr>
<td>(Code PBPIL211)</td>
<td></td>
<td>5.415 (3.54)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Number of Commercial Establishments (10,000)</td>
<td></td>
<td>66,830 (13.75)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(Code NCONE212)</td>
<td></td>
<td>64,620 (11.87)</td>
<td>-.01660 (.28)</td>
<td>-.05567 (.74)</td>
<td>1.475 (.72)</td>
<td>185.7 (.41)</td>
<td>95.04 (.27)</td>
<td>-</td>
</tr>
<tr>
<td>Per Capita Electric Energy Consumption (000 KWH)</td>
<td></td>
<td>25.12 (7.23)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(Code PCEEC213)</td>
<td></td>
<td>17.93 (7.58)</td>
<td>.04376 (1.77)</td>
<td>-</td>
<td>.002261 (5.42)</td>
<td>.1637 (1.26)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Source:** Dependent and independent variables data as provided in the study have been processed utilizing Leasco Respol computer system.

\(^a\)The regression coefficient is reported for each variable in the regression model.

\(^b\)The T-Ratio is reported for each variable in the regression model.

\(^c\)The results of the "best fit" regression model is reported. Independent variables not included in the model are in Variables have been coded for ease in computer application.
TABLE 21
DEVELOPMENT OF THE INFRASTRUCTURE SUPPORTING MARKETING OPERATIONS

<table>
<thead>
<tr>
<th>Government Sanctions (Code 319)</th>
<th>Cumulative Political Violence Events Index (Code ACPYIN)</th>
<th>R²</th>
<th>R² Bar</th>
<th>F-Ratio</th>
<th>T-Ratio 95% Confidence</th>
<th>F-Ratio 95% Confidence</th>
<th>RHO</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>.00107 (.2.86)</td>
<td>.3385</td>
<td>.3385</td>
<td>8.188</td>
<td>1.746</td>
<td>4.490</td>
<td>.590</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>.09420 (.2.16)</td>
<td>.6951</td>
<td>.6544</td>
<td>10.638</td>
<td>1.761</td>
<td>3.340</td>
<td>.119</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-3.524 (.3.41)</td>
<td>.4202</td>
<td>.4202</td>
<td>11.595</td>
<td>1.746</td>
<td>4.490</td>
<td>.551</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>.7270</td>
<td>.7099</td>
<td>19.970</td>
<td>1.753</td>
<td>3.680</td>
<td>-.046</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>.001722 (.1.36)</td>
<td>.1041</td>
<td>.1041</td>
<td>1.859</td>
<td>1.746</td>
<td>4.490</td>
<td>.159</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-1.172 (.61)</td>
<td>.1538</td>
<td>.0410</td>
<td>.849</td>
<td>1.761</td>
<td>3.340</td>
<td>.107</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>.04182 (.2.41)</td>
<td>.2659</td>
<td>.2659</td>
<td>5.795</td>
<td>1.746</td>
<td>4.490</td>
<td>.161</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-49.08 (.1.08)</td>
<td>.3504</td>
<td>.2637</td>
<td>2.517</td>
<td>1.761</td>
<td>3.340</td>
<td>-.027</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-18.58 (.2.82)</td>
<td>.7513</td>
<td>.7181</td>
<td>14.096</td>
<td>1.761</td>
<td>3.340</td>
<td>-.117</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>.0003331 (.2.78)</td>
<td>.3250</td>
<td>.3250</td>
<td>7.703</td>
<td>1.746</td>
<td>4.490</td>
<td>.708</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>.0002299 (.2.77)</td>
<td>.7965</td>
<td>.7693</td>
<td>18.260</td>
<td>1.761</td>
<td>3.340</td>
<td>.074</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>.02509 (.3.64)</td>
<td>.3244</td>
<td>.3244</td>
<td>7.684</td>
<td>1.746</td>
<td>4.490</td>
<td>.812</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>- .0001219 (.2.55)</td>
<td>.8412</td>
<td>.8200</td>
<td>24.721</td>
<td>1.761</td>
<td>3.340</td>
<td>-.003</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>- .02485 (.2.94)</td>
<td>.2850</td>
<td>.2850</td>
<td>6.377</td>
<td>1.746</td>
<td>4.490</td>
<td>.467</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>- .03505 (.2.7)</td>
<td>.5413</td>
<td>.4801</td>
<td>5.506</td>
<td>1.761</td>
<td>3.340</td>
<td>.021</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>- .95.04 (.2.27)</td>
<td>.0044</td>
<td>.0044</td>
<td>.071</td>
<td>1.746</td>
<td>4.490</td>
<td>.681</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>- .0002935 (.3.40)</td>
<td>.6262</td>
<td>.2259</td>
<td>.160</td>
<td>1.782</td>
<td>3.110</td>
<td>.652</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>- .7218 (.12.108)</td>
<td>.4192</td>
<td>.4192</td>
<td>11.549</td>
<td>1.746</td>
<td>4.490</td>
<td>.554</td>
</tr>
</tbody>
</table>

|--------------------|-------------------------|----------------------------------------------|-------------------|--------------------------------------------|--------------------------|----------------------------------|---------------------------------|
| Domestic Air Passenger/Kilometers (000 KM) | 255.900^a  
(4.90) | -  
(000 KM) | 337.000  
(8.80) | 2.298  
(1.69) | -  
(000 KM) | -  
(000 KM) | -  
(000 KM) |
| Circulation of Daily Newspapers (000) | 1,048  
(9.47) | -  
(000) | 1,052  
(17.29) | -  
(000) | 0.4256  
(4.17) | 11.18  
(5.03) | -  
(000) |
| Average Weekly Radio Broadcast Hours | 72.82  
(12.33) | -  
(000) | 66.64  
(11.23) | 0.02732  
(.75) | 0.00098159  
(.20) | 0.001804  
(.90) | 0.04499  
(1.25) |
| General Index of Industrial Production | 163.1  
(10.41) | -  
(000) | 135.0  
(10.11) | 1.102  
(1.55) | -  
(000) | 0.05457  
(2.43) | -  
(000) |

**SOURCE:** Dependent and independent variable data as provided in the study have been processed utilizing Leasci computer system.

^aThe regression coefficient is reported for each variable in the regression model.

^bThe T-Ratio is reported for each variable in the regression model.

^The results of the "best-fit" regression model is reported. Independent variables not included in the model.

^Variables have been coded for ease in computer application.
TABLE 22

62-1972 DEVELOPMENT OF THE INFRASTRUCTURE SUPPORTING MARKETING OPERATIONS

<table>
<thead>
<tr>
<th>Protest (Code SS06)</th>
<th>Government Sanctions (Code SS19)</th>
<th>Cumulative Political Violence Events Index (Code SACPVIND)</th>
<th>R²</th>
<th>R² Bar</th>
<th>F-Ratio</th>
<th>T-Ratio 95% Confidence</th>
<th>F-Ratio 95% Confidence</th>
<th>RHO</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>1.025 (.85)</td>
<td>.0750</td>
<td>.0750</td>
<td>.750</td>
<td>1.853</td>
<td>5.120</td>
<td>.650</td>
<td>.671</td>
</tr>
<tr>
<td>-</td>
<td>-.002619 (2.00)</td>
<td>-</td>
<td>.3724</td>
<td>.3026</td>
<td>2.373</td>
<td>1.860</td>
<td>4.460</td>
<td>.397</td>
<td>1.249</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.002229 (.80)</td>
<td>.0666</td>
<td>.0666</td>
<td>.642</td>
<td>1.833</td>
<td>5.120</td>
<td>.431</td>
<td>1.169</td>
</tr>
<tr>
<td>11.18 (5.03)</td>
<td>-7.397 (3.47)</td>
<td>-</td>
<td>.7806</td>
<td>.7257</td>
<td>8.300</td>
<td>1.895</td>
<td>4.350</td>
<td>.082</td>
<td>2.268</td>
</tr>
<tr>
<td>0.04499 (1.23)</td>
<td>-0.3011 (.98)</td>
<td>-</td>
<td>.0792</td>
<td>.0792</td>
<td>.774</td>
<td>1.833</td>
<td>5.120</td>
<td>.559</td>
<td>.852</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.0001306 (.88)</td>
<td>.4829</td>
<td>.1381</td>
<td>.934</td>
<td>2.015</td>
<td>5.050</td>
<td>.307</td>
<td>1.405</td>
</tr>
<tr>
<td>1.116</td>
<td>-1.116 (1.06)</td>
<td>-</td>
<td>.1103</td>
<td>.1103</td>
<td>1.116</td>
<td>1.833</td>
<td>5.120</td>
<td>.616</td>
<td>.725</td>
</tr>
<tr>
<td>1.116</td>
<td>-1.116 (1.06)</td>
<td>-</td>
<td>.4270</td>
<td>.3633</td>
<td>2.981</td>
<td>1.860</td>
<td>4.460</td>
<td>.447</td>
<td>1.112</td>
</tr>
</tbody>
</table>

Accessed utilizing Leasco Response, Inc., Regression Statistics (LEASTAT) software computer package in an IBM-360

Included in the model are indicated by
level only in the case of number of motor vehicles in use and railway passenger/kilometers. This explanatory indicator was significant at the 80 percent confidence level in the model using domestic air passenger/kilometers and at the 90 percent confidence level in the model using coastwise shipping in commercial ports. The over-all correlation was very significant in the number of motor vehicles in use and railway passenger/kilometers models. Also, the $R^2$ Bar values for these models were .3385 and .4202 respectively. The over-all correlation in the domestic air passenger/kilometers and coastwise shipping in commercial ports models was insignificant. Likewise, the $R^2$ Bar values reported for these models were low at .0750 and .1041 respectively compared with the values reported for the other two models in this group. There was positive autocorrelation in all of this group of models except the coastwise shipping in commercial ports model which was in the inconclusive range.

The second group of models in this series used the same dependent variables and the five individual basic political violence indicators were the independent variables.\footnote{Ibid.} The intercepts in this group of models were all positive and very significant. The level of significance on the intercept ranged from a low T-ratio of 7.42 for coastwise shipping in commercial ports to a high T-ratio of 15.29 for railway passenger/kilometers. The significant individual political violence explanatory variables were not the same in each
model in this group. Riots was a significant explanatory variable only in the railway passenger/kilometer model. The deaths from political violence variable was also significant only in this model. However, it was marginally significant in the domestic air passenger/kilometer and coastwise shipping in commercial ports models. Armed attacks and protest demonstrations were significant only in the number of motor vehicles in use model. Government sanctions were significant in number of motor vehicles in use and domestic air passenger/kilometers models. There was no discernible pattern to the significant predictor variables in this group of models. However, the significance of the over-all correlation in these models was similar to that reported for the models which used the annual cumulative political violence events index as the independent variable. The over-all correlation was very significant in the number of motor vehicles in use and railway passenger/kilometers models as indicated by an F-ratio of 10.638 and 19.970 reported respectively for these models. There were also significant $R^2$ Bar values of .6544 and .7099 respectively for these two models. This means that 65.44 percent of the deviation in the number of motor vehicles in use was explained by armed attacks, protest demonstrations and government sanctions. Also, 70.99 percent of the deviations in railway passenger/kilometers was explained by riots and deaths from political violence. The F-ratios for the models using domestic air passenger/kilometers and coastwise shipping in commercial ports as the
dependent variable were insignificant. Also, the respective $R^2$ Bar values for these models were .3026 and .0410 respectively. Positive autocorrelation was in the inconclusive range for the number of motor vehicles in use and domestic air passenger/kilometers models and there was no autocorrelation in the remaining two models.

The next series of models employed the number of motor vehicles in use, railway passenger/kilometers and coastwise shipping in commercial ports as the dependent variable. Dummy variables represented alternately the annual cumulative political violence events index and the individual five basic political violence variables as the independent variable. Also, dummy intercept variables were used to separate the data into the three political violence time periods. The first group of models in this series used the above indicated dependent variables and utilized the annual cumulative political violence events index as the explanatory variable.

In this first group of models the intercepts were positive but they were significant in only the "pre-insurgency" and "insurgency" time periods. The annual cumulative political violence events index was significant in only the railway passenger/kilometers model during the "insurgency" period. However, the over-all correlation was significant

---

72See Table 23. Note that domestic air passenger/kilometers was not included in this series as a dependent variable. Data for this variable were available only for the years 1962 through 1972, which was considered to be an insufficient number of data points for employment in multiple regression models which employ dummy variables.
### Table 23: The Impact of Political Violence on the Annual Development of Drowning and Smuggling

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>Institutional Effects (Shift Parameters)*</th>
<th>Structural Changes (Slope Changes)f</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intercept (Reg. Conf.) (T-Ratio)</td>
<td>Riots (Code 501)</td>
</tr>
<tr>
<td>Number of Motor Vehicles in the U.S. (000)</td>
<td>83.98</td>
<td>89.2</td>
</tr>
<tr>
<td>(Code NOS)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Railway Passenger Kilometers (000)</td>
<td>446,600</td>
<td>494,900</td>
</tr>
<tr>
<td>(Code RAPAR20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Domestic Air Post Letters Received and Mailed (000)</td>
<td>58,090</td>
<td>59,610</td>
</tr>
<tr>
<td>(Code RAPAR20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Checks Presented for Clearance (000,000)</td>
<td>678.4</td>
<td>1,565</td>
</tr>
<tr>
<td>(Code PCF20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent of Business Patents Licenses - Less Than 500,000 (000)</td>
<td>81.65</td>
<td>85.50</td>
</tr>
<tr>
<td>(Code PBFL720)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent of Business Patents Licenses for 500-2,000,000 (000)</td>
<td>16.07</td>
<td>31.20</td>
</tr>
<tr>
<td>(Code PBFL20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent of Business Patents Licenses for Public Works Contractors (000)</td>
<td>-</td>
<td>15.81</td>
</tr>
<tr>
<td>(Code PBFL20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Source: Dependent and independent variables data as provided in the study have been processed utilizing Lesco Response, Inc., Regression Statistics (LEASTSTAT) software.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*The regression coefficient is reported for each variable in the regression model.

**The T-ratio is reported for each variable in the regression model.

The results of the "best fit" regression model is reported. Independent variables not included in the model are indicated by .

The variables have been coded for ease in computer application.

Intercept dummy variables have been generated to detect shift parameters between the three time periods of the study.

Slope dummy variables have been generated to detect slope changes between the three time periods of the study.
TABLE 23


tectural Changes (Slope Changes)

<table>
<thead>
<tr>
<th>Week</th>
<th>P. mat Demonstrations (Code 006)</th>
<th>Government Sanctions (Code 519)</th>
<th>Cumulative Political Violence Events Index (Code CPVIND)</th>
<th>g^2</th>
<th>g^2 Bar</th>
<th>F-Ratio</th>
<th>T-Ratio</th>
<th>R2</th>
<th>Confidence</th>
<th>F-Ratio</th>
<th>R2</th>
<th>Confidence</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>2</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>3</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>4</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>5</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>6</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>7</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>8</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>9</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>10</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>11</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>12</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>13</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>14</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>15</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>16</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>17</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>18</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>19</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>20</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>21</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
<tr>
<td>22</td>
<td>0.02139 (1.05)</td>
<td>0.02139 (1.05)</td>
<td>0.0000355 (1.13)</td>
<td>.1312</td>
<td>.0179</td>
<td>6.183</td>
<td>1.771</td>
<td>3.180</td>
<td>.616</td>
<td>3.180</td>
<td>.616</td>
<td>.955</td>
<td>.798</td>
</tr>
</tbody>
</table>

Regression Statistics (LEASTAT) software computer package in an IBM-360 computer system.
in all of the models in this group except coastwise shipping in commercial ports. All of the $R^2$ Bar values for the models in this group were low except railway passenger/kilometers for which the $R^2$ Bar was .8544. There was positive autocorrelation in the number of motor vehicles in use model and the remaining two models were in the indeterminate range. The intercept dummy variables accounted for most of the significance in this first group of models and indicated that there were shift parameters which had become institutionalized in the dependent data during the "pre-insurgency" and "insurgency" political violence time periods.

The second group of models in this series utilized the same dependent variables as the first group. The independent variables in this group were dummy variables which represented the five individual basic political violence variables. Dummy intercept variables were used to separate the data into the three political violence time periods.\(^73\) The intercepts reported for this group of models were positive but they were insignificant in all three time periods. In the number of motor vehicles in use model the significant intercepts were in the "pre-insurgency" and "limited war" periods. In the remaining two models in this series the significant intercepts were in the "pre-insurgency" and "insurgency" time periods. The significant explanatory variables in the respective models were: riots, "insurgency" period for railway passenger/kilometers, and riots, "pre-insurgency" period

\(^73\)See Table 23.
for coastwise shipping in commercial ports; deaths from political violence, "insurgency" period for railway passenger/kilometers; and government sanctions, "limited war" period for number of motor vehicles in use and "insurgency" period for coastwise shipping in commercial ports. It should be noted that the significant explanatory variables in the models which employed the intercept and slope.dummies were different from the significant explanatory variables reported in the ordinary least squares models. Also, the level of significance changed in most cases and was isolated to one specific political violence time period. These structural changes in the explanatory variables were channeled to the time period in which they had the greatest potency. As cited before, the intercept dummy variables accounted for most of the significance in this group of models, indicating institutionalization of the independent data occurred during the respective time periods.

The over-all correlation in this group of models improved to a very significant level. In some cases the $R^2$ Bar values fell or increased over their corresponding ordinary least squares models. Autocorrelation conditions were in the inconclusive range for railway passenger/kilometers and coastwise shipping in commercial ports.

A series of lag structures were developed and computed for number of motor vehicles in use, railway passenger/kilometers and coastwise shipping in commercial ports as the dependent variable. The independent variable in these
structures was alternately the annual cumulative political violence events index and the individual political violence indicator which enjoyed the highest T-ratio in the corresponding ordinary least squares regression model. The first lag structure utilized number of motor vehicles in use as the dependent variable and the annual cumulative political violence events index as the independent variable. It was found that a three degree polynomial with a five year lagged period produced the "best fit" structure for this relationship. There was minimal effect in the first year, no effect in the second through the fourth years and a significant effect in the fifth year. This pattern of effect was altered only slightly when armed attacks was used as the independent variable in the next iteration of the model. A fourth polynomial with a five year lagged period produced the "best fit" structure. However, the effect was similar to the first model in that there was no significant effect until the fifth year. The impact of changes in political violence was not reflected in the number of motor vehicles in use until the fifth year.

A lag structure which used the railway passenger/kilometers as the dependent variable and the annual cumulative political violence events index as the independent variable was constructed. A fourth degree polynomial with a five

---

74 See Figure 12(a).
75 See Figure 12(b).
76 See Figure 13(a).
Fig. 12. Lag structures of number of motor vehicles in use.
Fig. 13. Lag structures of railway passenger/kilometers.
year lagged period produced the "best fit" structure. There was a slight effect in the first year, no effect in the second year, a slight negative effect in the third year, no effect in the fourth year and a significant effect in the fifth year. In the next iteration of this lag structure, the independent variable was deaths from political violence. The "best fit" lag structure in this case was a fourth degree polynomial with a five year lagged period. The results of this structure were almost identical with those of the first model. The impact of political violence was reflected in the railway passenger/kilometers in the fifth year.

In the last set of lag structures in this series, the dependent variable in the first structure was coastwise shipping in commercial ports and the independent variable was the annual cumulative political violence events index. The "best fit" model for this structure was a fourth degree polynomial with a five year lagged period. There was a significant lag effect in the first year which decreased to no effect in the second year and to a negative effect during the third and fourth years. There was significant lag effect in the fifth year. In the next iteration of this model, the independent variable was deaths from political violence. The lag effects were similar to the first model except that they were less significant in the fifth year.

77 See Figure 13(b).
78 See Figure 14(a).
79 See Figure 14(b).
Fig. 14. Lag structures of coastwise shipping in commercial ports.
The impact of political violence was reflected in coastwise shipping in commercial ports during the first and fifth years.

Communications

Communications were important to the development of an economy. They were particularly important in the support which they provided for marketing operations. Communications were the essential voice of marketing operations. Domestic air post letters received and mailed, circulation of daily newspapers and average weekly radio broadcast hours as indicators of communications systems were structured into a series of multiple regression models as the dependent variable. The independent variable in this series of models were alternately the annual cumulative political violence events index and the five individual basic political violence indicators.

The first group of models in this series used domestic air post letters received and mailed, circulation of daily newspapers and average weekly radio broadcast hours as the dependent variable and the annual cumulative political violence events index as the explanatory variable. The intercepts in all three models were positive and very significant. However, the annual cumulative political violence events index was significant at the 95 percent confidence level in only the domestic air post letters received.

See Tables 21 and 22.
and mailed model. This explanatory variable was significant in the circulation of daily newspapers and average weekly radio broadcast hours models at the 75 percent confidence level. The domestic air post letters received and mailed model had an over-all significant level of correlation. The over-all correlation in the remaining two models was insignificant. The test for autocorrelation for the circulation of daily newspapers model was in the inconclusive range. There was positive autocorrelation in the average weekly radio broadcast hours model.

The second group of models in this series used the same group of dependent variables and employed the five individual basic political violence indicators as independent variables. As in the first group of models, the intercepts were all positive and very significant. However, the significant explanatory variables differed widely among the models in this group. Deaths from political violence was the significant explanatory variable in the domestic air post letters received and mailed model. The circulation of daily newspapers had three significant explanatory variables: armed attacks, protest demonstrations and government sanctions. The over-all correlation in the domestic air post letters received and mailed and average weekly radio broadcast hours models was insignificant. The over-all correlation in the circulation of daily newspapers model was very significant. Also, the $R^2$ Bar in this model was .7257.

81Ibid.
indicating that the independent political violence variables in this model explained 72.57 percent of the deviation in the dependent variable. The test for autocorrelation in the average weekly radio broadcast hours model was in the inconclusive range.

The next series of models utilized slope and intercept dummy variables to test for institutional effects and structural changes. Only the domestic air post letters received and mailed were included in this series as the dependent variable. The independent variable in the series was alternately the annual cumulative political violence events index and the individual five basic political violence indicators. The first model was constructed using the dependent variable from the series and dummy variables which represented the annual cumulative political violence events index as the independent variable. Also, dummy intercept variables were used to separate the three political violence time periods. The intercept was positive and very significant in the "pre-insurgency" and "limited war" periods. The explanatory variable was significant only during the "insurgency" period. This indicated that parameter shifts had become institutionalized in the data during these time periods. Likewise, slope changes among the political

---

82 See Table 23. Also, data for circulation of daily newspapers and average weekly broadcast hours were available only for 1962 through 1972, covering only one political violence time period and part of a second period. Additionally, there were too few data points to effectively use the variables in models which employ slope and intercept dummy variables.
violence time periods had channeled the explanatory variable to its most significant political violence time period.

The second model in this series retained the series dependent variable, and the model was constructed using dummy variables which represented the individual five basic political violence indicators as the independent variable. Dummy intercept variables were also used in the model to separate the three political violence time periods. The intercept in this model was positive and highly significant during all three political violence time periods. The significant political violence explanatory variables were protest demonstrations, "insurgency" period and government sanctions, "limited war" period. It should be recalled that only the deaths from political violence variable was significant in the ordinary least squares model. The over-all correlation in the model was highly significant as indicated by an F-ratio of 47.539. The $R^2$ Bar for this model was .9474 which indicated that the independent variables explained 94.74 percent of the deviation in the dependent variable. The test for autocorrelation in this model was in the inconclusive range. As in the previous model, slope changes had resulted in structural shifts of the explanatory variables when the time periods were separated.

Two lag structures were constructed using domestic air post letters received and mailed as the dependent variable and alternately the annual cumulative political violence events index and deaths from political violence as the
independent variable. The first lag structure, which used the annual cumulative political violence events index as the independent variable, was based on a fourth degree polynomial with a five year lagged period. There was a slight lag effect in the first year, no effect in the second year, very little negative lag effect in the third year, no effect in the fourth year and significant lag effect in the fifth year. The next iteration of the structure which used deaths from political violence as the independent variable was based on the same structure and resulted in similar effects with less severe swings in the normalized lag coefficients. The significant effect of both indicators of political violence was reflected in domestic air post letters received and mailed in the fifth year.

Banking System

A national banking system was essential to economic growth and development. The banking system was vital to the support of marketing operations. The number of checks presented for clearance was the barometer of national banking activity. This barometer was the dependent variable in the series of regression models which considered the impact of political violence on the development of the banking system. The independent explanatory variable in this series was alternately the annual cumulative political violence events

---

83 See Figure 15(a).
84 See Figure 15(b).
Fig. 15. Lag structures of domestic air post letters received and mailed.
index and the individual five basic political violence indicators. In this series, the first model which employed the series dependent variable and the annual cumulative political index variable had a positive and significant intercept. Also, the annual cumulative political violence events index was significant. The over-all correlation in the model was also significant as indicated by an F-ratio of 1.570. The $R^2$ Bar of the model was .2911. However, there was positive autocorrelation in the model. The series dependent variable was used in the next model along with the individual five basic political violence indicators as the explanatory variables. The intercept in this model was positive and very significant. The significant explanatory variables were armed attacks, protest demonstrations and government sanctions. The over-all model correlation was very significant as indicated by an F-ratio of 14.096. The $R^2$ for this model was .7181, indicating that 71.81 percent of the deviation in the dependent variable was explained by the independent political violence indicators.

Next, a series of models was constructed utilizing slope and intercept dummy variables to separate the data into the three political violence time periods. The first model in this series used the number of checks presented for clearance as the dependent variable and dummy variables which represented the annual cumulative political violence events index and the individual five basic political violence indicators as the independent variables. These dummy variables were
used alternately in the models. Also, dummy variables were created for the intercepts in the models. The first model in this series used the series dependent variable and the annual cumulative political violence events index as the explanatory variable. The intercepts were positive but significant in only the "pre-insurgency" and "limited war" periods. The explanatory variable was insignificant in any of the political violence time periods. However, the overall model was significant. The $R^2$ Bar of the model was .3025. The test for autocorrelation in this model was in the inconclusive range. The insignificance in one time period may have been an indication that the data exhibited strong institutional effects in the two significant political violence time periods. Obviously, the effects were magnified during the two significant time periods.

The second model in this series was constituted using the series dependent variable and the individual five basic political violence variables as the independent variables. Also, dummy variables were used for the intercepts. As in the first model, the intercepts were positive but significant in only the "pre-insurgency" and "limited war" periods. The significant individual political violence variables were protest demonstrations in the "limited war" period and government sanctions during the "limited war" period. The overall correlation in the model was significant as indicated by an

---

85 See Table 23.
86 Ibid.
F-ratio of 13.141. The $R^2$ Bar of the model was .6915 which indicated that the political violence variables explained 69.15 percent of the deviation in the dependent variable. There was autocorrelation in the model. It should be noted that armed attacks, which was an explanatory variable in the ordinary least squares model, was insignificant in this model. These structural changes in the explanatory variables resulted from channel effects which caused the most potent explanatory variables to be retained in the model.

As an exception, which was largely due to the unusual availability of reported quarterly data for number of checks presented for clearance, a series of models was constructed using this indicator as the dependent variable. The corresponding quarterly cumulative political violence events index and the quarterly five basic indicators of political violence were alternately used as the explanatory variable in this series.\(^{87}\) A major purpose for introducing the quarterly data was to determine if the significance of the association between the quarterly dependent indicator of banking operations and quarterly indicators of political violence improved in strength over the annual data models. The first model constructed used the series dependent variable and the quarterly cumulative political violence events index as the independent variable. The intercept in this model was much higher and more significant than in the annual model. Also, the T-ratio on the independent variable increased from 2.56 in the annual

\(^{87}\)See Table 24.
## Table 24

The Impact of Political Violence on the Quarterly Development of Selected Infrastructure

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Independent Variable(s)</th>
<th>Intercept (Regression Coefficient) (T-Ratio)</th>
<th>Riots (Code 501A)</th>
<th>Deaths from Political Violence (Code 502A)</th>
<th>Armed Attacks (Code 504A)</th>
<th>Protest Demonstrations (Code 506A)</th>
<th>Govt Sanctions (Code 508A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Checks Presented for Clearance (000,000)</td>
<td>109,700&lt;sup&gt;a&lt;/sup&gt; (10.26)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Per Capita Electric Energy Consumption (000 KWH)</td>
<td>119.2 (11.18)</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Quarterly Rubber Production (000 Metric Tons)</td>
<td>15.84 (21.35)</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

**Source:** Dependent and independent variables data as provided in the study have been processed utilizing L- computer system.

<sup>a</sup>The regression coefficient is reported for each variable in the regression model.

<sup>b</sup>The T-Ratio is reported for each variable in the regression model.

<sup>c</sup>The results of the "best fit" regression model are reported. Independent variables not included in the model.

<sup>d</sup>Variables have been coded for ease in computer application.
### TABLE 24

SELECTED INFRASTRUCTURE SYSTEMS AND THE PRODUCTION OF A KEY AGRICULTURAL COMMODITY

<table>
<thead>
<tr>
<th>Protest Strategies de S06A</th>
<th>Government Sanctions (Code S19A)</th>
<th>Cumulative Political Violence Events Index (Code QCPVINDQA)</th>
<th>R²</th>
<th>R² Bar</th>
<th>F-Ratio</th>
<th>T-Ratio 95% Confidence</th>
<th>F-Ratio 95% Confidence</th>
<th>RHO</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>5.134 (3.44)</td>
<td>.1445</td>
<td>.1443</td>
<td>11.804</td>
<td>1.671</td>
<td>3.987</td>
<td>.872</td>
<td>.288</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.2092 (4.30)</td>
<td>.4245</td>
<td>.4078</td>
<td>16.721</td>
<td>1.671</td>
<td>2.749</td>
<td>.650</td>
<td>.705</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.2092 (4.30)</td>
<td>.4245</td>
<td>.4078</td>
<td>16.721</td>
<td>1.671</td>
<td>2.749</td>
<td>.650</td>
<td>.705</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.2092 (4.30)</td>
<td>.4245</td>
<td>.4078</td>
<td>16.721</td>
<td>1.671</td>
<td>2.749</td>
<td>.650</td>
<td>.705</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.2092 (4.30)</td>
<td>.4245</td>
<td>.4078</td>
<td>16.721</td>
<td>1.671</td>
<td>2.749</td>
<td>.650</td>
<td>.705</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.2092 (4.30)</td>
<td>.4245</td>
<td>.4078</td>
<td>16.721</td>
<td>1.671</td>
<td>2.749</td>
<td>.650</td>
<td>.705</td>
</tr>
</tbody>
</table>

*Estimated utilizing Leasco Response, Inc., Regression Statistics (LESTAT) software computer package in an IBM-360.*

*Included in the model are indicated by *.  
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model to 3.44 in the quarterly model. Also, the over-all significance of the correlation in the model improved from an F-ratio of 6.570 in the annual model to 11.804 in the quarterly model. There was also positive autocorrelation in the quarterly model as was the case in the annual model.

The second model in this series used the series dependent variable and the individual five basic political violence variables as independent variables. The slope in this model was also positive and very significant. The significant explanatory variables were riots and armed attacks. The deaths from political violence variable was marginally significant. Note that armed attacks, protest demonstrations and government sanctions were the significant explanatory variables in the corresponding annual data model. The over-all correlation in this model was very significant as indicated by an F-ratio of 16.721. The test for autocorrelation in this model was in the inconclusive range.

The last series of models, which was constructed to evaluate the impact of political violence on banking operations, used slope and intercept dummy variables to separate the data in the three political violence time periods. The dependent variable in this series was the number of checks presented for clearance. The independent variable was alternately dummy variables used to represent the quarterly cumulative political violence events index or and the individual five basic political violence indicators. Also,

88 See Table 24.
dummy intercept variables were used in the model. The first model in the series used the series dependent variable and the quarterly cumulative political violence events index as the independent variable. All the intercepts in this model were positive and significant. The intercept T-ratio in the "limited war" time period was very significant. However, as in the annual model which utilized dummy variables, the independent variable was insignificant. The over-all model was highly significant as indicated by an F-ratio of 23.804. There was autocorrelation in this model. Again, this structural shift in the significant explanatory variables indicated that the potency of the variable had changed due to separation of the political violence time periods, among other things.

The last model in this series was constructed using the series dependent variable and the individual five basic political violence variables as independent variables. Also, dummy intercept variables were used in the model. The intercepts in this model were all positive in each time period and highly significant. The significant individual political violence variables were: riots, "limited war" period; deaths from political violence, "limited war" period; and armed attacks, "limited war" period. It should be noted that these explanatory variables were different from the ones found in the corresponding annual data dummy variable model. The test for autocorrelation in this model was in the inconclusive

---

89 See Table 25.
<table>
<thead>
<tr>
<th>Table 25</th>
<th>The Impact of Political Violence on Quarterly Development of Selected Infrastructure Institutions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent Variables</strong></td>
<td><strong>Institutional Effects (Shift Parameter)(^a)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Checks Presented for Clearance (100,000)</td>
<td></td>
</tr>
<tr>
<td>11.13(^b)</td>
<td>8.14(^b)</td>
</tr>
<tr>
<td>7.51(^b)</td>
<td>5.33(\ast)</td>
</tr>
<tr>
<td>(Code 02808288010082)</td>
<td></td>
</tr>
<tr>
<td>Net Capital Electric Energy Consumption (100,000)</td>
<td></td>
</tr>
<tr>
<td>56.16</td>
<td>56.77</td>
</tr>
<tr>
<td>(1.32)</td>
<td>(1.32)</td>
</tr>
<tr>
<td>(Code 02872010010010)</td>
<td></td>
</tr>
<tr>
<td>Quarterly Rubber Production (100 Metric Tons)</td>
<td></td>
</tr>
<tr>
<td>21.78</td>
<td>10.32</td>
</tr>
<tr>
<td>(11.14)</td>
<td>(8.14)</td>
</tr>
<tr>
<td>(Code 02808288020)</td>
<td></td>
</tr>
<tr>
<td>Intercept dummy variables have been generated to detect shift parameters between the three time periods of the study.</td>
<td></td>
</tr>
<tr>
<td>Source: Dependent and independent variables data as provided in the study have been processed utilizing Leesco Response, Inc., (\text{Regression Coefficients (T-Ratios)}) software computer package in an IBM-360.</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)The regression coefficient is reported for each variable in the regression model.  
\(^b\)The T-Ratio is reported for each variable in the regression model.  
\(^c\)The results of the "best fit" regression model is reported. Independent variables not included in the model are indicated by \(\ast\).  
\(^d\)Variables have been coded for ease in computer application.  
\(^e\)Intercept dummy variables have been generated to detect shift parameters between the three time periods of the study.  
\(^f\)Slope dummy variables have been generated to detect slope changes between the three time periods of the study.
### Table 15

<table>
<thead>
<tr>
<th>Structural Changes (Slope Changes)</th>
<th>Present Demonstrations (Code 5C4A)</th>
<th>Government Sanctions (Code 5A4A)</th>
<th>Cumulative Political Violence Events Index (Code 5C4A)</th>
<th>n²</th>
<th>n² Bar</th>
<th>F-Ratio</th>
<th>F-Ratio 95% Confidence</th>
<th>F-Ratio 99% Confidence</th>
<th>NHO</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.49 (7.44)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.4266</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.021201</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The table above represents selected infrastructure systems and their production of a key agricultural commodity. The calculations and data entries are conducted using an IBM-310 computer system.
range. The over-all correlation in the model was highly significant as indicated by an F-ratio of 40.032. The $R^2$ Bar of the model was .7709 which indicated that the political violence variables had explained 77.09 percent of the deviation in the dependent variable.

Three lag structures were constructed to test the significance and duration of the effect of political violence on the number of checks presented for clearance. The first lag structure used the number of checks presented for clearance as the dependent variable and the annual cumulative political violence events index as the independent variable. The "best fit" structure was a fourth degree polynomial with a five year lagged period. There was a minor effect in the first year, no effect in the second year, minor negative effect in the third year, no effect in the fourth year and a significant effect in the fifth year. The second iteration of the lag structure used the same dependent variable and deaths from political violence was the independent variable. The "best fit" lag structure was the same as in the first model. There was no lagged effect until the fifth year, at which point it became very significant.

The final lag structure was based on quarterly data. The same dependent variable, number of checks presented for clearance, was used. The independent variable was armed

---

90 See Figure 16(a).
91 See Figure 16(b).
Fig. 16. Lag structures of annual number of checks presented for clearance.
attacks. The "best fit" structure was a fourth degree polynomial for a twenty quarters lagged period. The lag effect was mild but increased from the first through the fifteenth quarter, and then declined to a slight negative in the sixteenth quarter and continued this trend to a very significant negative at the close of the twentieth quarter.

**Marketing Middlemen**

Both the number of businesses and the volume of business conducted by marketing firms in South Vietnam were indicators of the development of this economic sector. The following four indicators of this development were structured into a series of multiple regression models as the dependent variable: percent of the business patente licenses--less than 500 VN$, percent of the business patente licenses for 500-2,999 VN$, percent of business patente licenses for public works contractors and number of commercial establishments. The first three dependent indicators measured the volume of business conducted while the last indicator measured the number of marketing firms. The explanatory variable was alternately the annual cumulative political violence events index and the individual five basic political violence indicators.\(^\text{93}\)

The first group of models in this series used the series dependent variables and the annual cumulative political

---

\(^{92}\text{See Figure 17.}\)

\(^{93}\text{See Table 21.}\)
Fig. 17. Lag structures of quarterly number of checks presented for clearance.
violence events index as the independent variable. The intercepts in all of the models were positive and significant, except in the percent of business patente licenses for public works contractors model. All of the explanatory variables were significant, except in the number of commercial establishments model. All of the models had significant over-all correlation, except in the number of commercial establishments model. All of the models had positive autocorrelation, except in the percent of business patente licenses for public works contractors which was in the inconclusive range.

The second group of models in this series also used the series dependent variables and the individual five basic political violence indicators as the independent variables. The intercepts in all models in this group were positive and very significant. The significant explanatory variables differed among models. Protest demonstrations and government sanctions were significant in three of the models. Armed attacks was significant in two models. Deaths from political violence was significant in only one model. The over-all correlation in three of the models was significant. The $R^2$ Bar values were also very high in three of the models. Autocorrelation conditions were reported in the number of commercial establishments model, and the test for autocorrelation was in the inconclusive range in the percent of

---

94 Ibid.
95 Ibid.
business patente licenses--less than 500 VN$ model and in the percent of business patente licenses for public works contractors model.

The next series of models was constructed using the same dependent variables from the previous series but using dummy variables to represent alternately the annual cumulative political violence events index and the individual five basic political violence indicators. Also, dummy intercept variables were used in this series. These models were generated to test the homogeneity of the slopes and intercepts to aid in determining if the data should have been separated into the three political violence time periods.

The first group of models used the series dependent variables and the annual cumulative political violence events index as the independent variable. Also, dummy intercept variables were used in the models. The reported intercepts were all positive but they were not significant in all three time periods. In the percent of business patente licenses for 500-2,999 VN$ model the intercept was not significant in the "insurgency" period. In the percent of business patente licenses for public works contractors model the intercept was significant only in the "limited war" period. The explanatory variable, the annual cumulative political violence events index, was not significant in any of the political violence time periods in any of the models. The potency of this explanatory variable was demonstrated in

96See Table 23.
three of the four models which did not employ slope and intercept dummy variables. Again, there was an indication that the intercepts in these models had taken up the significance and that there were strong shift parameters which had become institutionalized in the data. These shifts were further confirmed by the high T-ratios on the intercept dummy variables as compared with the ordinary least squares models. Two of the four models exhibited over-all correlation conditions which were significant. There were positive autocorrelation conditions in all of the models, except the number of commercial establishments model, which was in the inconclusive range.

The last group of models in this series used the series dependent variables and the individual five basic political violence indicators as the independent variables. Also, intercept dummy variables were used in the models. All the model intercepts were positive and significant except the percent of the business patente licenses for 500-2,999 VN$ model during the "insurgency" period and the percent of the business patente licenses for public works contractors model during the "pre-insurgency" periods. As in the previous group in this series, the significant explanatory variables in these models differed from those in the corresponding ordinary least squares models. The significant explanatory variables for the percent of the business patente licenses--less than 500 VN$ model were: armed attacks, "limited war"

\[97\] Ibid.
period; protest demonstrations, "limited war" period; and government sanctions, "limited war" period. The significant explanatory variable for the percent of the business patente licenses for 500-2,999 VN$ model was government sanctions in the "limited war" period. The significant independent variables for the percent of business patente licenses for public works contractors model were deaths from political violence and government sanction in the "limited war" period. There were no significant independent variables for the number of commercial establishments model. The over-all correlation in this group of models was very significant except in the number of commercial establishments model in which the over-all correlation was insignificant. The test for autocorrelation in all four models placed them in the indeterminate range. The intercepts in this group of models did not take up as much of the significance in the models as was apparent in the first group. The effects of political violence in the three time periods on marketing operation continued to be reflected in the change of significant explanatory variables between the dummy models and the OLS models.

A series of Almon lag structures were developed to measure the duration of the lagged periods and the significance of the lagged structures. The dependent variables of the previous series were the dependent variables in these structures. The dependent variables of the previous series were the dependent variables in these structures. The annual cumulative political violence events index and the
individual five basic political violence indicators were the independent variable.

The first model in this set of lag structures was constructed using the percent of business patente licenses—less than 500 VN$ as the dependent variable and the annual cumulative political violence events index as the independent variable. The "best fit" structure was a fourth degree polynomial with a five year lagged period. There was a slight lag effect in the first year, no lag effect in the second year, a significant negative lag effect in the third year, a slight negative lag effect in the fourth year and a significant lag effect in the fifth year. The second lag structure in this pair of structures employed the same dependent variable and armed attacks became the independent variable. The structure of the previous lag also produced the "best fit" for this lag structure. The effect in the first four years was insignificant and the full significant effect was contained in the fifth year. The impact of political violence was reflected in this indicator of small business activity after five years.

The next set of lag structures used the percent of business patente licenses for 500-2,999 VN$ as the dependent variable and alternately the annual cumulative political violence events index and armed attacks as the independent

98 See Figure 18(a).
99 See Figure 18(b).
Fig. 18. Lag structures of percent of business patente licenses--less than 500 VN$. 
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The "best fit" structure for both models was a fourth degree polynomial with a five year lagged period. In the first structure, which used the annual cumulative political violence events index and armed attacks as the independent variable, the effect was mild to insignificant in the first four years and there was a significant lag effect in the fifth year. In the second structure, which used armed attacks as the independent variable, there was no significant effect in the first four years and a strong significant effect in the fifth year. As in the previous set of lag structures, the impact of political violence was reflected in this indicator of medium volume business activity after five years.

The next set of lag structures used the percent of business patente licenses for public works contractors as the dependent variable and alternately the annual cumulative political violence events index and armed attacks as the independent variable. The "best fit" model, for the structure which used the annual cumulative political violence events index as the independent variable, was a fourth degree polynomial with a five year lagged period. There was a significant lag effect in this structure during the first year and then the effect declined to no significance in the fifth year. In the second lag structure in which armed attacks was the independent variable, the "best fit"

---

100 See Figure 19(a) and 19(b).
101 See Figure 20(a) and 20(b).
Fig. 19. Lag structures of percent of business patents licenses for 500-2,999 VN$. 
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(b) Dependent Variable: Percent of Business Patents Licenses for 500-2,999 VN$ (Code PBPLM210)  
Independent Variable: Annual Cumulative Political Violence Events Index (Code ACPVIND) 

Independent Variable: Armed Attacks (Code ARATK504)
Fig. 20. Lag structures of percent of business patents licenses for public works contractors.
structure was a fourth degree polynomial with a seven year lagged period. There was a significant effect in this structure during the first year. This effect declined to no effect by the third year and remained at that level until the sixth year in which there was a mild lag effect which increased to a significant level in the seventh year. The lagged impact of political violence on this indicator of government-sponsored business activity was partially reflected in the first year and had a long term effect which extended to the seventh year.

The final set of lag structures in this series used the number of commercial establishments as the dependent variable and the annual cumulative political violence events index and deaths from political violence alternately as the independent variable. The "best fit" structure for both lag models was a fourth degree polynomial with a five year lagged period. The lag effect was the same in both structures. There was a mildly significant effect in the first year, no effect in the second year, a mild negative effect in the third year, no effect in the fourth year and a significant effect in the fifth year. The impact of political violence on the number of commercial establishments was mildly reflected in the first and third years and there was a significant effect in the fifth year.

102 See Figure 21(a) and 21(b).
Fig. 21. Lag structures of number of commercial establishments.
Utilities

Utilities are a key infrastructure development indicator. Per capita electric energy consumption which was used in this study was particularly important to the development and growth of marketing and related activities. This indicator was structured into a series of multiple regression models as the dependent variable. In the first group of models in this series, the explanatory variable was alternately the annual cumulative political violence events index and the independent five basic political violence indicators. In the second group of models in this series, dummy variables were introduced which represented the independent variables. Also, dummy intercept variables were used to separate the data into the three political violence time periods. Per capita electric energy consumption was retained in this group of models as the dependent variable.

The first model in this group, which used annual per capita electric energy consumption as the dependent variable and the annual cumulative political violence events index as the explanatory variable, had a positive and very significant intercept. Also, the explanatory variable was very significant. The overall correlation in the model was very significant as indicated by an F-ratio of 11.549. The $R^2$ Bar for the model was .4192. Autocorrelation in the model was near the inconclusive range.

---

See Table 21.
The second model in this group, which was based on quarterly data, used the same dependent variable and the quarterly cumulative political violence events index as the explanatory variable. The intercept in this model was positive and higher and it was also very significant. The significant level of the quarterly cumulative political violence events index was higher in this model than the corresponding index was in the annual data model. The T-ratio increased from 3.40 in the annual data model to 4.30 in the quarterly data model. The over-all significance in this model improved over the annual model as indicated by an F-ratio of 18.523. The Durbin-Watson statistic indicated that there was positive autocorrelation in this model.

The third model in the second group of models used the series dependent variable based on annual data and the individual five basic political violence indicators. The intercept in this model was positive and very significant. The explanatory variables, which were significant at the 95 percent confidence level, were riots and armed attacks. Protest demonstrations was significant at the 85 percent confidence level. The correlation in the over-all model was very significant as indicated by an F-ratio of 12.108. The \( R^2 \) Bar of the model was .6847, which indicated that 68.47 percent of the deviation in the dependent variable was explained by the group of independent variables.

---

104 See Table 24.
105 See Table 21.
The fourth model in this group of models used the series dependent variable on a quarterly basis and the individual five basic political violence indicators as the explanatory variables. The intercept in this model was higher than in the annual model and was very significant. The explanatory variables in the model, which were significant at the 95 percent confidence level, were riots and armed attacks. These same explanatory variables were significant in the annual data model. Also, deaths from political violence was significant at the 90 percent confidence level. There was positive autocorrelation in this model.

The first model in the second group of models used the series dependent variable based on annual data and the annual cumulative political violence events index as the explanatory variable. Also, dummy intercept variables were used to separate the data into the three time periods. The intercepts were positive but were significant in only the "pre-insurgency" and "limited war" time periods. Likewise, the independent variable was significant in only the "insurgency" period. The over-all correlation in the model was very significant at an F-ratio of 17.194. The $R^2$ Bar of the model was .7495. Again, it appeared that much of the significance in the model was taken up by the intercepts indicating that significant shift parameters had become institutionalized in the data.

---

106 See Table 24.
107 See Table 23.
The second model in this second group of models used the series dependent variable based on quarterly data and the quarterly cumulative political violence events index as the explanatory variable.\textsuperscript{108} In this model all of the intercepts were positive and very significant. However, the explanatory variable was insignificant in any of the three time periods. The over-all correlation of the model was very significant as indicated by an F-ratio of 21.289. The $R^2$ Bar for the model was .6372. There was positive autocorrelation in the model. This was a case where there were structural changes which had reduced the potency of the explanatory variable over what it enjoyed in the corresponding ordinary least squares model.

The third model in this second group of models used the series dependent variable based on annual data and the individual five basic political violence indicators as the explanatory variables.\textsuperscript{109} The intercepts in this model were positive but they were significant in only the "pre-insurgency" and "limited war" periods. Also, there were no significant explanatory variables, at the 95 percent confidence level, in any of the three time periods. The armed attacks variable was significant at the 90 percent confidence level. The over-all correlation in the model was very significant at an F-ratio of 13.849. The $R^2$ Bar for the model was .4073. Also, there was positive autocorrelation in the model.

\textsuperscript{108}See Table 25.

\textsuperscript{109}See Table 23.
The fourth model in this group of models used the series dependent variable on a quarterly basis and the individual five basic political violence indicators as the explanatory variables. All three intercepts in this model were positive and very significant. The explanatory variable, which was significant at the 95 percent confidence level, was armed attacks in the "limited war" period. The riots variable was significant at the 90 percent confidence level during the "limited war" period. The over-all correlation in the model was highly significant as indicated by an F-ratio of 42.565. The $R^2$ Bar for the model was .7492. This model improved considerably in its strength of significance over the annual data model. However, there was also positive autocorrelation in this model.

The last two models in this second group reflected both structural changes, which resulted in variable shifting, and shift parameters, which were reflected in the institutionalization of the data during the political violence time periods. The shifting between models of the significant individual five basic political violence indicators was partially because of the shift parameters caused by separating the data into the three political violence time periods.

Three lag structures were developed for this infrastructure variable. The first two structures were based on annual data. The third structure was based on quarterly data. The per capita electric energy consumption was used as

---

110 See Table 25.
the dependent variable in all three structures. In the first structure the independent variable was the annual cumulative political violence events index. The "best fit" for this structure was a fourth degree polynomial with a five year lagged period. There was some lag effect during the first year, no effect in the second through the fourth year and a significant effect during the fifth year. The next structure used the same dependent variable and armed attacks was the independent variable. Also, the previous lag structures provided the "best fit." In this structure, there was no effect until the fifth year in which the effect was significant. The impact of political violence was reflected in per capita electric energy consumption in the first and fifth year.

The final lag structure used quarterly per capita electric energy consumption as the dependent variable and armed attacks which was the most potent explanatory variable from the ordinary least squares multiple regression model as the independent variable. The "best fit" lag structure was a third degree polynomial with a twenty quarter lagged period. There was a significant and increasing lag effect during the first five quarters, then the effect declined to a level effect which was significant until the fifteenth quarter, at which time the lag effect declined to a significant

---

111 See Figure 22(a).
112 See Figure 22(b).
113 See Figure 23.
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Fig. 22. Lag structures of per capita electric energy consumption.
Fig. 23. Lag structure of quarterly per capita electric energy consumption.
level from the sixteenth through the twentieth quarter. This more precise picture of the lag effect of political violence on per capita electric energy consumption indicated that the effect was reflected in the first through the fifteenth quarter.

Industrial Production

The last variable used in the examination of this minor research question is the general index of industrial production, which was a checking variable designed to measure the impact of political violence on the entire secondary economic sector. This economic sector by definition included some of the infrastructure and marketing support activities, such as utilities and transportation. Data for this variable was available only for the years 1962 through 1972. Two models were structured and computed, utilizing the general index of industrial production as the dependent variable and the annual cumulative political violence events index and the individual five basic political violence indicators alternately as the explanatory variable. In the first model, which used the annual cumulative political violence events index, the intercept was positive and very significant. However, the explanatory variable was significant at only the 85 percent confidence level. Also, the over-all correlation in the model was not significant and there was positive autocorrelation in the model. The second model, which used the same dependent variable and the individual five basic political violence indicators, had a positive intercept which was
very significant. The significant variable in this model at the 95 percent confidence level was armed attacks. The riots variable was significant at the 90 percent confidence level. Also, the over-all correlation in this model was insignificant and autocorrelation conditions were in the indeterminate range. The significance of the association between the general production index and political violence indicators was weaker than the significance of the association between many of the other infrastructure variables and the indicators of political violence.

Summary

The impact of political violence on infrastructure systems supporting marketing operations and middlemen in South Vietnam was not uniform among the dependent variables. The impact of political violence as viewed by this study appeared to aid in the development of some infrastructure systems and impeded others. Also, the impact of political violence on the infrastructure systems was not uniform throughout the three political violence time periods. The impact of political violence as measured by the cumulative political violence events indices was not equal on the infrastructure systems. Also, the impact of political violence as measured by the individual five basic political violence indicators was not the same for each infrastructure system. There was considerable deviation between the impact of political violence measured by the various indicators on
the different variables which represented a homogeneous group of infrastructure systems.

The impact of political violence on the number of marketing firms and their volume of business transactions was no less turbulent than that experienced by the infrastructure system.

In the group of indicators representing transportation systems, there was a very significant level of association between the number of motor vehicles in use, railway passenger/kilometers and the indicators of political violence. However, the significance of the association between domestic air passenger/kilometers, coastwise shipping in commercial ports and indicators of political violence was generally marginal. The individual five political violence indicators were stronger predictor variables than the cumulative political violence events indices. There was no pattern among the individual political violence explanatory variables with respect to the transportation systems variables which they endeavored to explain. The separation of the data through the use of slope and intercept dummy variables indicated that the strength of the impact of political violence on the different transportation systems was mixed by system and by time period. On balance, the greatest impact of political violence on transportation systems was in the "pre-insurgency" and "insurgency" periods. Lastly, the lagged effect of political violence appeared to generally be reflected in all transportation media in the fifth year except coastwise
shipping in commercial ports which was realized in the first and fifth years.

The group of communications media exhibited significant association between all of the media and the indicators of political violence. Also, in these models the independent political violence explanatory variables were not consistent among the models. The use of slope and intercept dummy variables in the multiple regression models indicated that the greatest impact of political violence on the development of communications media was reflected in the "pre-insurgency" and "limited war" periods. The lagged impact of political violence on domestic air post letters received and mailed was reflected in the fifth year. Lag structures were not computed for the other communication variables due to the short span of the data.

The significance of the association between the number of checks presented for clearance and the indicators of political violence was good in the annual model and improved in the quarterly model. The greatest impact of political violence was indicated on this variable in the "pre-insurgency" and "limited war" periods. The individual political violence variables were stronger explanatory variables than the annual or quarterly cumulative political violence events indices. The lag structure indicated that the impact of political violence was reflected in the number of checks presented for clearance after five years in the annual models.
and was reflected in the quarterly data model over the first fifteen quarters.

The volume of business conducted by commercial firms in South Vietnam was separated into categories of small, medium and public works contractor firms. Also, the number of commercial establishments was reported. The significance of the association between the volume of business conducted by all three categories of firms and political violence was strong. However, the significance between the association of the number of commercial establishments and political violence was weak. There were wide variations in the political violence explanatory variable for each of the volume of business categories and the number of commercial establishments. The use of dummy variables to separate the political violence time periods showed that the significant impacts of political violence on the volume of business were in the "insurgency" and "limited war" periods. The strength of the association of a particular time period for the number of commercial establishments was not confirmed. Based on the lag structures developed, the impact of political violence on small and medium businesses was reflected in these organizations after five years. In the case of public works contractor firms, the impact of political violence was reflected in seven years. In the case of the number of commercial establishments the lag effect of political violence was realized in five years.
There was a very significant association between the per capita electric energy consumption and the indicators of political violence. The use of quarterly data, both for per capita electric energy consumption and political violence indicators, considerably improved the significance of this association over that found when only annual data was used. The significant individual indicators of political violence shifted between the annual and quarterly data models. However, there were stronger explanatory variables in each respective model than the cumulative political violence events indices. The separation of the data into time periods resulted in the most significant relations being reflected in the "pre-insurgency" and "limited war" periods. The lag structures indicated that the impact of political violence was reflected in the annual per capita electric energy consumption in the first and subsequent years. In the quarterly data lag structures, the lag effect was in the first through the fifteenth quarters.

The significance of the association between the general industrial production index and the annual cumulative political violence events index was weak. The strength of the association improved when individual indicators of political violence were used in the model. The significant variable in this case was armed attacks. On balance, the significance of the association between the general industrial production index and the indicators of political violence was weaker than most of the other infrastructure variables.
The Impact of Political Violence on Key Agricultural Commodity Production

Many economic, marketing and political writers on South Vietnam have taken the position that political violence had a devastating impact on the production of key agricultural commodities and their marketing. These writers have largely based their opinions on casual self observations or the reports of others. No empirical evidence has previously been offered which would support the position that these two phenomena, agriculture commodity production and political violence, are linked. Likewise, neither has any evidence been illustrated which would refute this proposition.

Because of the dualistic nature of the economy of South Vietnam, and because of the important role which key agricultural commodities play during periods of political violence, it was essential that the following minor research question be analyzed in this study:

What was the impact of political violence on the production of key agricultural commodities in South Vietnam from 1955 through 1972?

This analysis was aided by a series of multiple regression models and lag structures which measured the significance of the association between key agricultural commodity production and the impact of political violence.

The first series of multiple regression models employed annual paddy (rice) production, annual rubber production, annual tea production and annual coffee production alternately as the dependent variable. Alternately the annual cumulative political violence events index and the individual five basic
political violence indicators were the explanatory variable in each regression model.\footnote{114}

The first model in this series employed annual paddy production as the dependent variable and the annual cumulative political violence events index as the independent variable. The intercept was positive and highly significant. The explanatory variable was only significant at the 85 percent confidence level. The over-all correlation in the model was insignificant. An $R^2$ Bar of .0765 for the model was a relatively low indication of correlation. There was autocorrelation in the model.

The second model used annual paddy production as the dependent variable and the individual five basic political violence indicators as explanatory variables.\footnote{115} The intercept in this model was positive and highly significant. Three of the five political violence indicators used in the model had significant T-ratios at the 95 percent confidence level. They are deaths from political violence, armed attacks and protest demonstrations. The correlation in the over-all model improved as illustrated by a significant F-ratio of 4.391. The $R^2$ Bar of .4161 for the model indicated that the three political violence indicators in the model explained almost 42 percent of the deviation in annual paddy production. The test for autocorrelation in this model was in the inconclusive range and could not be determined.

\footnote{114}{See Table 26.}
\footnote{115}{Ibid.}
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual Paddy (Rice) Production (000 Metric Tons)</td>
<td>4,576(^a) (20.37)(^b)</td>
<td>.4</td>
<td>0.23 (2.23)</td>
<td>0.1854 (2.63)</td>
<td>24.03 (2.46)</td>
<td>-</td>
</tr>
<tr>
<td>Annual Rubber Production (000 Metric Tons)</td>
<td>4.358 (24.29)</td>
<td>-</td>
<td>-0.2329 (2.23)</td>
<td>0.1854 (2.63)</td>
<td>24.03 (2.46)</td>
<td>-</td>
</tr>
<tr>
<td>Annual Tea Production (000 Metric Tons)</td>
<td>66.18 (19.77)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Annual Coffee Production (000 Metric Tons)</td>
<td>65.17 (20.11)</td>
<td>-</td>
<td>-</td>
<td>-0.002476 (4.28)</td>
<td>-</td>
<td>-0.03 (4.40)</td>
</tr>
<tr>
<td>Annual Paddy (Rice)</td>
<td>4.461 (23.34)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Annual Rubber Production</td>
<td>4.172 (26.14)</td>
<td>0.04126 (2.94)</td>
<td>-</td>
<td>0.00004931 (1.75)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Annual Tea Production</td>
<td>3.172 (25.65)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Annual Coffee Production</td>
<td>2.986 (28.59)</td>
<td>0.02081 (2.27)</td>
<td>-</td>
<td>0.00004371 (2.37)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**SOURCE:** Dependent and independent variables data as provided in the study have been processed utilizing an IBM-360 computer system.

\(^a\) The regression coefficient is reported for each variable in the regression model.

\(^b\) The T-Ratio is reported for each variable in the regression model.

\(^c\) The results of the "best fit" regression model is reported. Independent variables not included in the model.

\(^d\) Variables have been coded for ease in computer application.
<table>
<thead>
<tr>
<th>Test Strations Be 506</th>
<th>Government Sanctions (Code 519)</th>
<th>Cumulative Political Violence Events Index (Code ACPVIND)</th>
<th>R²</th>
<th>R² Bar</th>
<th>F-Ratio</th>
<th>T-Ratio 95% Confidence</th>
<th>F-Ratio 95% Confidence</th>
<th>RHO</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>.006987 (1.15)</td>
<td>.0765</td>
<td>.0765</td>
<td>1.326</td>
<td>1.746</td>
<td>4.490</td>
<td>.624</td>
<td>.699</td>
</tr>
<tr>
<td>24.03 (2.46)</td>
<td>-</td>
<td>-</td>
<td>.4848</td>
<td>.4161</td>
<td>4.391</td>
<td>1.761</td>
<td>3.340</td>
<td>.332</td>
<td>1.501</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-.0005697 (4.09)</td>
<td>.5111</td>
<td>.5111</td>
<td>16.727</td>
<td>1.746</td>
<td>4.490</td>
<td>.590</td>
<td>.813</td>
</tr>
<tr>
<td>-</td>
<td>-.03623 (.40)</td>
<td>-</td>
<td>.5703</td>
<td>.5434</td>
<td>9.952</td>
<td>1.753</td>
<td>3.680</td>
<td>.619</td>
<td>.769</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.000007156 (1.39)</td>
<td>.1073</td>
<td>.1073</td>
<td>1.922</td>
<td>1.746</td>
<td>4.490</td>
<td>.402</td>
<td>1.292</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.4161</td>
<td>.3797</td>
<td>5.346</td>
<td>1.53</td>
<td>3.680</td>
<td>.057</td>
<td>2.708</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>.000004225 (1.27)</td>
<td>.0909</td>
<td>.0909</td>
<td>1.601</td>
<td>1.746</td>
<td>4.490</td>
<td>.316</td>
<td>1.466</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.3922</td>
<td>.3542</td>
<td>4.840</td>
<td>1.753</td>
<td>3.680</td>
<td>-.058</td>
<td>2.557</td>
</tr>
</tbody>
</table>

Processed utilizing Leasco Response, Inc., Regression Statistics (LEASTAT) software computer package in an

included in the model are indicated by -.
The significance of the association between annual rubber production and the annual cumulative political violence events index was strong. The regression coefficient was positive and both the intercept and the cumulative political violence events index had highly and very significant T-ratios respectively. The over-all model was also highly significant as reflected in an F-ratio of 16.727. The $R^2$ Bar for the model indicated that the independent variable explained 51.11 percent of the deviation in the dependent variable. The test for autocorrelation was near the limit of the inconclusive range.

The next iteration of the model, which included separate political violence indicators, improved the level of significance at the intercept and reflected a positive regression coefficient. The only significant T-ratio for the independent variables in the model was for armed attacks which were very significant at a T-ratio of 4.28. The correlation in the over-all model was high as indicated by an F-ratio of 9.952 which was very significant. The $R^2$ Bar of the model was .5434, indicating that the two independent variables, armed attacks and government sanctions, had explained 54.34 percent of the deviation in annual rubber production. There was a slight negative regression coefficient on armed attacks indicating a downward slope of this

---

116 See Table 26.
117 Ibid.
function in the model. There was autocorrelation in this model.

There was a weak significance in the association between annual tea production and the annual cumulative political violence events index. However, the intercept reflected a highly significant T-ratio of 23.34, and the regression coefficient was positive. The over-all model was insignificant as reflected in an F-ratio of 1.922, and the low $R^2$ Bar of only .1073 indicated weak correlation between the variables. Also, the test for autocorrelation was in the inconclusive range. When riots and armed attacks were included in the model as independent variables, the significance in the association between annual tea production and these explanatory variables considerably improved. The regression coefficient was positive and the T-ratio on the intercept was highly significant at 23.34. Both explanatory variables were significant. The over-all models correlation was significant as indicated by an F-ratio of 5.346. The $R^2$ Bar of the model was .3797, indicating that 37.97 percent of the variance in the dependent variable was explained by the independent variables in the model.

The significance of the association between annual coffee production and the annual cumulative political violence events index was relatively weak as reflected in a

---

118 See Table 26.
119 Ibid.
T-ratio of 1.27 which was insignificant.\textsuperscript{120} However, the intercept in the model was positive and very significant. Also, the over-all model was insignificant as reflected in an F-ratio of only 1.601. Only 9.0 percent of the deviation in the dependent variable was explained by the independent variable as reflected in the $R^2$ Bar. The significance of the association improved considerably when riots and armed attacks became the significant independent variables in the next iteration of the model.\textsuperscript{121} This also resulted in a significant F-ratio of 4.840 for the model. The $R^2$ Bar of the model was .3542, indicating that the independent variables had explained 35.42 percent of the deviation in the dependent variable.

Quarterly rubber production data was available for analysis in the study. Two models were constructed using quarterly rubber production as the dependent variable and alternately the quarterly cumulative political violence events index and the individual five basic political violence indicators as the explanatory variables.\textsuperscript{122} The first model, which used the quarterly cumulative political violence events index as the explanatory variable, reflected a positive intercept and a very significant T-ratio for the intercept. The quarterly political violence events index was significant. The over-all correlation in this model was highly

\textsuperscript{120}See Table 26.
\textsuperscript{121}Ibid.
\textsuperscript{122}See Table 24.
significant as in the annual data model. The $R^2$ Bar for this model fell to .2359.

In the quarterly data model, which used the same dependent variable and the individual political violence indicators as the explanatory variables, the intercept was very significant at a T-ratio of 21.19. Armed attacks was the significant individual political violence indicator in this model. The over-all correlation in the model was very significant.

The significance of the impact of political violence on rubber production in the quarterly model improved markedly over the annual data model. The over-all correlation of the quarterly data model improved and the presence of autocorrelation advanced from the inconclusive range to no indication of presence.

The models containing the intercept and slope dummy variables, which were designed to test for institutional effects and structural changes, produced very satisfactory results. For example, in the paddy production models, the significant intercepts were different for the three political violence time periods. They were highly significant during the "pre-insurgency" and "insurgency" periods and less significant during the "limited war" period, which indicated that this characteristic had become institutionalized in the first two time periods. An extremely important finding in this analysis was that the composition of the different

\footnote{See Table 27.}
### Table 7

**The Impact of Political Violence on Annual Production of Key Agricultural Products**

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Intercept (Regression Coefficient)(T-Ratio)</th>
<th>Deaths from Political Violence (Code 502)</th>
<th>Armed Attacks (Code 504)</th>
<th>Protest Demonstrations (Code 506)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual Paddy (Rice) Production (000 Metric Tons)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Code ANW01201)</td>
<td>5.829 (1.45)</td>
<td>5.087 (2.03)</td>
<td>5.224 (2.03)</td>
<td>-0.0210 (1.41)</td>
</tr>
<tr>
<td>Annual Rubber Production (000 Metric Tons)</td>
<td>4.172 (1.35)</td>
<td>5.041 (2.03)</td>
<td>5.290 (2.03)</td>
<td>-0.0210 (1.41)</td>
</tr>
<tr>
<td>(Code ANW01202)</td>
<td>73.27 (10.08)</td>
<td>76.45 (10.08)</td>
<td>77.89 (10.08)</td>
<td>-0.0210 (1.41)</td>
</tr>
<tr>
<td>Annual Tea Production (000 Metric Tons)</td>
<td>5.817 (1.45)</td>
<td>5.087 (2.03)</td>
<td>5.224 (2.03)</td>
<td>-0.0210 (1.41)</td>
</tr>
<tr>
<td>(Code ANW37203)</td>
<td>4.290 (2.85)</td>
<td>6.327 (2.03)</td>
<td>6.327 (2.03)</td>
<td>-0.0210 (1.41)</td>
</tr>
<tr>
<td>Annual Coffee Production (000 Metric Tons)</td>
<td>5.817 (1.45)</td>
<td>5.087 (2.03)</td>
<td>5.224 (2.03)</td>
<td>-0.0210 (1.41)</td>
</tr>
<tr>
<td>(Code ANW01204)</td>
<td>2.748 (1.03)</td>
<td>5.087 (2.03)</td>
<td>5.224 (2.03)</td>
<td>-0.0210 (1.41)</td>
</tr>
</tbody>
</table>

**Source:** Dependent and independent variables data as provided in the study have been processed utilizing Leasco Response, Inc., Regression Statistics (LINEAR) software computer package in an IBM-360 computer. The regression coefficient is reported for each variable in the regression model. The T-Ratio is reported for each variable in the regression model. The results of the “best fit” regression model is reported. Independent variables not included in the model are indicated by - . Variables have been coded for ease in computer application. Intercept dummy variables have been generated to detect shift parameters between the three time periods of the study. Slope dummy variables have been generated to detect slope changes between the three time periods of the study.
### Table 27

**BIVARICATE PRODUCTION OF KEY AGRICULTURAL COMMODITIES**

<table>
<thead>
<tr>
<th>Structural Changes (Slope Changes)</th>
<th>Government Expenditures (Code 519)</th>
<th>Cumulative Political Violence Events Yule</th>
<th>Rho</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>.6529 (.62) .3750 1.771 3.180 2.444</td>
<td>.659 2.444</td>
<td>Rho</td>
<td></td>
</tr>
<tr>
<td>+.00550 (.24)</td>
<td>-</td>
<td>-</td>
<td>Rho</td>
<td></td>
</tr>
<tr>
<td>+</td>
<td>-</td>
<td>-</td>
<td>Rho</td>
<td></td>
</tr>
<tr>
<td>-.00155 (.42)</td>
<td>-</td>
<td>-</td>
<td>Rho</td>
<td></td>
</tr>
<tr>
<td>+</td>
<td>-</td>
<td>-</td>
<td>Rho</td>
<td></td>
</tr>
<tr>
<td>-.000484 (.44)</td>
<td>-</td>
<td>-</td>
<td>Rho</td>
<td></td>
</tr>
<tr>
<td>+</td>
<td>-</td>
<td>-</td>
<td>Rho</td>
<td></td>
</tr>
<tr>
<td>-.000413 (.44)</td>
<td>-</td>
<td>-</td>
<td>Rho</td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**
- STAY software computer package in an IBM-360 computer system.
- Software computer package in an IBM-360 computer system.
independent political violence variables changed. Instead of deaths from political violence, armed attacks and protest demonstrations, the significant variables in the regression models utilizing dummy variables were riots in the "pre-insurgency" and "limited war" periods and armed attacks during the "limited war" period. These new variables became the major contributing variables to the explanation of deviations in paddy production. When data separation technique was used, the strongest and most potent explanatory variables remained in the regression and the weak independent variables were excluded from the model, based on their insignificance.

In the case of annual rubber production, composition of the independent variables remained the same but the level of significance increased considerably and was evident only in some time periods. Arm\e; attacks were significant only during the "limited war" period and government sanctions were significant during the "pre-insurgency" and "limited war" periods. Institutional effects were highly significant during the "pre-insurgency" and "insurgency" periods and less significant during the "limited war" period. The over-all model correlation was highly significant as indicated by the high F-ratios. The presence of autocorrelation was in the inconclusive range for the model containing the annual cumulative political violence events index.

124 See Table 27.
Annual tea production was the dependent variable in a set of models which employed dummy intercept and independent variables of political violence. In these models the composition of the significant explanatory variables changed from riots and armed attacks, which were significant in the ordinary least squares models, to only riots which were significant during the "pre-insurgency" and "limited war" periods. The intercepts of these models were positive and demonstrated equal strength in each political violence time period. The over-all correlation of the models was an improvement over that found in the OLS regression models.

The employment of dummy variables improved the significance of the impact of political violence on annual coffee production. The institutional effects of the intercept were very significant during the "pre-insurgency" and "insurgency" time periods and less significant during the "limited war" period. The composition of the explanatory variables in the model did not change with the use of dummy variables, but the time periods which were significant were "limited war" for riots and armed attacks.

The utilization of dummy variables to separate the political violence time periods illustrated that significant shift parameters have occurred in dependent agricultural commodities production. Of equal or greater importance, the use of dummy variables also indicated that the significance

125 See Table 27.
126 Ibid.
of independent indicators of political violence were different during these time periods from those which had exhibited significance during the entire development period.

The quarterly data analysis, utilizing dummy variables for quarterly rubber production, indicated highly significant institutional effects during the "pre-insurgency" and "insurgency" periods and less significant effects during the "limited war" period. The quarterly cumulative political violence events index was significant during all three time periods indicating structural effects. The over-all model correlation improved over the corresponding annual data model. The quarterly model using dummy variables contained armed attacks during the "limited war" period as a significant variable. This variable was significant in the corresponding annual dummy variable model.

A series of Almon lag structures were created in order to test the effects of political violence on key agricultural commodity production. Key agricultural commodity indicators were used in the series as the dependent variables and alternately the cumulative violence indices and the individual five basic political violence indicators were used as the independent variable.

The first lag structure in the series used annual paddy production as the dependent variable and the annual cumulative political violence events index as the independent variable.

See Table 25.
The "best fit" structure was a fourth degree polynomial with a five year lagged period. There was a mild lag effect in the first year, no effect in the second year, a mild negative effect in the third year, no effect in the fourth year and a significant effect in the fifth year. The next iteration of the structure used the same dependent variable and used armed attacks as the independent variable. The previous lag structure produced the "best fit." The lag effect was insignificant in the first four years of this structure, and the full significant impact was in the fifth year. The impact of political violence on annual paddy production was realized in the fifth year.

The next lag structure in the series used annual rubber production as the dependent variable and alternately the annual cumulative political violence events index and armed attacks as the independent variable. The "best fit" for both structures was a fourth degree polynomial with a five year lagged period. The first structure, which used the annual cumulative political violence events index as the independent variable, had a mild lag effect in the first year, no effect in the second year, a mild negative effect in the third and fourth years and a very significant effect in the fifth year. In the structure which used armed attacks as the independent variable, there was an insignificant effect

---

128 See Figure 24(a).
129 See Figure 24(b).
130 See Figure 25(a) and 25(b).
(a) Dependent Variable
Annual Paddy (Rice) Production (Code ANNPA30)

<table>
<thead>
<tr>
<th>1 Yr</th>
<th>2 Yr</th>
<th>3 Yr</th>
<th>4 Yr</th>
<th>5 Yr</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4 Degree Polynomial
5 (Year) Lagged Periods

Independent Variable
Annual Cumulative Political Violence Events Index (Code ACPVIND)

(b) Dependent Variable
Annual Paddy (Rice) Production (Code ANNPA301)

<table>
<thead>
<tr>
<th>1 Yr</th>
<th>2 Yr</th>
<th>3 Yr</th>
<th>4 Yr</th>
<th>5 Yr</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4 Degree Polynomial
5 (Year) Lagged Periods

Independent Variable
Armed Attacks (Code ARATK504)

Fig. 24. Lag structures of annual paddy (rice) production.
Fig. 25. Lag structures of annual rubber production.
in the first four years and a very significant effect in the fifth year. The significant effect of political violence on annual rubber production was largely reflected in the fifth year.

The next lag structure in this series used annual tea production as the dependent variable and alternately the annual cumulative political violence events index and riots as the independent variable. The "best fit" structure for both models was a fourth degree polynomial with a five year lagged period. The first structure, which used the annual cumulative political violence events index as the independent variable, had a mild effect in the first year, no effect in the second year, a mild negative effect in the third year, no effect in the fourth year and a very significant effect in the fifth year. The structure which used riots as the independent variable, had a significant effect in the first year, no effect in the second and third years and a mild effect in the fourth and fifth years. The results of these structures were not identical as had been the case in previous structures in this series. The impact of the annual cumulative political violence events index behaved in a manner similar to previous findings in this series. The impact of riots on annual tea production was largely realized in the first year, and there was a mild lag effect in the fourth and fifth years.

131 See Figure 26(a) and 26(b)
Fig. 26. Lag structures of annual tea production.
The last two structures in this series used annual coffee production as the dependent variable and alternately the annual cumulative political violence events index and armed attacks as the independent variable. The "best fit" structure for both models was a fourth degree polynomial with a five year lagged period. The first structure, which used the annual cumulative political violence events index as the independent variable, had a mild effect in the first year, no effect in the second year, a mild negative effect in the third year, no effect in the fourth year and a very significant effect in the fifth year. The second structure, which used armed attacks as the independent variable, had an insignificant effect in the first four years of the lagged structure and a very significant effect in the fifth year. The impact of political violence on annual coffee production was realized in the fifth year.

Summary

The impact of political violence on key agricultural commodity production was less severe than suggested by published literature on the subject. The significance of the association between indicators of key agricultural commodity production and the indicators of political violence was not as strong as anticipated in the minor research question. The impact of political violence on key agricultural commodity production was not the same for each commodity tested. The

\[132\] See Figure 27(a) and 27(b).
Fig. 27. Lag structures of annual coffee production.
impact of political violence was not uniform throughout the three political violence time periods of the study. The impact of the cumulative political violence events indices and the individual five basic political violence indicators on key agricultural commodity production was not the same. The impact of the individual political violence variables was not consistent on the key agricultural commodity production variables. The lag structures developed for these models exhibited different lagged periods and intensities for most of the key agricultural production variables.

In the models constructed with annual paddy production as the dependent variable, the five individual basic political violence variables were more potent explanatory variables than the annual cumulative political violence events index. Parameter shifts in the paddy production models had become institutionalized in the "pre-insurgency" and "insurgency" periods. There were significant structural changes as indicated by shifts in the explanatory variables between the ordinary least squares model and the model which used slope and intercept dummy variables. This was a sorting process whereby the strength of explanatory variables was identified in a particular political violence time period. Other variables which may be significant in the longer eighteen year development period were not significant in the individual political violence time periods. The significant impact of political violence was reflected in paddy production during the fifth year.
The significance of the association between rubber production and political violence was particularly strong. In the models which used annual rubber production, the annual cumulative political violence events index was a more potent explanatory variable than the individual five basic indicators of political violence. Rubber production was one of the three dependent variables in the study for which there were available quarterly data. The use of quarterly data improved the over-all significance of the association between quarterly rubber production and all indicators of political violence. Institutional effects were very significant during the "pre-insurgency" and "insurgency" periods in the quarterly rubber production models. There were indications of structural changes between the political violence time periods. The lag effects of political violence were slightly reflected in rubber production in the first year and very significantly reflected in the fifth year.

The significance of the association between annual tea production and the annual cumulative political violence indicator was weak and improved when the individual five basic political violence indicators were the explanatory variables in the model. The dummy variable models indicated that there were institutional effects in the "pre-insurgency" and "limited war" periods. The lag effect of political violence on annual tea production was realized in the first and fifth years.
The significance of the association between annual coffee production and the annual cumulative political violence events index was also weak. The significance of the association improved considerably when the individual five basic political violence indicators were the explanatory variables in the model. The institutional effects were most significant during the "pre-insurgency" and "insurgency" time periods. The impact of political violence was reflected in annual coffee production during the fifth year.

The Impact of Political Violence on the Patterns of Consumption

Countries which have experienced political violence responded to it by altering their normal economic behavior patterns. Due either to scarcity of goods or profit opportunities, the patterns of national consumption tended to rapidly and radically change in response to political violence. Consumption patterns were institutionalized in the economy and were slow to change unless there was unusual and volatile economic conditions such as those which occur during periods of increasing political violence. Therefore, an important objective of this study was to examine, using empirical data, the impact of political violence on the patterns of consumption in South Vietnam from 1955 through 1972.

The analysis of consumption pattern changes was divided into the following homogeneous groups: basic foods, luxury foods, industrial goods and soft goods. These groups cover
a wide range of commodities which had been selected based upon traditional consumption items in the economy of South Vietnam. The separate indicators from the groups were based on per capita consumption.

**Basic Foods**

Basic foods which are key elements of the Vietnamese diet are rice, fish and pork. A series of multiple regression models were constructed in which the per capita rice, per capita fish and per capita pork consumption were the independent variables.¹³³ The annual cumulative political violence events index and the individual five basic political violence indicators were alternately used as the explanatory variable in these models.

In the first group of models, the series dependent variables were used. The annual cumulative political violence events index was the explanatory variable.¹³⁴ The intercepts were positive in each model and were very significant. The explanatory variable was significant at the 95 percent confidence level in the per capita fish and pork model. The annual cumulative political violence events index was significant at the 85 percent confidence level in the per capita rice consumption model. The over-all correlation in the per capita fish and pork models was very significant.

The annual cumulative political violence events index was

---

¹³³See Table 28.

¹³⁴Ibid.
# Table 28

## THE IMPACT OF POLITICAL VIOLENCE ON ANNUAL CONSUMPTION

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Per Capita Rice</td>
<td>204.1a</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.00224</td>
</tr>
<tr>
<td>Consumption (Kilograms)</td>
<td>(31.02)b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.21)</td>
</tr>
<tr>
<td>(Code PCRC401)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Per Capita Fish</td>
<td>18.85</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.00116</td>
</tr>
<tr>
<td>Consumption (Kilograms)</td>
<td>(31.54)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.49)</td>
</tr>
<tr>
<td>(Code PCFC402)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Per Capita Pork</td>
<td>4.986</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.00006</td>
</tr>
<tr>
<td>Consumption (Kilograms)</td>
<td>(30.31)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.61)</td>
</tr>
<tr>
<td>(Code PCPC403)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Per Capita Sugar</td>
<td>10.04</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.00109</td>
</tr>
<tr>
<td>Consumption (Kilograms)</td>
<td>(6.93)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.71)</td>
</tr>
<tr>
<td>(Code PSCS404)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Per Capita Beverage</td>
<td>8.084</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.00000</td>
</tr>
<tr>
<td>Consumption (Liters)</td>
<td>(12.59)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(3.15)</td>
</tr>
<tr>
<td>(Code PCBC405)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Per Capita Selected Petroleum Consumption (Liters)</td>
<td>7.625</td>
<td>(11.42)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.00026</td>
</tr>
<tr>
<td>(Code PCBC406)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(3.03)</td>
</tr>
<tr>
<td>Per Capita Cement</td>
<td>31.95</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.00011</td>
</tr>
<tr>
<td>Consumption (Kilograms)</td>
<td>(9.81)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.36)</td>
</tr>
<tr>
<td>(Code PCBC407)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Per Capita Domestic Fabric Consumption (Meters)</td>
<td>6.237</td>
<td>(.7153)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.00001</td>
</tr>
<tr>
<td>(Code PCDFC408)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(.54)</td>
</tr>
<tr>
<td>Per Capita Pharmaceutical Consumption (VOE)</td>
<td>3.375</td>
<td>(-.00007131)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.00041</td>
</tr>
<tr>
<td>(Code PCPPC409)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.73)</td>
</tr>
<tr>
<td>Per Capita Paper Products Consumption (Kilograms)</td>
<td>3.076</td>
<td>(.07107)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.00002</td>
</tr>
<tr>
<td>(Code PCPPAC410)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.09)</td>
</tr>
</tbody>
</table>

**Source:** Dependent and independent variables data as provided in the study have been processed utilizing Leasco Response in an IBM-360 computer system.

*aThe regression coefficient is reported for each variable in the regression model.

*bThe T-Ratio is reported for each variable in the regression model.

*cThe results of the "best fit" regression model is reported. Indicated variables not included in the model are indicated.

*dVariables have been coded for ease in computer application.
<table>
<thead>
<tr>
<th>Increment (S19)</th>
<th>Cumulative Political Violence Events Index (Code ACPPVIN)</th>
<th>R²</th>
<th>R² Bar</th>
<th>F-Ratio</th>
<th>T-Ratio 95% Confidence</th>
<th>F-Ratio 95% Confidence</th>
<th>RHO</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.00002146 (1.21)</td>
<td>.0836</td>
<td>.0836</td>
<td>1.459</td>
<td>1.746</td>
<td>4.490</td>
<td>.338</td>
<td>1.457</td>
</tr>
<tr>
<td></td>
<td>.0001180 (3.40)</td>
<td>.2083</td>
<td>.1588</td>
<td>1.973</td>
<td>1.753</td>
<td>3.680</td>
<td>.134</td>
<td>2.012</td>
</tr>
<tr>
<td></td>
<td>.0001180 (3.40)</td>
<td>.0416</td>
<td>.4196</td>
<td>11.567</td>
<td>1.746</td>
<td>4.490</td>
<td>.442</td>
<td>1.118</td>
</tr>
<tr>
<td></td>
<td>.000008938 (2.61)</td>
<td>.8430</td>
<td>.8221</td>
<td>25.058</td>
<td>1.761</td>
<td>3.340</td>
<td>-0.089</td>
<td>2.206</td>
</tr>
<tr>
<td></td>
<td>.00001059 (2.71)</td>
<td>.2985</td>
<td>.2985</td>
<td>6.810</td>
<td>1.746</td>
<td>4.490</td>
<td>.421</td>
<td>1.158</td>
</tr>
<tr>
<td></td>
<td>1.008 (2.14)</td>
<td>.3142</td>
<td>.3142</td>
<td>7.329</td>
<td>1.746</td>
<td>4.490</td>
<td>.470</td>
<td>1.062</td>
</tr>
<tr>
<td></td>
<td>.00006165 (3.15)</td>
<td>.6613</td>
<td>.6161</td>
<td>9.111</td>
<td>1.761</td>
<td>3.340</td>
<td>-0.093</td>
<td>2.220</td>
</tr>
<tr>
<td></td>
<td>.0002669 (3.03)</td>
<td>.3825</td>
<td>.3825</td>
<td>9.913</td>
<td>1.746</td>
<td>4.490</td>
<td>.498</td>
<td>1.004</td>
</tr>
<tr>
<td></td>
<td>.0001198 (1.36)</td>
<td>.6498</td>
<td>.6931</td>
<td>8.660</td>
<td>1.761</td>
<td>3.340</td>
<td>.316</td>
<td>1.347</td>
</tr>
<tr>
<td></td>
<td>.0001198 (1.36)</td>
<td>.3651</td>
<td>.3651</td>
<td>9.203</td>
<td>1.746</td>
<td>4.490</td>
<td>.550</td>
<td>.1937</td>
</tr>
<tr>
<td></td>
<td>.00001104 (.34)</td>
<td>.7212</td>
<td>.6840</td>
<td>12.073</td>
<td>1.761</td>
<td>3.340</td>
<td>.036</td>
<td>1.934</td>
</tr>
<tr>
<td></td>
<td>.00001222 (.17)</td>
<td>.1034</td>
<td>.1034</td>
<td>1.845</td>
<td>1.746</td>
<td>4.490</td>
<td>.505</td>
<td>.988</td>
</tr>
<tr>
<td></td>
<td>.00001222 (.17)</td>
<td>.5228</td>
<td>.4929</td>
<td>8.215</td>
<td>1.753</td>
<td>3.680</td>
<td>.089</td>
<td>1.956</td>
</tr>
<tr>
<td></td>
<td>.00001104 (.34)</td>
<td>.0070</td>
<td>.0070</td>
<td>.113</td>
<td>1.746</td>
<td>4.490</td>
<td>.701</td>
<td>.571</td>
</tr>
<tr>
<td></td>
<td>.00001222 (.17)</td>
<td>.4885</td>
<td>.4566</td>
<td>7.164</td>
<td>1.753</td>
<td>3.680</td>
<td>.538</td>
<td>.912</td>
</tr>
<tr>
<td></td>
<td>.00001222 (.17)</td>
<td>.0018</td>
<td>.0018</td>
<td>.029</td>
<td>1.746</td>
<td>4.490</td>
<td>.668</td>
<td>.756</td>
</tr>
<tr>
<td></td>
<td>.00001222 (.17)</td>
<td>.0539</td>
<td>.0053</td>
<td>.427</td>
<td>1.753</td>
<td>3.680</td>
<td>.552</td>
<td>.909</td>
</tr>
<tr>
<td></td>
<td>.00002224 (2.09)</td>
<td>.2140</td>
<td>.2140</td>
<td>4.356</td>
<td>1.746</td>
<td>4.490</td>
<td>.369</td>
<td>1.265</td>
</tr>
<tr>
<td></td>
<td>.00002224 (2.09)</td>
<td>.2093</td>
<td>.2093</td>
<td>4.236</td>
<td>1.746</td>
<td>4.490</td>
<td>.833</td>
<td>.415</td>
</tr>
</tbody>
</table>


The model are indicated by -.
insignificant in the per capita rice consumption model. The test for autocorrelation was in the inconclusive range for all three models.

In the second group of models the series dependent variables were employed again. The independent variables were the individual five basic political violence indicators. The intercepts of these models were positive and very significant to highly significant. There were no significant explanatory variables in the per capita rice consumption model. Armed attacks and protest demonstrations were significant explanatory variables at the 85 and 90 percent confidence level respectively in the rice consumption model. Riots, armed attacks and protest demonstrations were significant in the per capita fish consumption model. Armed attacks were the only significant explanatory variable in the per capita pork consumption model. The over-all correlation in the per capita fish and pork consumption models was very significant. The correlation in the per capita rice consumption model was insignificant. The $R^2$ Bar values for the per capita fish and pork consumption models were .8221 and .3884 respectively. Only the per capita pork consumption model had indications of autocorrelation which were in the inconclusive range.

A series of models were constructed in which slope and intercept dummy variables were used to separate the data into the three political violence time periods. The series

135 See Table 28.
dependent variables were the same as those used in the previous series. The independent variable in this series was alternately the annual cumulative political violence events index and the individual five basic political violence indicators.  

The first group of models in this series used the series dependent variables and the annual cumulative political violence events index as the explanatory variable. The intercepts were positive and significant for per capita rice and pork consumption in all three political violence time periods. The intercepts in the per capita fish consumption model were significant in only the "pre-insurgency" and "insurgency" periods. The significance of the association in the per capita rice and fish models was weaker in the "insurgency" period than in the "pre-insurgency" and "limited war" period, which was very significant. The per capita pork consumption model was very significant in all three political violence time periods. The annual cumulative political violence events index was significant in only the per capita pork consumption model during the "limited war" period. The over-all correlation of all three models was significant at the 95 percent confidence level. The test for autocorrelation for these models resulted in the per capita rice and pork models being in the inconclusive range and an indication

---

136 See Table 29.
137 Ibid.
### Table 29

The impact of political violence on annual consumption.

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Institutional Effects (Shift Parametersa)</th>
<th>Structural Changes (Slope Changes)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intercept (Regression Coefficient)</td>
<td>(t-Ratio)</td>
</tr>
<tr>
<td>Per Capita Rice Consumption (Ellington)</td>
<td>165.72</td>
<td>160.2</td>
</tr>
<tr>
<td>(Code PCRCS01)</td>
<td>(20.95)</td>
<td>(1.20)</td>
</tr>
<tr>
<td>Per Capita Fish Consumption (Ellington)</td>
<td>156.6</td>
<td>220.6</td>
</tr>
<tr>
<td>(Code PCRCS02)</td>
<td>(27.48)</td>
<td>(1.71)</td>
</tr>
<tr>
<td>Per Capita Pork Consumption (Ellington)</td>
<td>94.3</td>
<td>72.4</td>
</tr>
<tr>
<td>(Code PCRCS03)</td>
<td>(22.02)</td>
<td>(1.23)</td>
</tr>
<tr>
<td>Per Capita Sugar Consumption (Ellington)</td>
<td>15.5</td>
<td>4.47</td>
</tr>
<tr>
<td>Per Capita Beer Consumption (Ellington)</td>
<td>9.4</td>
<td>10.2</td>
</tr>
<tr>
<td>(Code PCRCS05)</td>
<td>(20.79)</td>
<td>(1.53)</td>
</tr>
<tr>
<td>Per Capita Coffee Consumption (Ellington)</td>
<td>16.4</td>
<td>14.1</td>
</tr>
<tr>
<td>(Code PCRCS06)</td>
<td>(22.73)</td>
<td>(1.31)</td>
</tr>
<tr>
<td>Per Capita Petroleum Consumption (Ellington)</td>
<td>10.1</td>
<td>12.1</td>
</tr>
<tr>
<td>(Code PESC01)</td>
<td>(21.79)</td>
<td>(1.71)</td>
</tr>
<tr>
<td>Per Capita Cement Consumption (Ellington)</td>
<td>19.1</td>
<td>19.1</td>
</tr>
<tr>
<td>(Code PESC02)</td>
<td>(21.30)</td>
<td>(1.71)</td>
</tr>
<tr>
<td>Per Capita Fabric Consumption (Ellington)</td>
<td>18.6</td>
<td>37.36</td>
</tr>
<tr>
<td>(Code PESC03)</td>
<td>(21.31)</td>
<td>(1.71)</td>
</tr>
<tr>
<td>Per Capita Petroleum Consumption (Ellington)</td>
<td>18.4</td>
<td>35.4</td>
</tr>
<tr>
<td>(Code PESC04)</td>
<td>(21.31)</td>
<td>(1.71)</td>
</tr>
<tr>
<td>Per Capita Fish Consumption (Ellington)</td>
<td>10.1</td>
<td>12.1</td>
</tr>
<tr>
<td>(Code PESC05)</td>
<td>(21.79)</td>
<td>(1.71)</td>
</tr>
</tbody>
</table>

**Source:** Dependent and independent variables data as provided in the study have been processed utilizing Least Squares, Inc., Regression Statistics (LEASTAT) software computer package in an IBM-360.

1. The regression coefficient is reported for each variable in the regression model.
2. The t-Ratio is reported for each variable in the regression model.
3. The results of the "best fit" regression model are reported. Independent variables not included in the model are indicated by -
4. Variables have been coded for ease in computer application.
5. Intercept dummy variables have been generated to detect shift parameters between the three time periods of the study.
6. Spline dummy variables have been generated to detect spline changes between the three time periods of the study.
### Table 2

<table>
<thead>
<tr>
<th>Event</th>
<th>Political Violence (Code S28)</th>
<th>Government Sanctions (Code S29)</th>
<th>Cumulative Political Violence Events Index (Code S32)</th>
<th>$\chi^2$</th>
<th>$\chi^2$ bar</th>
<th>T-ratio</th>
<th>T-ratio 95% Confidence</th>
<th>F-ratio 95% Confidence</th>
<th>Rho</th>
<th>Dubin-Bement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955-72</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>5.5000</td>
<td>0.4501</td>
<td>2.674</td>
<td>1.771</td>
<td>3.130</td>
<td>-0.160</td>
<td>1.002</td>
</tr>
<tr>
<td>1955-64</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>2.0213</td>
<td>0.0024</td>
<td>0.590</td>
<td>1.734</td>
<td>3.090</td>
<td>-0.158</td>
<td>1.006</td>
</tr>
<tr>
<td>1955-63</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>3.5106</td>
<td>0.1024</td>
<td>0.590</td>
<td>1.734</td>
<td>3.090</td>
<td>-0.158</td>
<td>1.006</td>
</tr>
<tr>
<td>1955-64</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>1.0105</td>
<td>0.0020</td>
<td>0.300</td>
<td>1.701</td>
<td>3.060</td>
<td>-0.154</td>
<td>1.005</td>
</tr>
<tr>
<td>1955-63</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>2.0213</td>
<td>0.0024</td>
<td>0.590</td>
<td>1.734</td>
<td>3.090</td>
<td>-0.158</td>
<td>1.006</td>
</tr>
<tr>
<td>1955-64</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>3.5106</td>
<td>0.1024</td>
<td>0.590</td>
<td>1.734</td>
<td>3.090</td>
<td>-0.158</td>
<td>1.006</td>
</tr>
<tr>
<td>1955-63</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>1.0105</td>
<td>0.0020</td>
<td>0.300</td>
<td>1.701</td>
<td>3.060</td>
<td>-0.154</td>
<td>1.005</td>
</tr>
<tr>
<td>1955-64</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>3.5106</td>
<td>0.1024</td>
<td>0.590</td>
<td>1.734</td>
<td>3.090</td>
<td>-0.158</td>
<td>1.006</td>
</tr>
<tr>
<td>1955-63</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>FC0002 FC0001 FC0002 FC0002</td>
<td>1.0105</td>
<td>0.0020</td>
<td>0.300</td>
<td>1.701</td>
<td>3.060</td>
<td>-0.154</td>
<td>1.005</td>
</tr>
</tbody>
</table>

Software computer package in an IBM 360 computer system.

---

![Image of a computer screen](image.png)
of positive autocorrelation in the per capita fish consumption model.

The second group of models in this series used the series dependent variables and individual five basic political violence indicators as explanatory variables. All of the intercepts in this group of models were positive and very significant. The significant individual political violence variables were not uniform among the models. In the per capita rice consumption model, the significant variables were riots and armed attacks during the "pre-insurgency" period. The per capita fish consumption model showed riots and armed attacks during the "limited war" period and protest demonstrations during the "insurgency" period as significant explanatory variables. The per capita pork consumption model showed only armed attacks during the "limited war" period as significant. The over-all correlation in all three models was significant at the 95 percent confidence level. The autocorrelation for the per capita pork consumption model was in the inconclusive range.

Lag structures were developed for each dependent variable in the series using the series dependent variables and alternately the annual cumulative political violence events index and the individual five basic political violence indicators as the independent variable.

The first set of lag structures employed per capita rice consumption as the dependent variable and alternately

---

138 See Table 28.
the annual cumulative political violence events index and the armed attacks as the independent variable. The "best fit" structure for both models was a fourth degree polynomial with a five year lagged period. The first lag structure had a mild lag effect in the first year, no effect in the second year, a mild negative effect in the third year, no effect in the fourth year and significant lag effects in the fifth year. In the second structure, there were significant lag effects in the first two years, insignificant lag effects in the third year and mild lag effect in the fourth and fifth years. The impact of political violence was reflected in per capita rice consumption in the first, second and fifth years.

The second set of lag structures employed per capita fish consumption as the dependent variable and alternately the annual cumulative political violence events index and protest demonstrations as the explanatory variable. The "best fit" structure for both models was a fourth degree polynomial with a five year lagged period. The first lag structure had a mild effect in the first year, no effect in the second year, mild negative effect in the third year, no effect in the fourth year and a very significant effect in the fifth year. In the second structure, there was insignificant effect in the first four years and very significant effect in the fifth year. The impact of political violence

---

139 See Figure 28(a) and 28(b).
140 See Figure 29(a) and 29(b).
Fig. 28. Lag structures of per capita rice consumption.
Fig. 29. Lag structures of per capita fish consumption.
was largely reflected in per capita fish consumption in the fifth year.

The third set of lag structures used per capita pork consumption as the dependent variable and alternately the annual cumulative political violence events index and armed attacks as the independent variable.\textsuperscript{141} The "best fit" structure for both models was a fourth degree polynomial with a five year lagged period. The first lag structure had mild positive effect in the first year, no effect in the second year, mild negative effect in the third year, no effect in the fourth year and a very significant effect in the fifth year. The second model showed insignificant effect during the first four years and a very significant effect during the fifth year. The impact of political violence was reflected in annual pork consumption in the first and fifth years.

**Luxury Foods**

Sugar and beverage consumption are key indicators of economic development in the less developed countries. These foods were considered as luxury consumption items only in the context of less-developed countries in general, and South Vietnam in particular. A series of multiple regression models were constructed using per capita sugar and per capita beverage consumption as the dependent variables. Alternately, the annual cumulative political violence events index and the

\textsuperscript{141}See Figure 30(a) and 30(b).
Fig. 30. Lag structures of per capita pork consumption.
individual five basic political violence indicators was the explanatory variable in these models.\textsuperscript{142}

In the first group of models, the series dependent variables were used. The annual cumulative political violence events index was the explanatory variable.\textsuperscript{143} The intercepts in both models in this group were positive and very significant. The annual cumulative political violence events index was significant at the 95 percent confidence level. The overall correlation in both models was very significant. The $R^2$ Bar values for the two models were .3142 and .3825 respectively. Autocorrelation in both models was in the inconclusive range.

The next group of models in this series used the series dependent variables and the individual five basic political violence indicators as the explanatory variables.\textsuperscript{144} The intercepts in both models were positive and very significant. The significant individual political violence variables in the per capita sugar consumption model were armed attacks, protest demonstrations and government sanctions. The significant explanatory variables in the per capita beverage consumption model were riots and armed attacks. The protest demonstrations variable was marginally significant in the per capita beverage consumption model. The over-all correlation in both models was very significant. The $R^2$ Bar values for

\textsuperscript{142}See Table 28.

\textsuperscript{143}Ibid.

\textsuperscript{144}Ibid.
the models were .6161 and .6031 respectively. Autocorrelation was in the inconclusive range in the per capita beverage consumption model.

A series of models were constructed which used intercept and slope dummy variables to separate the data into the three political violence time periods. The dependent variables in this series were the same as those used in the first series. The explanatory variables were alternately the annual cumulative political violence events index and the individual five basic political violence indicators.\(^{145}\)

The first group of models in this series used the series dependent variables and the annual cumulative political violence events index as the explanatory variable.\(^{146}\) The intercepts for both models were positive but significant in only the "pre-insurgency" and "limited war" periods. The annual cumulative political violence events index was very significant in the per capita beverage consumption model. This index was insignificant in the per capita sugar consumption model. The over-all correlation in both models was significant at the 95 percent confidence level. The \(R^2\) Bar values for the models was .1031 and .8862 respectively. There was positive autocorrelation in the per capita sugar consumption model.

The second group of models in this series used the series dependent variables and the individual basic five

\(^{145}\)See Table 29.

\(^{146}\)Ibid.
political violence indicators as the explanatory variables. The intercepts in these models were all positive and very significant except in the per capita beverage consumption model during the "limited war" period. The per capita sugar consumption model had the following significant explanatory variables: armed attacks, protest demonstrations, and government sanctions during the "limited war" period. The significant explanatory variables in the per capita beverage consumption model were armed attacks and protest demonstrations during the "insurgency" period. The over-all correlation in both models was highly significant at the 95 percent confidence level. The $R^2$ Bar for the models was .9025 and .7611 respectively. The test for autocorrelation in both models was in the inconclusive range.

Lag structures were developed in which per capita sugar and beverage consumption were the dependent variables. Alternately, the annual cumulative political violence events index and armed attacks were the independent variable in these structures. The "best fit" structure for both models was a fourth degree polynomial with a five year lagged period.

In the first set of lag structures, per capita sugar consumption was used as the dependent variable. Alternately, the annual cumulative political violence events index and armed attacks were the independent variable. In both

147 See Table 29.

148 See Figure 31(a) and 31(b).
Fig. 31. Lag structures of per capita sugar consumption.
structures, the lag effect was mild to insignificant during the first four years. There was a very significant positive lag effect in both structures in the fifth year. The impact of political violence was reflected in per capita sugar consumption in the fifth year.

Per capita beverage consumption was used as the dependent variable in the second set of lag structures. Alternately, the annual cumulative political violence events index and armed attacks was the explanatory variable. In the first structure in which the cumulative political violence events index was used as the independent variable, there was a mild lag effect during the first year, no lag effect during the third through the fourth year and a significant lag effect in the fifth year. In the second structure, which used armed attacks as the explanatory variable, the lag effect was insignificant during the first four years. There was a very significant positive lag effect in the fifth year. The impact of political violence was reflected in per capita beverage consumption in the fifth year.

Industrial Goods

The consumption of industrial goods is an indicator of economic development in the less-developed countries. Countries such as South Vietnam, which were building their infrastructure and industry, were expected to increase their consumption of these goods and services. Per capita

149 See Figure 32(a) and 32(b).
Fig. 32. Lag structures of per capita beverage consumption.
selected petroleum and per capita cement consumption were selected as indicators of industrial goods consumption in South Vietnam. A series of multiple-regression models were constructed in which these indicators were the dependent variable. Alternately, the cumulative political violence events index and the individual five basic political violence indicators were the explanatory variable. ¹⁵⁰

The first group of models in this series used the series dependent variables and the annual cumulative political violence events index as the independent variable.¹⁵¹ The intercepts of these models were positive and very significant. The annual cumulative political events index was significant in the per capita selected petroleum consumption model. This variable was significant in the per capita cement consumption model at the 85 percent confidence level. The over-all correlation in the per capita selected petroleum consumption model was significant at the 95 percent confidence level. However, over-all correlation was insignificant in the per capita cement consumption model. There was positive autocorrelation in the per capita selected petroleum consumption model. The test for autocorrelation in the per capita cement consumption model was in the inconclusive range.

The second group of models in this series used the series dependent variable and the individual five basic

¹⁵⁰ See Table 28.
¹⁵¹ Ibid.
political violence indicators as explanatory variables.\textsuperscript{152} The intercepts for both models were positive and very significant. The significant explanatory variables in the per capita selected petroleum consumption model were armed attacks, protest demonstrations and government sanction. In the per capita cement consumption model, the significant explanatory variables were riots and armed attacks. The over-all correlation in both models was very significant at the 95 percent confidence level. The $R^2$ Bar values for the two models were .6840 and .4929 respectively. Autocorrelation conditions in the per capita selected petroleum consumption model was in the inconclusive range.

A series of models was constructed using the previous series dependent variables and dummy variables which represented the annual cumulative political violence events index and the individual five basic political violence indicators. Also, intercept dummy variables were used in the models.\textsuperscript{153}

The first group of models in this series used the series dependent variable and the annual cumulative political violence events index.\textsuperscript{154} The intercepts were positive and significant for each model in only the "pre-insurgency" and "insurgency" political violence periods. The cumulative political violence events index was significant at the 95 percent confidence level only in the per capita selected

\begin{footnotesize}
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\item \textsuperscript{153}See Table 29.
\item \textsuperscript{154}Ibid.
\end{enumerate}
\end{footnotesize}
petroleum consumption model during the "insurgency" period. This explanatory variable was significant in the per capita cement consumption model at the 85 percent confidence level during the "limited war" period. The over-all correlation in both models was significant at the 95 percent confidence level. The test for autocorrelation in both models was near the lower limit of the inconclusive range.

The second group of models in this series used the series dependent variable and the individual five political violence indicators as the explanatory variables. The intercepts in all three political violence time periods were positive and very significant. The significant explanatory variables in the per capita selected petroleum consumption model were armed attacks, protest demonstrations and government sanctions during the "limited war" period. In the per capita cement consumption model, the significant explanatory variable was riots during the "limited war" period. The over-all correlation in both models was very significant at the 95 percent confidence level. The $R^2$ Bar for the models was .9511 and .6922 respectively. The test for autocorrelation conditions in the per capita cement consumption model was in the inconclusive range.

Lag structures were developed using per capita selected petroleum consumption and cement consumption as dependent variables. Alternately, the annual cumulative political

---

155 See Table 29.
violence events index and armed attacks was the explanatory variable.

The first pair of lag structures used per capita selected petroleum consumption as the dependent variable. Alternately, the annual cumulative political violence events index and armed attacks were used as the independent variable. The "best fit" structure for both models was a fourth degree polynomial with a five year lagged period. In the first structure, the lag effect was mild during the first year, insignificant during the second through the fourth year and very significant in the fifth year. In the second lag structure, the lag effect was insignificant during the first four years and very significant during the fifth year. The lag effect of political violence was reflected in per capita selected petroleum consumption in the fifth year.

The second pair of lag structures employed the per capita cement production as the dependent variable and alternately the annual cumulative political violence events index and armed attacks as the independent variable. The "best fit" structure for both models was a fourth degree polynomial with a five year lagged period. The first structure reflected mild effect in the first year, no effect in the second year, a mild negative effect in the third and fourth years and a very significant effect in the fifth year. In the second model, the effect was significant in the first

---

156 See Figure 33(a) and 33(b).

157 See Figure 34(a) and 34(b).
Fig. 33. Lag structures of per capita selected petroleum consumption.
Fig. 34. Lag structures of per capita cement production.
year, and insignificant in the second and third years, and there was a mildly positive effect in the fourth and fifth years. The impact of political violence was reflected in per capita cement consumption in the first and fifth years.

**Soft Goods**

The consumption of soft goods in the less developed countries are thought to reflect an element of affluence. In some less developed countries, these soft goods are also referred to as non-essential goods. Three indicators of soft goods consumption which were less essential than basic foods in South Vietnam were selected for analysis in this study.

A series of multiple regression models were constructed using per capita domestic fabric consumption, per capita pharmaceutical consumption and per capita paper products consumption as the dependent variables. Alternately, the annual cumulative political violence events index and the individual five basic political violence indicators were used as the explanatory variable.158

In the first group of models, the series dependent variables were used and the annual cumulative political violence events index was the independent variable.159 All of the intercepts in these models were positive and very significant. The explanatory variable, the annual cumulative political violence events index, was significant at the 95

---

158 See Table 28.
159 Ibid.
percent confidence level in only the per capita paper products consumption model. Likewise, the only model in which there was over-all significant correlation was in the per capita paper products consumption model. Also, the $R^2$ Bar values were low in the per capita domestic fabric and pharmaceutical consumption models compared to the results obtained for other consumption variable models. The $R^2$ Bar of these respective models was .0070 and .0018. In the per capita paper products consumption model, the $R^2$ Bar was .2140. There was autocorrelation in the per capita domestic fabric and pharmaceutical consumption models. Autocorrelation conditions in the per capita paper products consumption model was in the inconclusive range.

In the second group of models, the series dependent variables were used as the dependent variables and the individual five political violence indicators were the explanatory variables. The intercepts in this group of models were all positive and very significant. The individual political violence explanatory variables, which were significant at the 95 percent confidence level for each model, were as follows: The per capita domestic fabric consumption model showed deaths from political violence and government sanctions; the per capita pharmaceutical consumption model showed no explanatory variables and the per capita paper products consumption model showed riots. The over-all correlation was significant at the 95 percent confidence

---

160 See Table 28.
level in only the per capita domestic fabric consumption model. The presence of autocorrelation conditions were in the inconclusive range in the per capita domestic fabric and pharmaceutical consumption models. There was positive autocorrelation in the per capita paper products consumption model.

A second series of multiple regression models was constructed using the same dependent variables which were used in the first series. Alternately, dummy variables, which represented the annual cumulative political violence events index and the individual five basic political violence indicators, was the independent variable. Dummy intercept variables were used in these models.161

In the first group of models, the series dependent variables were used as the dependent variables. The annual cumulative political violence indicator was the independent variable.162 The slopes were all positive. However, the significant slopes were not consistent throughout the three models. The slope of the per capita domestic fabric consumption model was significant only during the "limited war" period. The slope of the per capita pharmaceutical consumption model was significant during the "pre-insurgency" and "limited war" periods. The per capita paper products consumption model was significant during all three political violence time periods. There were no significant individual

---

161See Table 29.
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political violence indicators in the per capita domestic fabric consumption model. The only significant explanatory variable in the per capita pharmaceutical consumption model was riots during the "limited war" period. There were no significant independent variables in the per capita paper products consumption model. However, riots in the "limited war" period were marginally significant in this model. The over-all correlation was significant at the 95 percent confidence level in the per capita domestic fabric and pharmaceutical consumption models. The over-all correlation, however, was insignificant in the per capita paper products consumption model. There was positive autocorrelation in the per capita domestic fabric consumption model. The tests for autocorrelation in the per capita pharmaceutical and paper products consumption models were in the inconclusive range.

In the second group of models in this series, the series dependent variables were used as the dependent variables. The individual five basic political violence variables were the explanatory variables in this group of models. The slopes were all positive. However, there were inconsistencies in the political violence time periods in which the intercepts were significant. In the per capita domestic fabric consumption model, the intercept was significant only in the "limited war" period. In the per capita pharmaceutical and paper products consumption models, the intercepts were very significant in all three political violence time periods. The significant explanatory variables also differed
between models. In the per capita domestic fabric consumption model, there were no significant explanatory variables at the 95 percent confidence level. Government sanctions during the "limited war" period was significant in this model at the 85 percent confidence level. In the per capita pharmaceutical consumption model, riots was a significant explanatory variable in the "limited war" period. There were no explanatory variables which were significant at the 95 percent confidence level in the per capita paper products consumption model. Riots were significant at the 85 percent confidence level during the "insurgency" and "limited war" periods in this model. The over-all correlation in the per capita domestic fabric and pharmaceutical consumption models was significant. The over-all correlation in the per capita paper products consumption model was insignificant at the 95 percent confidence level. There was positive autocorrelation in the per capita domestic consumption model. The autocorrelation conditions in the per capita pharmaceutical and paper products consumption models were in the inconclusive range.

A group of lag structures was constructed which used per capita domestic fabric consumption, per capita pharmaceutical consumption and per capita paper consumption as the dependent variables. Alternately, the annual cumulative political violence events index and riots was used as the explanatory variable. A fourth degree polynomial with a five year lagged period provided the "best fit" for each lag structure.
The first set of lag structures used per capita domestic fabric consumption as the dependent variable. Alternately, the annual cumulative political violence events index and riots was used as the explanatory variable.\textsuperscript{163} In the first lag structure, there was mild effect in the first year, no effect in the second year, a significant negative effect in the third year, a mild negative effect in the fourth year and a very significant effect in the fifth year. In the second lag structure, there was a mild lag effect in the first year, a mild negative effect in the second through the fourth years and mild lag effect in the fifth year. The lag effect of political violence was reflected in domestic fabric consumption in the first and fifth years.

The second set of lag structures used per capita pharmaceutical consumption as the dependent variable. Alternately, the annual cumulative political violence events index and riots was used as the explanatory variable.\textsuperscript{164} In the first lag structure, there was a mild positive effect during the first year, no effect during the second year, a mild negative effect during the third year, no effect during the fourth year and a very significant effect during the fifth year. In the second lag structure, there was a significant effect during the first year, a mild effect during the second year, no effect during the third and fourth years and a mild effect during the fifth year. The effect of political violence on

\textsuperscript{163}See Figure 35(a) and 35(b).

\textsuperscript{164}See Figure 36(a) and 36(b).
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Per Capita Domestic Fabric Consumption (Code PCDFC408)
4 Degree Polynomial 5 (Year) Lagged Periods
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Annual Cumulative Political Violence Events Index (Code ACPVIND)

Dependent Variable
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Riots (Code RTOTS501)

Fig. 35. Lag structures of per capita domestic fabric consumption.
Fig. 36. Lag structures of per capita pharmaceutical consumption.
per capita pharmaceutical consumption was reflected in the first and fifth years.

The third set of lag structures used per capita paper products consumption as the dependent variable. Alternately, the annual cumulative political violence events index and riots was the explanatory variable. In the first lag structure, there was a mild lag effect during the first year, no effect in the second year, a mild effect in the third year, no effect in the fourth year and a very significant effect during the fifth year. The second lag structure showed a significant effect during the first year, a mild effect during the second year, no effect during the third and fourth years and a significant effect during the fifth year. The effect of political violence on per capita paper products consumption was in the first and fifth years.

Summary

The impact of political violence on patterns of consumption in South Vietnam was uneven. The strength of the significance of the association between per capita consumption and political violence was not the same for each consumption variable. The significance of the association was very strong for some consumption items while it was very weak for others. Of particular importance to this study was the finding that the impact of political violence on consumption patterns was not the same during each of the political
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165 See Figure 37(a) and 37(b).
Fig. 37. Lag structures of per capita paper products consumption.
violence time periods. The strength of the association between consumption pattern variables and the annual cumulative political violence events index was different among the consumption variables. The composition of the individual political violence variables, which explained deviation in consumption patterns, was not homogeneous among the consumption variables. The lag effect of political violence was generally reflected in the first and fifth year in the patterns of consumption.

The significance of the association between political violence and basic foods was very strong except for per capita rice consumption which was insignificant. The annual cumulative political violence events index was a stronger explanatory variable in the basic foods models than the individual indicators of political violence. However, these individual explanatory political violence variables were not homogeneous among the basic foods models. The separation of the data through the use of slope and intercept dummy variables resulted in the detection of significant shift parameters between the political violence time periods. These shifts became institutionalized in the data. There was no distinguishable pattern among the basic food models with respect to parameter shifts. There were structural changes which were evident from the shifting of explanatory variables between the ordinary least squares models and the dummy variable models. The lag effect of political violence on basic food consumption was reflected in the first and fifth years.
The significance of the association between political violence and luxury food consumption was very strong for all the variables in this group. In this case, the individual political violence indicators were more potent explanatory variables than the annual cumulative political violence events index. Shift parameters were also evident in these models when slope and intercept dummies were employed to separate the political violence time periods. The shifts in the data became institutionalized during the "insurgency" and "limited war" periods. There were some structural shifts between the significant explanatory political violence variables found in the ordinary least squares models and in the models which used dummy variables. The impact of political violence was reflected in luxury food consumption during the fifth year.

The significance between the consumption of industrial goods and political violence was significant. In this case, the individual political violence indicators were stronger explanatory variables than the cumulative political violence events index. There were some parameter shifts between the political violence time periods which became institutionalized in the data. The strength of this institutional effect was centered in the "pre-insurgency" and "insurgency" time periods for petroleum consumption and in the "limited war" period for cement consumption. The lag effect of political violence on industrial goods consumption was mildly reflected
in the first year and significantly reflected in the fifth year.

The significance of the association between soft goods consumption and the indicators of political violence was very mixed. In the ordinary least squares model, the strength of the association between political violence and paper products consumption was particularly strong. However, the significance of the association between per capita domestic fabric and pharmaceutical consumption and all indicators of political violence was extremely weak. The individual political violence indicators were slightly stronger explanatory variables than the annual cumulative political violence events index. The slope and intercept dummy variables indicated that the impact of political violence was institutionalized in the data only during the "limited war" periods. The lag effect of political violence was reflected in soft goods consumption in the first and fifth years.
CHAPTER V

CONCLUSIONS AND RECOMMENDATIONS

The conventional analysis of national marketing development in South Vietnam was a monumental task. This analysis required the consideration of many data series. The task also included the analysis of the impact of political violence on national marketing development and related activities. The need to perform an analysis of political violence greatly expanded the scope of this study.

In order to provide a clear and recappable study, the findings were fully reported and reviewed in Chapter IV. These findings were the basis for the conclusions stated in this chapter. The analysis in the study was complex because of the nature of the research in political violence and marketing development. The extensive coverage of this research, along with its complexity, dictated that a large portion of this last chapter be used as a statement of conclusions. For ease in reading, these conclusions have been underlined. The practical and theoretical implications of the research along with recommendations for further study in this area were also included.
The general thesis that political violence depressed the development of a national marketing system and related business activities in South Vietnam from 1955 through 1972 was not confirmed by the entire data analysis. The major conclusion of this study was that political violence stimulated the development of a national marketing system and related business activities with very few exceptions.

The research techniques which were employed in this study allowed the following groupings of exceptions to this general conclusion: developmental indicators which were depressed or stimulated throughout the entire developmental period, and those which were depressed or stimulated in one or more political violence time period. The significant lag effects of political violence were specified for both developmental indicators which appeared to have been stimulated and depressed.

The mixed results of the study dictated that specific conclusions be stated for the major research question and the three minor research questions. This was accomplished by presenting conclusions about the impact of political violence on a group of developmental indicators or each specific developmental indicator in most cases. A report of the relative potency of political violence indicators as explanatory variables in the study were also made.

Measuring National Marketing Development

National marketing development has traditionally been measured through the use of national economic sector
employment and national income data. These data were frequently disaggregated by sub-sector if the reported data supported the effort, which was the case for South Vietnam. Conventional measures were used both at the sector and sub-sector levels.

Conventional Measures

The initial test of the generally accepted theory that increases in per capita GNP are associated with an increase in the percent of the labor force employed in the tertiary sector was confirmed. The significance of the association between percent of the labor force employed in the tertiary sector and the per capita GNP was very strong and positive. The results of this test were similar to those reported for market economies such as the United States and Great Britain. However, the results for South Vietnam were difficult to compare with other less-developed countries because of the wide range of results which have been obtained for less-developed countries in other studies. The lag scheme developed for this relationship showed that the most significant lag effect of per capita GNP was reflected in the tertiary sector labor force during the second year.

Polynomial Equation Measures

A test of the theory that the percent of the labor force employed in the tertiary sector tends to level off or turn down at higher levels of per capita GNP was conducted. The theory was confirmed in both second and third degree
polynomial equations. In addition, a test was conducted to determine if shift parameters during the three political violence time periods had become institutionalized in the data. The results indicated that significant institutional effects on per capita GNP were concentrated in the "limited war" period. Also, significant structural changes were confirmed for the per capita GNP data during the "insurgency" and "limited war" periods.

Refined Measures

Key authors, Preston and Moyer, contended that the disaggregation of tertiary sector employment and national income data provided a more precise measure of marketing development. This concept was tested in a series of multiple regression models and lag schemes which used disaggregated tertiary sector employment data and disaggregated tertiary sector GDP contribution data.

The significance of the association between the percent of the labor force employed in the tertiary sector and the per capita GNP was stronger than any other tertiary employment and national income relationship tested. The next most significant association was between the percent of the labor force employed in the tertiary sector and the GDP. The association between the percent of the labor force employed in the tertiary sector and its corresponding percent of the GDP contributed by the tertiary sector was insignificant.

The tests to determine if significant shift parameters had occurred in the data indicated that both per capita GNP
and GDP data were institutionalized in the "insurgency" and "limited war" periods. A separate test of the political violence time period intercepts indicated that the labor force data were also institutionalized in the "insurgency" and "limited war" political violence time periods. The significant lag effects of GDP were reflected in the tertiary labor force during the third and fourth years.

The superiority of the per capita GNP over GDP as an explanatory variable of changes in the tertiary labor force was apparently because of the absence of net import-export data in the GDP statistics. Likewise, the insignificant association between the percent of the GDP contributed by the tertiary sector and the percent of the labor force employed in the tertiary sector can be attributed to the weak contributions to the GDP by the tertiary sector. Public administration and defense, and services, comprised a very large part of the tertiary economic sector. The institutionalization of the data in the "insurgency" and "limited war" periods was no doubt a reflection of the volatile economic conditions associated with increases in political violence.

The association between the percent of the labor force employed in the commercial sub-sector and the percent of the GDP contributed by the commercial sub-sector was significant, but the relationship did not correspond to the stated direction. The association between the percent of the labor force employed in the commercial sub-sector and the GDP contributed by the tertiary sector was very significant, but
again the relationship did not correspond to the stated direction. One can therefore conclude that changes in the percent of the labor force employed in the commercial sub-sector were explained by declines in the contributions made to the GDP by both the tertiary sector and the commercial sub-sector. This, no doubt, can again be partially explained by the relatively weak contributions made to sector GDP by the relatively large public administration and defense and services portion of the sector. The test for institutionalization of significant shift parameters revealed that only the percent of the GDP contributed by the tertiary sector during the "insurgency" period was significant. The lag scheme indicated that contributions to the tertiary sector GDP were realized in the commercial sub-sector labor force in the fifth year while contributions to the commercial sub-sector GDP were realized in the commercial sub-sector labor force in the third year.

The marginally significant relationship between the percent of the labor force employed in the wholesale and retail trade sub-sector and the contribution of this sub-sector to the GDP was reported, but the relationship did not correspond to the stated direction. Additionally, the association between the percent of the labor force employed in the wholesale and retail trade sub-sector and the GDP contributed by the tertiary sector and the commercial sub-sector was very significant. The relationship was positive for the GDP contributed by the commercial sub-sector and was negative for
the tertiary sector. One can conclude that changes in the labor force employed in the wholesale and retail trade sub-sector were explained by declines in the GDP contributions made by the tertiary sector and the wholesale and retail sub-sectors. It can also be concluded that wholesale and retail trade sub-sector employment was stimulated by commercial sub-sector contributions to the GDP. This negative relationship was again partially explained by the relatively weak contributions made to the GDP by the public administration and defense, and services portion of the sector. The test for institutionalization of shift parameters revealed that the percent of the GDP contributed by the wholesale and retail sub-sector during the "insurgency" period was significant. The lag structures indicated that contributions to the tertiary sector GDP were realized in the wholesale and retail trade sub-sector labor force in the fourth year while contributions to the wholesale and retail trade sub-sector GDP were realized in the respective labor force in the third year.

The analysis suggested that per capita GNP stimulated the growth of the tertiary sector as represented by the percent of the labor force employed in the tertiary sector. The GDP also stimulated the growth of this sector, but the percent of the GDP contributed to the tertiary sector had a depressing effect on the sector growth. That is, this relationship was significantly negative. Contrary to the suggestion of Preston, Moyer and Holton, the percent of the GDP contributed by the commercial and wholesale and retail
trade sub-sectors was a weak explanatory variable of changes in the commercial and wholesale and retail trade sub-sector employment. As both the employment and GDP statistics were disaggregated in order to align the respective counterparts, the explanation of the changes in the employment data which were provided by the GDP data became weaker. On balance, one can conclude that national marketing at the tertiary level did develop as measured by per capita GNP and GDP. However, the commercial sub-sector which included most of the functions associated with marketing did not develop in the same proportion as the tertiary sector. Wholesale and retail trade as the essential distributive function of marketing also did not develop in a like proportion with the entire tertiary sector.

Political Violence and National Marketing Development

The previous section endeavored to provide a summary of the extended conventional measures of marketing development in South Vietnam. These conventional measures indicated that national marketing developed at the tertiary sector level but that its development at the commercial and wholesale and retail trade sub-sector levels was less significant. With this analysis as a base, it was appropriate to inquire as to the impact of political violence on national marketing development at each level. The measure of this unique dimension of marketing development was the major objective of this study. The major research question which was structured to meet this objective was:
What was the impact of political violence on national marketing development in South Vietnam from 1955 through 1972?

The impact of political violence on both employment and national income indicators was used in the analysis of this question.

**Employment Indicators**

The level of employment in the tertiary sector and its sub-sectors of commerce and wholesale and retail trade was considered to be a strong indicator of the development of marketing and related activities at these levels. The impact of political violence on this development was measured as an aid in addressing the major research question.

There was a general lack of commonality in the results obtained from the association between tertiary sector and sub-sector employment and the indicators of political violence. The strength of the association between tertiary sector and sub-sector employment and political violence decreased as this sector was disaggregated. The relationship at the tertiary sector was positive and very significant, indicating that political violence had stimulated the development of the tertiary sector. The strength of the association between the commercial sub-sector employment and the indicators of political violence was positive and significant except for deaths from political violence, which was slightly negative. It appeared that political violence also stimulated the development of the commercial sub-sector but to a lesser
degree. The association between the wholesale and retail trade sub-sector employment and the indicators of political violence was significant, but the direction of the relationship was not as stated. Therefore, it can be concluded that political violence depressed the development of the wholesale and retail trade sub-sector.

The use of slope and intercept dummy variables aided in determining if the data from the three political violence time periods should be separated. Mixed results were found. There was no apparent institutionalization of shift parameters in the data. However, the strength of the explanatory variables was associated with political violence time periods, indicating structural changes in the political violence data. The political violence which stimulated the development of the tertiary sector was concentrated in the "insurgency" and "limited war" periods. In the case of the commercial sub-sector, political violence stimulated this development in the "insurgency" period and depressed it during the "limited war" period. Political violence depressed the development of the wholesale and retail trade sub-sector during the "limited war" period.

The lag structures indicated that the impact of political violence was reflected in the tertiary sector in the fourth year and in the commercial and wholesale and retail trade sub-sector labor forces during the fifth year.

These phenomena had not been previously tested; therefore, there was no basis for comparison of the results.
There was striking similarity between these results and those obtained for the national marketing development measures. National marketing development used these same employment indicators of tertiary sector and sub-sector development but used national income data as explanatory variables instead of political violence data. The next section addresses the relationship between national income indicators as measures of marketing development and the impact which political violence had on these indicators.

**Sector National Income Indicators**

National income as measured by sector and sub-sector contributions to the GDP was also a strong indicator of the development of marketing and related activities in the tertiary sector, the commercial sub-sector and the wholesale and retail trade sub-sector. The impact of political violence on this development was measured as an aid in addressing the major research question.

Similar to the impact of political violence on employment indicators of marketing development, the results of the association between the tertiary sector and sub-sector contributions to GDP and the indicators of political violence were mixed. The general decreasing strength of the significance from the tertiary level to the sub-sector levels between these indicators of marketing development and the indicators of political violence remained. The relationship between the percent of GDP contributed by the tertiary sector
and the indicators of political violence was positive and very significant. This indicated that political violence stimulated the development of the tertiary sector. This condition was also true but a milder level of significance at the commercial sub-sector and at a strength of significance equal to the tertiary sector for the wholesale and retail trade sub-sector. This indicated that political violence stimulated the development of the commercial and wholesale and retail trade sub-sector.

The use of slope and intercept dummy variables to separate the political violence time periods again produced mixed results in the sector and sub-sector GDP contribution models. As in the sector employment models, there was no apparent significant institutionalization of shift parameters in the data, but there were distinctive strengths of the explanatory variables associated with particular political violence time periods. This was an indication of structural changes in the political violence data. The development of the tertiary sector was stimulated by political violence during the "pre-insurgency" time period. The political violence which stimulated the development of the commercial sub-sector was concentrated in the "pre-insurgency" time period. Conversely, the political violence which stimulated the development of the wholesale and retail trade sub-sector was concentrated in the "limited war" period.

The test for lag effects of political violence indicated that the impact of political violence was reflected in the
tertiary sector and the wholesale and retail trade sub-sector during the fifth year and in the commercial sub-sector during the seventh year.

The results obtained using national income indicators to measure the impact of political violence on marketing development differed only in that political violence appeared to stimulate the development of the wholesale and retail trade sub-sector rather than depress it. This was also the case when sector employment indicators were used as the measure of marketing development. The results obtained using national income indicators of marketing development and the impact which political violence had on this phenomena were similar to the results obtained when national marketing development was measured using national income data as the explanatory variable in lieu of political violence data. Therefore, the next section addresses the relationship between income indicators at the national level (per capita GNP and GDP) and their relationship with indicators of political violence.

Gross National Income Indicators

The significance of the association between per capita GNP and GDP and the indicators of political violence was stronger than any measures of national marketing development. Only government sanctions as a political violence variable provided a significant negative relationship in the GDP models. The impact of political violence on both the per capita GNP and GDP national income indicators was centered in the "insurgency" and "limited war" periods. The test for lag
effect indicated that the impact of political violence was reflected in per capita GNP in the fifth year and in GDP in the seventh year.

The analysis of the impact of political violence on these gross indicators of national income was similar to the results obtained when national sector income indicators were used as the explanatory variables to measure national marketing development. There appeared to be a pattern of relationships developing in which political violence had the same approximate positive and stimulating effect on the development of marketing as national income did on this development.

Political Violence and the Development of an Infrastructure, Marketing Operations and Marketing Middlemen

The joint U.S.-Vietnamese Post War Development Group and the Simulmatics Corporation research team concluded from their limited empirical evidence that political violence in South Vietnam retarded the development of an infrastructure. The reported data in this study suggested that the impact of political violence reduced the number and scope of activities engaged in by marketing middlemen. An objective of this study was to empirically test the impact of political violence on the development of an infrastructure, marketing operations and marketing middlemen. The following minor research question was addressed through the aid of a series of empirical tests:

What was the impact of political violence on the development of an infrastructure to
support marketing operations and marketing middlemen in South Vietnam from 1955 through 1972?

Transportation Systems

The impact of political violence was reported by other researchers as particularly heavy on all transportation means. The results of the analysis in this study were mixed. There were very significant positive associations between the number of motor vehicles in use and armed attacks, protest demonstrations and the annual cumulative political violence events index. However, there was also a significant negative relationship between the number of motor vehicles in use and government sanctions. In the case of the association between railway passenger/kilometers and all the significant indicators of political violence, there was a very strong negative relationship. The relationship between coastwise shipping in commercial ports and the significant indicators of political violence was positive. However, domestic air passenger/kilometers and deaths from political violence reflected a positive association while government sanctions in the same model had a negative significant association.

More insight was gained into the unequal impact of political violence on transportation means by an examination of the models which tested for the homogeneity of the slopes and intercepts. The institutional effects for transportation means, except domestic air passenger/kilometers which was not reported, were mainly in the "pre-insurgency" and "insurgency" period. Also, there were significant structural
changes in which the potency of the explanatory variable was associated with a particular political violence time period. For example, the significance and direction of the association between number of motor vehicles in use and armed attacks was mildly insignificant and positive in the "limited war" period, and government sanctions in the same model was negative and significant during the same period. The strong negative significant relationship between railway passenger/kilometers and the indicators of political violence was explained by riots, deaths from political violence and the annual cumulative political violence events index, all of which were in the "insurgency" period. The explanatory variables for coastwise shipping in commercial ports were riots in the "pre-insurgency" period and government sanctions in the "insurgency" period. The lag impact of the indicators of political violence was reflected in motor vehicles in use and railway passenger/kilometers during the fifth year. The lag impact of political violence indicators for shipping in commercial ports was reflected in the first and fifth years.

The analysis suggested that political violence stimulated the development of motor vehicle use, coastwise shipping in commercial ports and domestic air service while it depressed rail service. Political violence appeared to have had its greatest stimulating effect on the number of motor vehicles in use during the "pre-insurgency" and "insurgency" periods and had a depressing effect during the "limited war" period. Political violence appeared to have depressed railway services
most dramatically during the "insurgency" period. Political violence appeared to have stimulated coastwise shipping in commercial ports during the "pre-insurgency" and "insurgency" periods.¹

The association of all four transportation means with political violence was significant, but it did not correspond to the stated direction in the case of motor vehicles in use, coastwise shipping in commercial ports and domestic air passenger/kilometers. Obviously, all transportation means did not respond to political violence in the same way. Also, there were other factors which were not included in this analysis that may explain the development of these transportation means in South Vietnam. Some of these other factors are capital, labor, management, technology, demand and marketing opportunities. A meaningful relationship may exist only when several of these factors are considered simultaneously and grouped according to their collective impact on the development of transportation means.

Communications

Communications media were thought to respond to increases in political violence by reducing their operations. The analysis of the impact of political violence on communications also produced mixed results. There was a positive and significant association between domestic air post letters

¹Dummy variable models and lag structures were not computed for domestic air passenger/kilometers due to the limited data series available for this indicator.
received and mailed and the indicators of political violence, excluding government sanctions in which the relationship was negative. Also, the association between circulation of daily newspapers and the indicators of political violence was significant and positive, except for government sanctions in which the relationship was negative. There was an insignificant association between average weekly radio broadcast hours and political violence indicators, but the insignificant political violence indicators pointed to a positive relationship.

The models which used dummy variables indicated that there were institutional effects during the "pre-insurgency" and "limited war" periods for the political violence variables in the domestic air post letters received and mailed model. There were also significant structural changes. Deaths from political violence reflected a mild insignificant effect on the dependent variable in the "pre-insurgency" period. The annual cumulative political violence events index was a strong positive predictor variable. Protest demonstrations in the "insurgency" period and government sanctions in the "limited war" period were strong significant negative explanatory variables against the dependent variable. The lag effect of political violence was reflected in domestic air post letters received and mailed, after five years.

The analysis relative to communications media indicated that the development and use of communications media were stimulated by political violence indicators, excluding
government sanctions which retarded this development and use. The strength of the impact of political violence indicators during the political violence time periods was mixed. However, the strength of the association between domestic air post letters received and mailed and political violence indicators had a tendency to be concentrated in the "pre-insurgency" and "limited war" periods during which it was negative.²

All three of the communications media showed a significant relationship with indicators of political violence. However, this relationship did not correspond to the stated direction in the case of domestic air post letters received and mailed during the "pre-insurgency" and "limited war" periods. There were other factors not considered: capital, labor, technology, management, demand and marketing opportunity. These may explain the development and use of communications media. Of course, all communications media did not respond to political violence in the same way. It may be possible to group factors which, if considered simultaneously, would explain the development of these communications media.

Banking System

A national banking system is an important element of each economy. In this study, there was generally a positive

²Dummy variable models and lag structures were not computed for circulation of daily newspapers and average weekly radio broadcast hours due to the limited data series available for these indicators.
and very significant association between the number of checks presented for clearance and the indicators of political violence both on a quarterly and annual basis. There was some shifting of the significant explanatory variables between the quarterly and annual data models. This shifting was a reflection of the different productive strengths of the data sets. However, the quarterly data model showed a stronger significant relationship between the number of checks presented for clearance and the indicators of political violence.

The models which employed dummy variables to test for the homogeneity of the slopes and intercepts indicated that strong institutional effects occurred in the political violence data during the "pre-insurgency" and "limited war" periods. Also, some structural shifts occurred in which the strength of the political violence explanatory variables was largely reflected in the "limited war" period. The lag effect of political violence was reflected in the number of checks presented for clearance during the fifth year, or in the case of quarterly data, during the first fifteen quarters.

The analysis indicated that political violence stimulated the development of a national banking system. The number of checks presented for clearance showed a significant relationship with most of the indicators of political violence, but this relationship did not correspond to the stated direction. It was possible that the national banking system was sheltered from some of the indicators of political violence in terms of a direct impact. Also, there may exist other factors which
were not included in this analysis that explain the development of a national banking system in South Vietnam. Some of these factors are: capital, labor, management, technology, institutional factors, demand and marketing opportunities. It is possible that a meaningful relationship could be constructed if several of these factors were grouped according to their collective impact on banking development.

Marketing Middlemen

The research staff of the Simulmatics Corporation, Sansom, and this study's data suggested that political violence reduced the total number of marketing middlemen and their respective volume of business. The results of this analysis were mixed. The association between small firms and most of the indicators of political violence was negative and very significant; whereas, the association between medium-sized firms and most of the indicators of political violence was positive and very significant. The association between public works firms and the indicators of political violence was equally divided between significant negative and positive indicators. The association between the number of commercial establishments and the indicators of political violence was insignificant.

The models which use dummy variables indicated that there were significant institutional effects in the political violence data during "pre-insurgency" and "limited war" periods, except for public works contractors, in which case the institutional effects were concentrated in the "limited war"
period. The pattern of positive and negative explanatory political violence variables persisted through the dummy variable models and confirmed that the most significant association between the marketing middlemen indicators and indicators of political violence was in the "limited war" period. The lag effect of political violence was reflected in marketing middlemen in the fifth year, except for public works contractors where the lag effect was reflected in the first and seventh year.

The analysis of marketing middlemen and their operations indicated that political violence depressed the growth of small business firms and stimulated the growth of medium-sized and public works contractor firms. The results indicated that a relationship did not exist between political violence and the number of commercial establishments. Political violence apparently made the greatest impact on this group of business firms during the "pre-insurgency" and "limited war" periods.

The association between marketing medium-sized firms in each group, and the indicators of political violence, was significant, but it corresponded to the stated direction only in the case of small business firms. All business firms did not respond in the same way to political violence. There were obvious factors such as: capital, labor, management, entrepreneurship, technology, demand and marketing opportunities which were not included in the analysis. These factors may explain the development of medium-sized and
public works contractor firms. A meaningful model, taking into account these factors, could no doubt be constructed.

Utilities

Public utilities in South Vietnam were considered by researchers in this area as depressed by the impact of political violence. The association between per capita electric consumption and most of the significant indicators of political violence was positive. This did not support the thesis. The strength of the significance of the association in the quarterly data models was stronger than those found in the annual data models. The use of slope and intercept dummy variables to separate the data into the political violence time periods indicated that there were significant institutional effects in the political violence data during the "pre-insurgency" and "limited war" periods. Also, structural changes were concentrated in the "limited war" periods. The lag effect of political violence was reflected in the first and fifth years in the annual data structures and in the first through the fifteenth quarters in the quarterly data structures.

The association between per capita electric energy consumption and the indicators of political violence was significant, but it did not correspond with the stated direction. There is a remote possibility that per capita electric energy consumption was sheltered from the impact of political violence. Also, there were other factors not included in this analysis which may explain the growth of per capita electric
energy consumption. Some of these factors are: capital, labor, management, government policies and regulations, technology, demand and marketing opportunities. A meaningful relationship might be constructed by grouping these factors according to their collective impact on the growth of per capita electric energy consumption.

Industrial Production

The general index of industrial production was used as a checking variable against other indicators of infrastructure development, such as utilities, which are part of this overall index.\(^3\) The significance of the association between the general production index and the indicators of political violence was weak but positive. The association was significant but it did not correspond with the stated direction. The analysis indicated that political violence had a mild stimulating effect on industrial production.

The increases in per capita electric energy consumption, which were part of the second economic sector, apparently were stimulated by political violence. Apparently, all industrial production did not respond to political violence in the same way. There are obvious factors such as: capital, labor, management, technology, demand, and marketing opportunities which were not included in this analysis. These

\(^3\) Dummy variable models and lag structures were not computed for the general index of industrial production due to the limited data series available for this indicator.
variables may explain the development of industrial production, if grouped, based on their collective impact in a relevant model.

**Political Violence and the Production of Key Agricultural Commodities**

An important objective of this study was to empirically test the proposition that the impact of political violence reduced the production and marketing of key agricultural commodities in South Vietnam from 1955 through 1972. Sansom and the Joint U.S.-Vietnamese Post War Development Group, among others, suggested that the frequency and intensity of political violence events reduced the output and distribution of these key commodities. Therefore, a minor research question was structured which has been subjected to several tests in this research project:

What was the impact of political violence on the production of key agricultural commodities in South Vietnam from 1955 through 1972?

**Paddy Production**

Paddy is the basic subsistence food in South Vietnam and was thought to be the most sensitive to changes in political violence. This proposition was not sustained by the analysis. In fact, many of the indicators of political violence exhibited midly insignificant to significant positive association with paddy production. Only two political violence indicators, deaths from political violence in the OLS models and riots during the "pre-insurgency" political violence time
period in the dummy variable model, showed a significant relationship which could depress paddy production.

The dummy variable models which were employed to test for the homogeneity of the slopes and intercepts revealed significant institutional effects and structural changes in the political violence data. These findings partially confirmed the need to separate the data into three political violence time periods. The strength of the significance of the association between paddy production and political violence was mixed, but it was strongest during the "pre-insurgency" and "limited war" periods. Also, significant structural effects were evident in which the strength of the significant explanatory variables was identified with a particular time period. Riots were significant explanatory variables in the "pre-insurgency" period. Riots and armed attacks were the significant explanatory variables in the "limited war" period. The lag scheme used in this analysis indicated that the significant impact of political violence on paddy production was realized in the fifth year.

Rubber Production

Rubber is an important plantation crop and industrial export commodity in South Vietnam. The impact of political violence was considered by many writers to have depressed the production and distribution of rubber during the period of this study. The analyses of data of both annual and quarterly rubber production and political violence supported this thesis. There was a very significant inverse relationship
between rubber production and the cumulative political violence events indices and armed attacks in the OLS models. The overall inverse association between rubber production and indicators of political violence was stronger in the quarterly than in the annual data models.

The models which used dummy variables indicated that there were strong institutional effects in the political violence data during the "pre-insurgency" and "insurgency" periods. There were also significant structural changes in which the strength of the explanatory variables was in the "pre-insurgency" and "limited war" political violence time periods. Armed attacks and government sanctions were the significant individual explanatory variables and had approximately equal strength with the cumulative political violence events indices. Again, the overall strength of the significant association between rubber production and indicators of political violence was better in the quarterly than in the annual data models. The lag structures which were employed in this analysis indicated that the significant effect of political violence on rubber production was largely reflected in the fifth year.

Tea Production

In South Vietnam, tea is a plantation crop which is largely consumed domestically. This commodity is produced in the lower central highlands where political violence thrived over the period of this study. Sansom and the Joint U.S.-Vietnamese Post War Development Group reported that political
violence had a significant depressing effect on the production and distribution of tea. The over-all analysis of the relevant data did not support this opinion. All of the indicators of political violence, except riots during the "pre-insurgency" period, exhibited significant positive association with tea production. Riots during this political violence time period were significant and indicated that they could depress tea production. The individual political violence indicators, riots and armed attacks, were stronger predictor variables than the annual cumulative political violence events index.

The test for homogeneity of the slopes and intercepts revealed approximately equal strength during each political violence time period. However, there were significant structural changes which showed riots as the strongest predictor variable during the "pre-insurgency" and "limited war" periods. The lag schemes reported that the significant impact of political violence was reflected in tea production during the first and fifth years.

Coffee Production

Coffee is also a plantation crop in South Vietnam and is exported. This crop is produced in the central highlands region which also experienced increasing levels of political violence over the period of this study. Sansom and the Joint U.S.-Vietnamese Post War Development Group referred to this violence as having an impact on both the production and distribution of coffee. The over-all analysis of the data
did not support this view. The indicators of political violence exhibited significant positive associations with annual coffee production, except for the annual cumulative political violence events index during the "pre-insurgency" period. Riots and armed attacks were stronger explanatory variables than the annual cumulative political violence events index.

There was approximately equal homogeneity of the intercepts in each political violence time period. However, riots and armed attacks were the significant explanatory variables during the "limited war" period. The lag structure analysis indicated that the significant effect of political violence on coffee production was reflected in the fifth year.

The analyses in this study indicated that political violence stimulated the production and distribution of paddy, tea and coffee while it depressed the production and distribution of rubber. Political violence had its greatest stimulating impact on the production of paddy, tea and coffee during the "pre-insurgency" and "limited war" periods. The depressing effect of political violence on rubber production and distribution was mixed but appeared to be strongest during the "pre-insurgency" and "limited war" political violence time periods. The significant positive and negative lag effect of political violence on all four agricultural commodities was concentrated in the fifth year.

A significant relationship was found to exist for all four key agricultural commodities, but it did not correspond to the stated direction in the case of paddy, tea and coffee.
In this study, all agricultural commodities were not affected in the same way by political violence. Other factors may exist to explain the production and distribution of paddy, tea and coffee in South Vietnam. The magnitude of possible factors, such as weather, new plant varieties, capital, labor, management, transportation, communications, demand and other marketing opportunities, suggests that meaningful relationships may exist when several of these factors are considered simultaneously.

Political Violence and Patterns of Consumption

Dacy, McElroy and other researchers have stated, based largely on observation, that political violence in South Vietnam caused radical changes in the traditional consumption patterns. They contended that there were radical changes in both the volume and composition of many major consumable items in response to political violence. Therefore, the following minor research question was subjected to empirical analysis:

What was the impact of political violence on the patterns of consumption in South Vietnam from 1955 through 1972?

This research question is neutral, since it does not presuppose that political violence depressed, stimulated or altered the composition of consumption patterns.

Basic Foods

The consumption of basic foods on a per capita basis is expected to remain approximately the same unless these items are not available due to political violence, or if people are
living below some minimum subsistence level. The latter was not the case in South Vietnam. This study found slight increases in basic food consumption when the level of income increased.

In the OLS models, the association between basic food consumption and the indicators of political violence was very significant with one exception. Per capita rice consumption was insignificant. The direction of the relationship was positive for rice and fish consumption but negative for pork consumption. Riots and the cumulative political violence events index were the variables which showed a negative relationship and may have depress per capita pork consumption.

The models which employed dummy variables to separate the political violence time periods showed mixed results. Shift parameters were detected which indicated that the political violence data had become institutionalized largely in the "pre-insurgency" and "limited war" periods. Also, the strength of the explanatory variables was centered in the same periods. The lag effect of political violence was reflected in per capita rice consumption during the first and fifth years. Also, the lag effects of political violence were reflected in per capita fish and pork consumption during the fifth year.

The analysis indicated that political violence depressed per capita rice consumption during the "pre-insurgency" political violence time period and had an insignificant impact during the following two political violence time periods.
Political violence apparently stimulated per capita fish consumption and significantly depressed per capita pork consumption, particularly during the "limited war" period.

In this study, the consumption of all basic foods was not affected by political violence in the same way. There are possibly other existing factors which explain changes in the consumption patterns of these basic foods. The magnitude of such factors as capital, management, government policies, technology and marketing opportunities suggests that a meaningful relationship might only exist when they are considered simultaneously.

There are a few specific factors which may have influenced basic foods consumption. A close examination of the political violence data seems to indicate that the level of political violence was low relative to other periods during the important rice planting seasons. Rice shifted from a key export to a key import crop after 1964. In the case of fish consumption, a large portion of the fishing fleet was motorized beginning in 1964. These factors were not tested in the analysis and care should be exercised in forming any conclusions based on these events.

Luxury Foods

Sugar and beverages are considered luxury foods in South Vietnam. These food items are also considered to be strong indicators of over-all economic development in the less-developed countries. There was a very strong significant
positive relationship between luxury foods and the indicators of political violence.

In the models which used dummy variables to separate the political violence time periods, the political violence data became institutionalized generally in the "pre-insurgency" and "limited war" time periods. However, the strength of the explanatory political violence indicators was centered in the "insurgency" and "limited war" periods. The lag structures indicated that the lag effect of political violence was reflected in per capita sugar and beverage consumption during the fifth year.

The analysis indicated that political violence stimulated the consumption of luxury foods particularly in the "insurgency" and "limited war" political violence time periods. There are undoubtedly other factors not considered in these models which could also explain the consumption of luxury foods.

Industrial Goods

Industrial goods form an important capital base in every developing economy. The consumption of these goods then becomes an important indicator of development in the less-developed countries. There was a very strong significant association between industrial goods and the indicators of political violence. This relationship was positive except in the case of government sanctions in the per capita selected petroleum consumption models.
There were shift parameters which indicated that the political violence data had become institutionalized generally during the "pre-insurgency" and "insurgency" time periods. However, the strength of the individual political violence explanatory variables was centered in the "limited war" period. The lag effect of political violence was reflected in industrial goods consumption in the first and fifth years.

The analysis indicated that political violence stimulated the consumption of industrial goods, particularly during the "limited war" period. Other factors not included in this study, such as capital, labor, management, technology and marketing opportunities, might also explain the consumption of industrial goods.

**Soft Goods**

The consumption of soft goods, which are sometimes known as nonessential goods, was frequently viewed in South Vietnam as affluence in consumption. The association between per capita domestic fabric consumption and the indicators of political violence was significant. However, deaths from political violence showed a negative significant relationship which could depress per capita domestic fabric consumption. The association between per capita paper products consumption and the indicators of political violence was positive and significant. The association between per capita pharmaceutical consumption and the indicators of political
violence was insignificant. There was, however, some evidence of a negative relationship beginning to form.

In the models which used dummy variables, there were shift parameters which indicated that the political violence data had become institutionalized in the per capita domestic fabric consumption model during the "limited war" period. In the per capita pharmaceutical consumption model the institutionalization appeared in the "pre-insurgency" and "limited war" periods. The per capita paper products consumption model had a relatively homogeneous intercept structure. The explanatory variables in all three models were concentrated in the "limited war" period, indicating structural changes in the strengths of the variables. The lag effect of political violence was reflected in soft goods consumption in the first and fifth years.

The analysis indicated that political violence stimulated the consumption of domestic fabrics and paper products. The major impact of political violence on this consumption was during the "limited war" political violence time period. There was no significant relationship between per capita pharmaceutical consumption and the indicators of political violence.

In this study, all soft goods did not respond in the same way to political violence. There are other factors, such as capital, labor, management, technology and marketing opportunities, which were not included in this analysis. These factors may explain the consumption of pharmaceuticals.
Implicated Research Questions

A major research question and three minor research questions were structured based on the literature to guide this study. Pertinent questions were selected for empirical testing in the study. Through additional research and preliminary analyses of these questions, two implied research questions were developed. These two questions were closely related to the methodology of the analyses employed and were stated to guide the study.

The first implied question, "What is the rationale for separating the data in the study into three separate time periods of "pre-insurgency," "insurgency" and "limited war?" was answered throughout the study as the findings relative to each research question were presented and the conclusions stated.

The value derived from separating the data into three political violence time periods was reflected in the improvements in the over-all precision of the analysis which was achieved. The tests for the homogeneity of the slopes and intercepts clearly showed that, the data should be divided into the three political violence time periods. This technique also allowed for the isolation of the impact of political violence in a particular time period rather than spreading it over the entire development period. The net result was an improvement in the significance of the explanatory variables. Clearly, there were three discernible political
violence time periods which approximated those tested in this research project.

The second implied question, "What is the saturation or lag effect of the indicators of political violence on the marketing development, marketing operations, key agricultural commodity production and consumption pattern variables.", was answered throughout the analysis of each research question and in the conclusions.

It was evident, in the preliminary analysis of the impact of political violence on marketing development, that the effect could not be immediate. Instead, the impact of political violence had a lagged or saturation effect. Therefore, the Almon lag structure technique was used to measure both the length or duration of the lagged periods and the significance of the lag structures. It measured the significance of the association between the dependent marketing development data and the predictive political violence data in each lag structure. As a matter of convenience, the normalized lag coefficients for the "best fit" lag structures were plotted in charts which picture the relationships found in each case. The lagged periods which were significant in the study range from two to seven years.

Political Violence Indicators

The five individual basic political violence indicators and the cumulative political violence events index selected for use in this study represented a wide range of political violence and were expected to have varying potency as
explanatory variables. The potency of political violence and related explanatory variables in other studies was discussed in Chapter III.

This study developed a useful group of conclusions relating to the effectiveness or potency of political violence indicators. The data derived from the use of political violence variables in this study was particularly valuable on several accounts. The mix of political violence variables was, perhaps, unique to this study. The use of dummy political violence variables to separate the data into political violence time periods was believed to have originated in this study. The use of political violence variables in lag structures to test the length of the lagged period and the significance of the lagged association between variables was also unique and identified with this study. The development and use of a cumulative political violence events index and its testing in an empirical study, although not unique, was a specific application of previously used techniques.

Several tables were constructed in which the results of the use of the political violence indicators in this study were summarized. The first table showed the political violence indicators used in the study, the number of times in the 36 OLS multiple regression models that these indicators were significant at the 95 percent confidence level, and the percent of times that this indicator was significant.  

### TABLE 30
EXPLANATORY POLITICAL VIOLENCE INDICATORS
SIGNIFICANT AT 95 PERCENT CONFIDENCE
LEVEL IN ANNUAL DATA MODELS

N=36

<table>
<thead>
<tr>
<th>Independent Variables (Rank Order)</th>
<th>Number of (^a) Times Significant</th>
<th>Percent of (^c) Times Significant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Armed Attacks (Code 504)</td>
<td>20</td>
<td>55.6</td>
</tr>
<tr>
<td>Protest Demonstrations (Code 506)</td>
<td>13</td>
<td>36.1</td>
</tr>
<tr>
<td>Government Sanctions (Code 519)</td>
<td>12</td>
<td>33.4</td>
</tr>
<tr>
<td>Riots (Code 501)</td>
<td>10</td>
<td>27.8</td>
</tr>
<tr>
<td>Deaths from Political Violence (Code 502)</td>
<td>9</td>
<td>25.0</td>
</tr>
<tr>
<td>Cumulative Political Violence Events Index (Code ACPVIND)</td>
<td>23</td>
<td>63.9</td>
</tr>
</tbody>
</table>

**SOURCE**: Dependent and independent variables data as provided in the study have been processed utilizing Leasco Response, Inc., Regression Statistics (LEASTAT) software computer package in an IBM-360 computer system.

\(^a\)There are 36 multiple regression models which employ the cumulative political violence events index as the independent variable and also 36 multiple regression models which employ one or more of the individual political violence variables as independent variables.
TABLE 30--Continued

b The variable is significant at the 95 percent confidence level in the model in which it appears.

c The percentages do not add to 100 because a variable may be significant in several models.
Armed attacks was the most potent individual basic political violence variable in all of the annual data models. The cumulative political violence events index was significant a larger number of times than any other political violence indicator. Deaths from political violence had a lower percentage of times in which it was significant than other writers have suggested. The weak performance of the deaths from political violence variable in this study may have been caused by the backward step-wise regression technique used. Simple multicollinearity frequently existed between armed attacks and deaths from political violence, in which case the variable with the lowest level of significant was eliminated in the backward step-wise regression sorting-out process.

The strength of the dummy political violence variables used in the models which tested for the homogeneity of the slopes and intercepts was summarized in a table to determine if the potency of the variables had carried through from the OLS annual data models. The results indicated that they did not. In the dummy variable models, government sanction was significant more times than any other individual political violence explanatory variable. Riots was the second most significant explanatory variable. Very surprisingly, the cumulative political violence events

5 Several writers found that the most potent political indicators are deaths from political violence and armed attacks. See Chapter III of this study for a discussion of these findings.

6 See Table 31.
## TABLE 31

**EXPLANATORY POLITICAL VIOLENCE INDICATORS SIGNIFICANT AT 95 PERCENT CONFIDENCE LEVEL IN ANNUAL DUMMY VARIABLE MODELS**

N=32

<table>
<thead>
<tr>
<th>Independent Variables (Rank Order)</th>
<th>Number of Times Significant</th>
<th>Percent of Times Significant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government Sanctions (Code 519)</td>
<td>14</td>
<td>43.8</td>
</tr>
<tr>
<td>Riots (Code 501)</td>
<td>12</td>
<td>37.5</td>
</tr>
<tr>
<td>Armed Attacks (Code 504)</td>
<td>10</td>
<td>31.3</td>
</tr>
<tr>
<td>Protest Demonstrations (Code 506)</td>
<td>8</td>
<td>25.0</td>
</tr>
<tr>
<td>Deaths from Political Violence (Code 502)</td>
<td>2</td>
<td>6.3</td>
</tr>
<tr>
<td>Cumulative Political Violence Events Index (Code CPVIND)</td>
<td>8</td>
<td>25.0</td>
</tr>
</tbody>
</table>

**SOURCE:** Dependent and independent variables data as provided in the study have been processed utilizing Leasco Response, Inc., Regression Statistics (LEASTAT) software computer package in an IBM-360 computer system.

**a**There are 32 multiple regression models which employ the cumulative political violence events index as the
independent variable and also 32 multiple regression models which employ one or more of the individual political violence variables as independent variables.

b. The variable is significant at the 95 percent confidence level in the model in which it appears.

c. The percentages do not add to 100 because a variable may be significant in several models.
index declined in level of significance over the annual data models to only 25 percent of the times in which it was significant. Armed attacks and deaths from political violence were significant 31.3 percent and 6.3 percent of the times respectively.

Next, the explanatory political violence variables were sorted by research questions in this study. This effort was made in order to align the political violence indicators with each respective research question. The results differed considerably from those obtained regarding the collective use of the political violence indicators. In the marketing development models, deaths from political violence was the most potent explanatory variable. The most potent explanatory variables in the infrastructure and related models were armed attacks and government sanctions. The key agricultural commodities models reflected armed-attacks as the most potent variable. The patterns of consumption models showed armed attacks to be the most potent variable. Also, the cumulative political violence events index improved in the separate models over its previous performance. This separation of the political violence indicators into groups based on the research questions of the study supported previously reported

---

7 See Table 32.
<table>
<thead>
<tr>
<th>Independent Variables (Code Order)</th>
<th>Marketing Development (100 Series)</th>
<th>Infrastructure, Marketing Operations and Marketing Middlemen (200 Series)</th>
<th>Key Agriculture Commodity Production (300 Series)</th>
<th>Patterns of Consumption (400 Series)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of Times Significant</td>
<td>Percent of Times Significant</td>
<td>Number of Times Significant</td>
<td>Percent of Times Significant</td>
</tr>
<tr>
<td>Riots (Code 501)</td>
<td>2</td>
<td>25.0</td>
<td>2</td>
<td>14.3</td>
</tr>
<tr>
<td>Deaths from Political Violence (Code 502)</td>
<td>4</td>
<td>50.0</td>
<td>3</td>
<td>21.4</td>
</tr>
<tr>
<td>Armed Attacks (Code 504)</td>
<td>3</td>
<td>37.5</td>
<td>7</td>
<td>50.0</td>
</tr>
<tr>
<td>Protest Demonstrations (Code 506)</td>
<td>3</td>
<td>37.5</td>
<td>6</td>
<td>42.9</td>
</tr>
<tr>
<td>Independent Variables (Code Order)</td>
<td>Marketing Development (100 Series) N=8</td>
<td>Infrastructure, Marketing Operations and Marketing Middlemen (200 Series) N=14</td>
<td>Key Agriculture Commodity Production (300 Series) N=4</td>
<td>Patterns of Consumption (400 Series) N=10</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>----------------------------------------</td>
<td>-------------------------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td></td>
<td>Number of Times Significant</td>
<td>Percent of Times Significant</td>
<td>Number of Times Significant</td>
<td>Percent of Times Significant</td>
</tr>
<tr>
<td>Government Sanctions (Code 519)</td>
<td>2</td>
<td>25.0</td>
<td>7</td>
<td>50.0</td>
</tr>
<tr>
<td>Cumulative Political Violence Events Index (Code CPVIND)</td>
<td>8</td>
<td>100.0</td>
<td>8</td>
<td>57.2</td>
</tr>
</tbody>
</table>

SOURCE: Dependent and independent variables data as provided in the study have been processed utilizing Leasco Response, Inc., **Regression Statistics (LEASTAT)** software computer package in an IBM-360 computer system.

a There are 36 multiple regression models which employ the cumulative political violence events index as the independent variable and also 36 multiple regression models which employ one or more of the individual political violence variables as independent variables.

b The variable is significant at the 95 percent confidence level in the model in which it appears.

c The percentages do not add to 100 because a variable may be significant in several models.

d Series numbers correspond to dependent variables used with each research question.
results that armed attacks and deaths from political violence were the most potent political violence explanatory variable.  

The explanatory political violence indicators were also organized by the three political violence time periods. The results showed the strength of the political violence variables during the different political violence time periods. The explanatory variables had a tendency to gravitate to the "insurgency" and "limited war" time periods during which the frequency and intensity of political violence increased. However, the shifting in the number of times in which an explanatory variable was significant in a particular time period was an important finding of this study. For example, riots and armed attacks were the most potent explanatory variables in the "pre-insurgency" time period. There was no distinguishable pattern of potency among the individual political violence variables during the "insurgency" time period. During the "limited war" time period, government sanctions, armed attacks, and riots are the most potent explanatory variables. The potency of the cumulative political violence events index improved with each successive time period from "pre-insurgency" through "limited war."

---

8 Flanigan, Fogelman, Tanter, Rummel, Hoole, and the Feierabends have all suggested that armed attacks and deaths from political violence are the strongest indicators of political violence. Also see Chapters II and III.

9 See Table 33.
**TABLE 33**

**EXPLANATORY POLITICAL VIOLENCE INDICATORS SIGNIFICANT AT 95 PERCENT CONFIDENCE LEVEL IN DUMMY VARIABLE MODELS BY POLITICAL VIOLENCE TIME PERIOD**

N=32⁸

<table>
<thead>
<tr>
<th>Independent Variables (Code Order)</th>
<th>Political Violence Time Periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Riots (Code 501)</td>
<td>4</td>
</tr>
<tr>
<td>Deaths from Political Violence (Code 502)</td>
<td>0</td>
</tr>
<tr>
<td>Armed Attacks (Code 504)</td>
<td>3</td>
</tr>
<tr>
<td>Protest Demonstrations (Code 506)</td>
<td>2</td>
</tr>
<tr>
<td>Government Sanctions (Code 519)</td>
<td>1</td>
</tr>
<tr>
<td>Cumulative Political Violence Events Index (Code CPVIND)</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>12</td>
</tr>
<tr>
<td>Percent of Significant Variables</td>
<td>22.2</td>
</tr>
</tbody>
</table>
TABLE 33--Continued

SOURCE: Dependent and independent variables data as provided in the study have been processed utilizing Leasco Response, Inc., Regression Statistics (LEASTAT) software computer system.

aThere are 32 multiple regression models which employ the cumulative political violence events index as the independent variable and also 32 multiple regression models which employ one or more of the individual political violence variables as independent variables.
Implications of the Research

The implications of this research are divided into theoretical and practical contributions of the study. This is not to say that good theory is not practical or that good practices should not be based on good theory. This unique study has produced contributions to the general body of marketing development and political violence theory. It has also produced several practical contributions which ought be tested in other situations before they can be accepted as having universal application.

Theoretical Implications

There was very little theory to guide this research of the impact of political violence on marketing development. In the closely associated area of political stability and economic development, there are writers who believe that political stability is a condition for economic development. Other writers believe that economic development leads to political stability. A few writers believe that system legitimacy can either reduce or expand economic development. Most of these studies are based on cross-polity analysis of many countries; therefore, their applicability in this study of one country was limited.

On balance, the theory that political stability is a pre-condition for economic development, or that economic development leads to political stability, was not confirmed.\footnote{The specific writers who held these views were cited in Chapters II and III.}
by this study. Likewise, the contention that system legitimacy was linked to economic development was also not determined in this study. However, it should be noted that an analysis of the association between political instability and economic development was not a purpose of this research. This comparison was made only because of the scant theory available relative to marketing development and political violence.

The results of this study were considerably mixed; however, trends were discernible from the analysis. The study indicated that political violence did not have a devastating impact on marketing and related developments in South Vietnam. The general trends in the study indicated that a mild level of political violence during the "pre-insurgency" period stimulated marketing development. The median level of political violence experienced in the "insurgency" period continued to stimulate marketing but at a milder rate. Only during the "limited war" period was marketing development depressed by the high level of political violence.

The results of the analysis of the impact of political violence on the development of an infrastructure, and related systems which supported marketing operations, were not as suggested by the literature. Political violence generally stimulated infrastructure development in all of the political violence time periods with a few exceptions. The limited depressing effects on the infrastructure were concentrated
in the "limited war" period which experienced a high level of political violence.

The impact of political violence on agriculture production was not as stated in the literature. The insignificant association between paddy production and political violence was a key finding of this study. The depressing effect of political violence on rubber production was concentrated in the "pre-insurgency" and "limited war" periods. This, within itself, is contrary to the literature.

The impact of political violence on consumption patterns was interesting, since largely stimulated rather than depressed the consumption of most items. Contrary to the speculations contained in the literature, there was an insignificant relationship between political violence and the consumption of three key soft goods.

The results of this study indicate that the potency of political violence variables were different from that reported in the literature. Deaths from political violence and armed attacks as political violence variables demonstrated their strength as the most potent explanatory variables only when they were associated with specific research questions. These variables appeared to have limitations as general political violence explanatory variables. This finding was an important contribution to the theory concerning the use of political violence explanatory variables.

Another important theoretical finding of this study was that explanatory variables changed in potency and varied
among the political violence time periods. It was found that political violence indicators were required to be associated with a particular political violence time period in order to maximize their significance.

Finally, this study indicated that the lagged effects of political violence on marketing development and related activities were measurable both with respect to lagged period and the significance of the association. The lagged period in this study ranged from two to seven years and the level of significance ranged from insignificant to very significant.

Practical Implications

It was shown in this study how sector and sub-sector employment and national income statistics were used to measure the development of marketing at three levels. More importantly, the necessity to include the political violence dimension in marketing development studies in countries experiencing internal political violence was demonstrated.

The techniques for separating the data of a country into political violence time periods and the importance thereof were demonstrated in this study. Methods for organizing and interpreting the results of these techniques were presented in this study.

The measurement of the duration and significance of the lagged effect of political violence on national marketing development and related activities was demonstrated in this study. The selection of only the "best fit" model from the
OLS regression analysis was an important criterion for lagged analysis of political violence indicators.

The most potent political violence explanatory variables in the long term development period and the shorter political violence time periods were identified. In this study, the use of a non-weighted political violence index as a tool for developing the first approximation of the impact of political violence in single polity analysis was demonstrated.

The results of the testing of marketing development and related indicators should prove very useful to further research in this area. These tests provide researchers with an inventory of indicators which are worthy of evaluation and also a notation of the indicators which should be ignored.

An over-all framework of analysis was developed in this study useful to analysis of the impact of political violence on national marketing development and related activities in less-developed countries. The direct transference of the findings of this study to studies of other countries and situations must be done very carefully. Full realization that future applications may be limited because each country and each political violence situation presents a unique set of circumstances.

Recommendations

The general finding of this study, that political violence did not depress marketing development, opens up a new dimension for study in this area. The first task for any extended study in this area should be to test the methodology
of this study in studying other countries. These countries should be in the less-developed economic category and located in Southeast Asia in order to have comparability with this study. The time frame of such future studies should correspond as closely as possible with that of this study.

Studies of marketing development in other less-developed countries, where modeled after this research, should capitalize on findings of this research by using the marketing development indicators which herein demonstrated the greatest promise. Of course, the most potent political violence explanatory variables should be concentrated upon in order to conserve resources.

The use of political violence time periods is recommended where the literature suggests their use and where they can be confirmed in the behavior of political violence indicators. This is an effective tool if the above conditions can be satisfied.

Also, the use of lag techniques to measure the duration and significance of lagged effects of political violence on marketing development must be approached with caution. This technique should be used only when there is a very significant relationship for which there is a suspected corresponding significant lag structure.

Studies of other analogous countries or regions would add additional information to this previously unexplored aspect of marketing development.
APPENDIX A

ESTIMATE OF THE LABOR FORCE IN SOUTH VIETNAM
1955 THROUGH 1972
ESTIMATE OF THE LABOR FORCE IN SOUTH VIETNAM
1955 THROUGH 1972

The estimate of the labor force in South Vietnam from 1955 through 1972 was based upon reported employment statistics to the maximum extent possible. There were four complete employment censuses conducted in 1955, 1957, 1960 and 1966 by the Vietnamese Department of Labor and the National Institute of Statistics. Partial employment surveys were conducted for several intervening years. Complete employment data were available in the primary economic sector for fishing, forestry and plantations. However, farming and animal husbandry employment data in this sector were derived. This procedure is commonly used to develop primary sector employment data concerning most less-developed countries. In the secondary economic sector, labor force data were available for construction, manufacturing and utilities. In the tertiary economic sector, complete employment data were available for public administration and defense. Some employment data were available for transportation, communications, services, banking and finance, and wholesale and retail trade.

The missing data points were constructed from employment projections which were based in most cases on the outputs of the corresponding economic sector or sub-sector.
Each of these projections are discussed by economic sector. The total national labor force data was reported by the Vietnamese Department of Labor or was based upon labor participation rates suggested by the United Nations.¹

**Primary Sector**

The number of persons working in the fishing industry during the years 1962 through 1972 was reported in the Vietnam Statistical Yearbook series 1964 through 1972. The USOM to South Vietnam conducted an employment survey of Vietnamese working in the fishing industry in 1961, and reported these data in a pamphlet. The number of persons working in the fishing industry for the years 1955 through 1960 was estimated based on the number of fishing boats reported and the catch each year. The data for these two factors are contained in the Vietnam Statistical Yearbook series 1954 through 1962.

The number of forestry workers was reported in the Vietnam Statistical Yearbook series for the years 1960 through 1972. The number of workers for the years 1955 through 1959 was estimated based upon the timber harvest for those years contained in the Vietnam Statistical Yearbook series for these years.

The number of plantation workers was based on reported statistics in the Vietnam Statistical Yearbook series for the years 1955, 1957, 1959, 1961 and 1963 through 1972. The

missing data points were estimated from plantation crop produc-
tion based on rubber, tea, coffee and mixed products. Separate employment surveys conducted of plantations with 500 hectares or larger cultivation areas during the intermittent years were also used to estimate the number of plantation workers.

Agricultural workers was a derived figure except for the years when complete employment censuses were conducted.

Secondary Sector

In the secondary sector, employment figures for construction workers were reported in the Vietnam Statistical Yearbook series for 1955, 1957, and 1960 through 1972. Construction workers for the missing years in this series were estimated based on the constructed area reported in the Vietnam Statistical Yearbook series for 1954 through 1960. Facts on this series were also supported by the United States Embassy which reported the number of construction workers in South Vietnam employed by U. S. contractor firms during the period 1966 through 1972.

The number of manufacturing workers was based on reported statistics in the Vietnam Statistical Yearbook series for the years 1955, 1957, 1959 and 1960 through 1972. The missing data points were based on the production of key manufactured products during these years.

The number of mining and quarrying workers was reported for the years 1955, 1957, 1959 and 1960 through 1972 in the Vietnam Statistical Yearbook series. The missing employment
data was estimated from the production of mining and quarrying products during these years as reported in the Vietnam Statistical Yearbook series for 1954 through 1960.

The number of utility workers was based on the reported work forces for all utilities. The reports were for the years 1955, 1957, 1959 and 1960 through 1972 in the Vietnam Statistical Yearbook series. The missing employment data were estimated from electrical energy production which comprised the major portion of all utility workers.

**Tertiary Sector**

The number of wholesale and retail trade workers was reported in the Vietnam Statistical Yearbook series for the years 1955, 1957, 1960, 1962 and 1966. The missing data points were estimated from the number of business licenses and the contribution of this sub-sector to the GDP.

The number of employees of banks, financial institutions and insurance companies was reported in the Vietnam Statistical Yearbook series for the years 1955, 1957, 1959 and 1960 through 1972. The missing employment data were based on reports of the U. S. Agency for International Development and the Vietnam National Bank for the years 1961 through 1972.

The number of real estate workers was reported for 1955, 1957, 1959, 1961, 1963 and 1966 in the Vietnam Statistical Yearbook series for these years. The missing data points were estimated based upon available rental apartments for these years.
The number of automotive transport workers was reported in the Vietnam Statistical Yearbook for the years 1955, 1957, 1959, 1962 and 1966. The intermittent years were estimated based on a factor of workers per motor vehicle in use. These data were classified by type of motor vehicle with a different factor for each type. Railway employees were reported in the Vietnam Statistical Yearbook series for all years 1955 through 1972. Air transport workers were reported for the years 1963 through 1972 in the Vietnam Statistical Yearbook series for these years. Estimates of air transport workers for the years 1955 through 1962 were based on freight ton/kilometers and passenger arrivals and departures statistics. Ship crew workers were based on the number of commercial vessels registered and the average number of workers per vessel.

The number of public administration workers was reported in the Vietnam Statistical Yearbook series for 1955, 1957, 1959 and 1960 through 1972. The data concerning the intermittent years were estimated from the reported years and the Vietnam national budget which is also reported in the Vietnam Statistical Yearbook series for the intermittent years. The number of defense workers was based on U. S. Defense Department documentation of the RVNAF plus estimates of the NFLSVN forces. These data were confirmed by U. S. Congressional committee reports.

Domestic service workers were reported for the years 1955, 1957, 1960 and 1966. The remaining years were
estimated based on factors applied for domestic servants employed in the households of indigenous Vietnamese as estimated by the Vietnamese Department of Labor and estimates of the number of domestic servants employed by United States and third country nationals.

Private professional service workers, such as medical, legal, accounting, data processing and others, were reported in the Vietnam Statistical Yearbook series in most cases from 1959 through 1972. Estimates were made for the missing years by the author based on the total population by years.

Telecommunications workers were reported in the Vietnam Statistical Yearbook series for the years 1955, 1957, 1959, 1960 and 1966. The number of workers in this industry was estimated for the missing years based on the volume of telecommunications service provided which was also reported in the Vietnam Statistical Yearbook series for the intermittent years.

Although these estimates may be less than precise in terms of survey information frequently available in market economies, they are superior for a less-developed country during the time frame 1955 through 1972. These data in this appendix are based in most cases on reported data; the creditability of such data may be superior to survey data. Because national employment data is an aggregate measure, which is used with other aggregate measures of national income, marketing development and political violence, it is appropriate for the application which is made in this study.
### TABLE 34
ESTIMATE OF EMPLOYMENT IN THE PRIMARY ECONOMIC SECTOR
OF SOUTH VIETNAM
(000)

<table>
<thead>
<tr>
<th>Year</th>
<th>Agriculture</th>
<th>Fishing</th>
<th>Forestry</th>
<th>Plantations</th>
<th>Total</th>
<th>Labor Force</th>
<th>Percent of Labor Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>3,970.6</td>
<td>132.5</td>
<td>4.0</td>
<td>41.6</td>
<td>4,148.7</td>
<td>4,827</td>
<td>85.9</td>
</tr>
<tr>
<td>1956</td>
<td>4,026.6</td>
<td>104.0</td>
<td>4.5</td>
<td>48.1</td>
<td>4,183.2</td>
<td>4,946</td>
<td>84.5</td>
</tr>
<tr>
<td>1957</td>
<td>4,244.1</td>
<td>104.0</td>
<td>5.0</td>
<td>51.6</td>
<td>4,404.7</td>
<td>5,220</td>
<td>84.4</td>
</tr>
<tr>
<td>1958</td>
<td>4,097.7</td>
<td>146.7</td>
<td>5.0</td>
<td>50.2</td>
<td>4,299.6</td>
<td>5,170</td>
<td>83.1</td>
</tr>
<tr>
<td>1959</td>
<td>4,569.8</td>
<td>150.4</td>
<td>5.5</td>
<td>55.2</td>
<td>4,580.9</td>
<td>5,516</td>
<td>83.1</td>
</tr>
<tr>
<td>1960</td>
<td>4,414.4</td>
<td>184.9</td>
<td>5.6</td>
<td>56.8</td>
<td>4,661.7</td>
<td>5,629</td>
<td>82.8</td>
</tr>
<tr>
<td>1961</td>
<td>4,456.4</td>
<td>202.6</td>
<td>5.5</td>
<td>60.0</td>
<td>4,724.5</td>
<td>5,797</td>
<td>81.5</td>
</tr>
<tr>
<td>1962</td>
<td>4,226.0</td>
<td>199.5</td>
<td>5.1</td>
<td>57.2</td>
<td>4,487.8</td>
<td>5,710</td>
<td>78.6</td>
</tr>
<tr>
<td>1963</td>
<td>4,014.1</td>
<td>243.4</td>
<td>6.4</td>
<td>57.8</td>
<td>4,321.7</td>
<td>5,653</td>
<td>76.4</td>
</tr>
<tr>
<td>1964</td>
<td>3,912.2</td>
<td>245.5</td>
<td>5.3</td>
<td>60.0</td>
<td>4,223.0</td>
<td>5,744</td>
<td>73.5</td>
</tr>
<tr>
<td>1965</td>
<td>3,998.0</td>
<td>243.5</td>
<td>5.6</td>
<td>58.6</td>
<td>4,305.7</td>
<td>6,009</td>
<td>71.7</td>
</tr>
<tr>
<td>1966</td>
<td>3,774.0</td>
<td>253.8</td>
<td>4.6</td>
<td>46.9</td>
<td>4,079.3</td>
<td>6,045</td>
<td>67.5</td>
</tr>
<tr>
<td>1967</td>
<td>4,123.6</td>
<td>270.4</td>
<td>3.6</td>
<td>41.1</td>
<td>4,438.7</td>
<td>6,502</td>
<td>68.1</td>
</tr>
<tr>
<td>1968</td>
<td>3,939.0</td>
<td>272.3</td>
<td>5.0</td>
<td>37.0</td>
<td>4,252.3</td>
<td>6,503</td>
<td>65.4</td>
</tr>
<tr>
<td>1969</td>
<td>3,981.1</td>
<td>277.1</td>
<td>8.1</td>
<td>33.8</td>
<td>4,300.1</td>
<td>6,617</td>
<td>65.0</td>
</tr>
<tr>
<td>1970</td>
<td>4,115.1</td>
<td>317.4</td>
<td>7.1</td>
<td>39.1</td>
<td>4,478.7</td>
<td>6,953</td>
<td>64.6</td>
</tr>
<tr>
<td>1971</td>
<td>4,565.2</td>
<td>335.7</td>
<td>11.5</td>
<td>43.3</td>
<td>4,955.7</td>
<td>7,483</td>
<td>66.3</td>
</tr>
<tr>
<td>1972</td>
<td>4,797.0</td>
<td>342.8</td>
<td>11.6</td>
<td>50.2</td>
<td>5,181.6</td>
<td>7,685</td>
<td>67.4</td>
</tr>
</tbody>
</table>

SOURCE: See Appendix A.
<table>
<thead>
<tr>
<th>Year</th>
<th>Construction</th>
<th>Manufacturing</th>
<th>Mining and Quarrying</th>
<th>Utilities</th>
<th>Total</th>
<th>Labor Force</th>
<th>Percent of Labor Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>22.2</td>
<td>100.0</td>
<td>0.7</td>
<td>1.6</td>
<td>124.5</td>
<td>4,827</td>
<td>2.6</td>
</tr>
<tr>
<td>1956</td>
<td>18.6</td>
<td>110.0</td>
<td>1.5</td>
<td>1.7</td>
<td>131.8</td>
<td>4,946</td>
<td>2.7</td>
</tr>
<tr>
<td>1957</td>
<td>14.0</td>
<td>112.0</td>
<td>0.9</td>
<td>1.8</td>
<td>128.7</td>
<td>5,220</td>
<td>2.5</td>
</tr>
<tr>
<td>1958</td>
<td>63.9</td>
<td>112.5</td>
<td>1.2</td>
<td>2.0</td>
<td>179.6</td>
<td>5,170</td>
<td>2.8</td>
</tr>
<tr>
<td>1959</td>
<td>66.0</td>
<td>113.0</td>
<td>1.0</td>
<td>2.3</td>
<td>182.3</td>
<td>5,516</td>
<td>3.0</td>
</tr>
<tr>
<td>1960</td>
<td>50.0</td>
<td>113.9</td>
<td>1.2</td>
<td>2.4</td>
<td>167.5</td>
<td>5,629</td>
<td>3.0</td>
</tr>
<tr>
<td>1961</td>
<td>43.7</td>
<td>114.0</td>
<td>1.3</td>
<td>2.3</td>
<td>161.3</td>
<td>5,797</td>
<td>3.0</td>
</tr>
<tr>
<td>1962</td>
<td>52.0</td>
<td>115.0</td>
<td>1.1</td>
<td>2.5</td>
<td>170.6</td>
<td>5,710</td>
<td>3.0</td>
</tr>
<tr>
<td>1963</td>
<td>76.7</td>
<td>116.0</td>
<td>1.4</td>
<td>2.8</td>
<td>196.9</td>
<td>5,653</td>
<td>3.5</td>
</tr>
<tr>
<td>1964</td>
<td>83.6</td>
<td>114.0</td>
<td>1.1</td>
<td>2.8</td>
<td>201.5</td>
<td>5,744</td>
<td>3.5</td>
</tr>
<tr>
<td>1965</td>
<td>92.6</td>
<td>137.5</td>
<td>1.2</td>
<td>3.5</td>
<td>234.8</td>
<td>6,009</td>
<td>3.9</td>
</tr>
<tr>
<td>1966</td>
<td>130.6</td>
<td>149.1</td>
<td>0.8</td>
<td>4.0</td>
<td>284.5</td>
<td>6,045</td>
<td>4.7</td>
</tr>
<tr>
<td>1967</td>
<td>138.5</td>
<td>165.5</td>
<td>0.9</td>
<td>4.7</td>
<td>309.6</td>
<td>6,502</td>
<td>4.8</td>
</tr>
<tr>
<td>1968</td>
<td>98.9</td>
<td>152.0</td>
<td>1.4</td>
<td>5.0</td>
<td>255.3</td>
<td>6,503</td>
<td>3.9</td>
</tr>
<tr>
<td>1969</td>
<td>101.8</td>
<td>187.9</td>
<td>1.7</td>
<td>6.2</td>
<td>297.6</td>
<td>6,617</td>
<td>4.5</td>
</tr>
<tr>
<td>1970</td>
<td>139.1</td>
<td>211.7</td>
<td>2.7</td>
<td>7.3</td>
<td>360.8</td>
<td>6,933</td>
<td>5.2</td>
</tr>
<tr>
<td>1971</td>
<td>133.9</td>
<td>216.6</td>
<td>3.0</td>
<td>8.0</td>
<td>361.5</td>
<td>7,483</td>
<td>4.8</td>
</tr>
<tr>
<td>1972</td>
<td>106.4</td>
<td>203.1</td>
<td>2.9</td>
<td>8.9</td>
<td>321.3</td>
<td>7,685</td>
<td>4.2</td>
</tr>
</tbody>
</table>

SOURCE: See Appendix A.
<table>
<thead>
<tr>
<th>Year</th>
<th>Wholesale and Retail Trade</th>
<th>Percent of Labor Force Devoted to Wholesale and Retail Trade (Code OFRTD100)</th>
<th>Banking, Finance and Insurance</th>
<th>Real Estate</th>
<th>Commercial Sub-Sector Total</th>
<th>Percent of Labor Force Devoted to the Commercial Sub-Sector (Code PLCCS195)</th>
<th>Transportation</th>
<th>Public Administration and Defense</th>
<th>Services</th>
<th>Sector Total</th>
<th>Labor Force</th>
<th>Percent of Labor Force (Code PLFLA101)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>90.4</td>
<td>.8</td>
<td>3.2</td>
<td>.4</td>
<td>94.0</td>
<td>.1</td>
<td>57.2</td>
<td>245.1</td>
<td>159.5</td>
<td>553.6</td>
<td>4,828</td>
<td>11.5</td>
</tr>
<tr>
<td>1956</td>
<td>99.4</td>
<td>1.9</td>
<td>2.9</td>
<td>.4</td>
<td>102.7</td>
<td>2.1</td>
<td>60.9</td>
<td>297.5</td>
<td>160.9</td>
<td>631.0</td>
<td>4,946</td>
<td>12.8</td>
</tr>
<tr>
<td>1957</td>
<td>95.3</td>
<td>1.8</td>
<td>3.0</td>
<td>.2</td>
<td>96.5</td>
<td>1.8</td>
<td>74.8</td>
<td>353.1</td>
<td>162.2</td>
<td>666.6</td>
<td>5,120</td>
<td>13.3</td>
</tr>
<tr>
<td>1958</td>
<td>114.6</td>
<td>3.3</td>
<td>3.4</td>
<td>.2</td>
<td>122.7</td>
<td>2.1</td>
<td>79.7</td>
<td>364.7</td>
<td>138.9</td>
<td>792.8</td>
<td>5,719</td>
<td>13.4</td>
</tr>
<tr>
<td>1959</td>
<td>129.2</td>
<td>2.3</td>
<td>3.9</td>
<td>.8</td>
<td>133.9</td>
<td>2.4</td>
<td>86.4</td>
<td>393.6</td>
<td>142.9</td>
<td>809.8</td>
<td>6,229</td>
<td>13.6</td>
</tr>
<tr>
<td>1960</td>
<td>140.6</td>
<td>2.5</td>
<td>4.6</td>
<td>.9</td>
<td>146.1</td>
<td>2.4</td>
<td>90.0</td>
<td>419.9</td>
<td>142.9</td>
<td>709.8</td>
<td>6,829</td>
<td>14.2</td>
</tr>
<tr>
<td>1961</td>
<td>140.7</td>
<td>2.4</td>
<td>5.0</td>
<td>.9</td>
<td>146.6</td>
<td>2.5</td>
<td>99.5</td>
<td>515.0</td>
<td>147.2</td>
<td>908.1</td>
<td>7,407</td>
<td>15.7</td>
</tr>
<tr>
<td>1962</td>
<td>128.2</td>
<td>2.2</td>
<td>5.1</td>
<td>.9</td>
<td>134.2</td>
<td>2.4</td>
<td>107.3</td>
<td>675.6</td>
<td>134.5</td>
<td>1,051.6</td>
<td>8,110</td>
<td>16.4</td>
</tr>
<tr>
<td>1963</td>
<td>129.4</td>
<td>2.5</td>
<td>3.0</td>
<td>.9</td>
<td>147.3</td>
<td>2.6</td>
<td>109.1</td>
<td>738.9</td>
<td>139.1</td>
<td>1,134.4</td>
<td>8,653</td>
<td>20.1</td>
</tr>
<tr>
<td>1964</td>
<td>130.5</td>
<td>2.4</td>
<td>3.2</td>
<td>.4</td>
<td>148.9</td>
<td>2.4</td>
<td>109.1</td>
<td>922.4</td>
<td>156.6</td>
<td>1,539.1</td>
<td>9,744</td>
<td>23.8</td>
</tr>
<tr>
<td>1965</td>
<td>128.4</td>
<td>2.1</td>
<td>3.7</td>
<td>.3</td>
<td>132.4</td>
<td>2.2</td>
<td>105.2</td>
<td>1,066.5</td>
<td>164.4</td>
<td>1,468.9</td>
<td>10,609</td>
<td>24.1</td>
</tr>
<tr>
<td>1966</td>
<td>130.6</td>
<td>2.2</td>
<td>2.8</td>
<td>.5</td>
<td>153.7</td>
<td>2.2</td>
<td>132.2</td>
<td>1,205.4</td>
<td>218.9</td>
<td>1,681.2</td>
<td>11,285</td>
<td>24.8</td>
</tr>
<tr>
<td>1967</td>
<td>132.9</td>
<td>2.0</td>
<td>3.2</td>
<td>.5</td>
<td>135.5</td>
<td>2.1</td>
<td>148.0</td>
<td>1,215.0</td>
<td>260.2</td>
<td>1,725.5</td>
<td>11,902</td>
<td>25.0</td>
</tr>
<tr>
<td>1968</td>
<td>117.5</td>
<td>1.8</td>
<td>4.1</td>
<td>.1</td>
<td>120.8</td>
<td>1.9</td>
<td>148.0</td>
<td>1,436.0</td>
<td>296.1</td>
<td>1,965.4</td>
<td>12,605</td>
<td>26.7</td>
</tr>
<tr>
<td>1969</td>
<td>128.4</td>
<td>1.9</td>
<td>4.1</td>
<td>.2</td>
<td>130.8</td>
<td>2.0</td>
<td>169.1</td>
<td>1,426.5</td>
<td>292.6</td>
<td>2,019.5</td>
<td>13,231</td>
<td>28.2</td>
</tr>
<tr>
<td>1970</td>
<td>152.9</td>
<td>2.2</td>
<td>5.8</td>
<td>.4</td>
<td>166.1</td>
<td>2.1</td>
<td>225.4</td>
<td>2,044.5</td>
<td>252.7</td>
<td>2,447.5</td>
<td>14,032</td>
<td>30.2</td>
</tr>
<tr>
<td>1971</td>
<td>152.3</td>
<td>2.0</td>
<td>7.5</td>
<td>.4</td>
<td>166.2</td>
<td>2.0</td>
<td>191.8</td>
<td>1,658.2</td>
<td>256.1</td>
<td>2,165.6</td>
<td>14,683</td>
<td>28.6</td>
</tr>
<tr>
<td>1972</td>
<td>148.4</td>
<td>1.9</td>
<td>7.4</td>
<td>.4</td>
<td>156.2</td>
<td>2.0</td>
<td>158.6</td>
<td>1,638.2</td>
<td>215.1</td>
<td>2,121.1</td>
<td>15,035</td>
<td>28.4</td>
</tr>
</tbody>
</table>

**SOURCE:** See Appendix A.
APPENDIX B

THE ECONOMIC DIMENSIONS OF THE ALLIED SECTOR

IN SOUTH VIETNAM 1964 THROUGH 1972
THE ECONOMIC DIMENSIONS OF THE ALLIED SECTOR
IN SOUTH VIETNAM 1964 THROUGH 1972

Background

The existence of an Allied economic sector in South Vietnam became evident early in 1964. The major portion of this sector is attributable to the United States in two ways: first, the presence of a large number of United States military personnel and the support which their presence required; second, the unprecedented injection of massive United States economic aid and assistance into the economy of South Vietnam. Several writers and agencies have commented upon the establishment of an Allied economic sector in South Vietnam and the impact which it had on the economy and the social structure of the country. One author points to this sector as a factor which "completely transformed the economic and social structure of Vietnam."\(^1\) He further calls this a sector which was created by the war as the result of domestic expenditures of United States defense funds in South Vietnam.\(^2\)

---


\(^2\)Ibid., p. 8.
made reference to workers employed in the "Allied Service Sector."3 The Vietnam National Bank also made references to a major "Foreign Sector" comprised of goods and services.4 The United States Agency for International Development-Vietnam maintained statistics from 1966 through 1972 on "U.S. Sector Employment."5

Several attempts have been made by other researchers to analyze the Allied sector in South Vietnam. Most analyses have been hampered by a paucity of timely data, resulting in the analysis covering only one or two years. Most analyses of the Allied sector attacked the problem in terms of the effects on the economy of South Vietnam in the event of Allied troop withdrawals. One broad approach examined shifts in employment in the Allied sector comparing 1965 with 1968.6 Another author examined the impact of United States military expenditures, piaster purchases and economic aid for the years 1964 through 1970. This latter effort resulted in a

---


more thorough analysis but did not cover all the aspects and
time period of interest to this study.\footnote{Buu Hoan, "The South Vietnamese Economy in the Transi-
tion to Peace and After," \textit{Asian Survey}, Vol. XI, No. 4
(April 1971), pp. 308-309.}

\textbf{Employment}

Employment figures were available for the United States
element of this sector. These figures reflected Vietnamese
nationals, third country nationals, and United States citizen
civilians who were employe\textsuperscript{7} by United States civilian and
military agencies and the contractors. These employment
figures did not include Vietnamese domestic workers. These
domestics were employed on an individual basis by private
Allied citizens living in Vietnam or employees of private
United States and third country companies doing business in
South Vietnam not under contract to a United States agency.
However, these workers were included in the sector employment
analysis in Chapter IV. Total employment in the United
States sub-sector increased from 13.6 thousand in 1964 to a
peak of 175.0 thousand in 1969, then declined to 65.2 thousand
at the close of the study in 1972. As a percent of the South
Vietnam labor force this sub-sector was never more than 2.6
percent.\footnote{See Table 37 this Appendix.} The occupational breakout of the Vietnamese
nationals employed in this sub-sector was approximately 35
percent construction workers, 64 percent service workers and
1 percent retail workers. In terms of total national employment, this sector was not significant. Its importance, if any, rests in the fact that the work force in this sector possessed more advanced skills than most of the Vietnamese work force.

Allied Military Personnel

A dimension of this sector, which had a decided impact on the economy of South Vietnam, was the number of Allied military personnel stationed in South Vietnam. The presence of Allied personnel reached a significant level in 1964 when there were 23.7 thousand Allied personnel stationed in South Vietnam. The tour of duty for most Allied personnel at that time was twelve months. The number of Allied personnel continued to increase and reached a peak of 606.0 thousand at the end of 1968. After this peak, Allied personnel were gradually reduced, and at the close of 1972, there were only 92.9 thousand Allied personnel stationed in South Vietnam.

---


10 Ibid., pp. 8-15.

11 Prior to February 1965, a limited number of officers and non-commissioned officers were accompanied by their families and their tour of duty was 24 months.

12 See Table 38, this Appendix.
Currency Conversion

The spending of United States dollars converted to piasters in support of United States and Allied personnel in South Vietnam was reflected in the piaster purchases made by the United States Disbursing Officer from 1964 through 1972. In 1964, 42.0 million U.S. dollars were converted into piasters and used to meet United States government obligations in South Vietnam and to United States personnel to meet private obligations. This level of expenditure continued to increase and reached a peak of 403.0 million U.S. dollars in 1971. Of course, some U.S. dollar instruments were converted to piasters through other than official channels. This was largely true because the unofficial (black market) rate of exchange averaged 50 percent above the official personal accommodation rate of exchange from 1964 through 1970.

The piasters purchased by the United States were used to purchase goods and services from the Vietnamese economy. United States government and contractor expenditures of piasters were for salaries of Vietnamese employees, construction materials, utilities, real property and maintenance and repair services which were incidental to United States and Allied forces operations. Personal expenditures of piasters were made by United States and Allied personnel for services,

---

13 See Table 39, this Appendix.
transportation, rent, goods and entertainment. These primary injections of spending into the domestic economy of South Vietnam had an obvious multiplier effect as each new round of spending created additional spending. The multiplier effect of United States spending in South Vietnam was estimated to be 1.82.15

Many of the piasters were exchanged illegally for dollar instruments (military payment certificates (MPC)). These dollar instruments enabled the local population to buy Post Exchange items even though they were not legally entitled to Exchange privileges in most cases. These illegal purchases of MPCs were estimated by national income experts of the Vietnam National Bank to be roughly 10 percent of the registered U.S. piaster purchases.16

Trade Balance

South Vietnam had a growing negative trade balance over the entire period of this study from 1955 through 1972. The trade balance radically increased from -276.6 million U.S. dollars in 1964 to a peak of -820.2 million U.S. dollars in 1969. Well over half of this trade deficit was financed by United States economic aid and assistance.17 A significant portion of United States aid was in the form of commercial imports of raw materials and consumables. Commercial imports

---

16 Ibid., p. 310.
17 See Table 40, this Appendix.
which were financed under the United States economic assistance program increased from 112.7 million U.S. dollars in 1964 to 313.0 million U.S. dollars in 1972.18

An indication of the true over-all impact of the Allied sector was obtainable by combining the total United States economic aid and assistance with the United States purchase of piasters. When we compared this total with the expenditures on GNP in South Vietnam, the full impact of the Allied sector was brought into focus. For example, the value of United States economic aid and piaster purchases for 1966 was 115.0 billion piasters which was 48.7 percent of the 1966 GNP of South Vietnam. By 1972, United States aid and piaster purchases had increased to 425.2 billion piasters which was still 37.3 percent of the 1972 GNP. Over the years 1964 through 1972, United States economic aid and piaster purchases contributed an estimated annual average of 39.7 percent to the GNP of South Vietnam.19 Of course, the accuracy of this estimate of the United States sub-sector contribution to the GNP of South Vietnam was dependent upon the degree to which the exchange rates and multipliers used reflect the true value of economic transactions. However, the estimate was believed to be a fair evaluation of the general role which the Allied sub-sector played in the economy of South Vietnam from 1964 through 1972.

---

18 See Table 41, this Appendix.
19 See Table 42, this Appendix.
TABLE 37

UNITED STATES SUB-SECTOR EMPLOYMENT
IN SOUTH VIETNAM

(000)

<table>
<thead>
<tr>
<th>Year</th>
<th>Vietnamese Nationals</th>
<th>Third Country Nationals</th>
<th>United States Nationals</th>
<th>Total</th>
<th>Percentage of Labor Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>1964</td>
<td>7.6</td>
<td>-</td>
<td>6.0</td>
<td>13.6</td>
<td>.2</td>
</tr>
<tr>
<td>1965</td>
<td>51.6</td>
<td>.1</td>
<td>8.0</td>
<td>59.7</td>
<td>1.0</td>
</tr>
<tr>
<td>1966</td>
<td>126.0</td>
<td>.2</td>
<td>10.0</td>
<td>136.2</td>
<td>2.3</td>
</tr>
<tr>
<td>1967</td>
<td>141.5</td>
<td>15.6</td>
<td>12.0</td>
<td>169.1</td>
<td>2.6</td>
</tr>
<tr>
<td>1968</td>
<td>140.0</td>
<td>18.9</td>
<td>13.3</td>
<td>172.2</td>
<td>2.6</td>
</tr>
<tr>
<td>1969</td>
<td>144.8</td>
<td>18.3</td>
<td>11.9</td>
<td>175.0</td>
<td>2.6</td>
</tr>
<tr>
<td>1970</td>
<td>126.5</td>
<td>10.7</td>
<td>10.0</td>
<td>147.2</td>
<td>2.1</td>
</tr>
<tr>
<td>1971</td>
<td>101.8</td>
<td>5.6</td>
<td>9.7</td>
<td>117.1</td>
<td>1.6</td>
</tr>
<tr>
<td>1972</td>
<td>54.7</td>
<td>2.7</td>
<td>7.8</td>
<td>65.2</td>
<td>.8</td>
</tr>
</tbody>
</table>


NOTES: Data does not include domestic employees of United States civilian or military personnel but only employees of U.S. government agencies or their contractors (United States, Third Country and Vietnamese firms).

Employment of Vietnamese Nationals in the U.S. Sector prior to 1964 is included in the employment estimates for the appropriate sector, i.e., construction, clerical services, transportation, etc. See Appendix A.
### TABLE 38

**UNITED STATES AND ALLIED FORCES IN SOUTH VIETNAM**

(000)

<table>
<thead>
<tr>
<th>Year</th>
<th>Australia</th>
<th>Nationalist China</th>
<th>New Zealand</th>
<th>Philippines</th>
<th>South Korea</th>
<th>Thailand</th>
<th>United States</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>1956</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>1957</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.9</td>
<td>.9</td>
</tr>
<tr>
<td>1958</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.3</td>
<td>.3</td>
</tr>
<tr>
<td>1959</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.3</td>
<td>.3</td>
</tr>
<tr>
<td>1960</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.7</td>
<td>.7</td>
</tr>
<tr>
<td>1961</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3.2</td>
<td>3.2</td>
</tr>
<tr>
<td>1962</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>9.9</td>
<td>9.9</td>
</tr>
<tr>
<td>1963</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>16.5</td>
<td>16.5</td>
</tr>
<tr>
<td>1964</td>
<td>0.030</td>
<td>0.031</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.1</td>
<td>0.016</td>
<td>23.0</td>
</tr>
<tr>
<td>1965</td>
<td>8.0</td>
<td>0.031</td>
<td>.1</td>
<td>-</td>
<td>-</td>
<td>42.6</td>
<td>.016</td>
<td>184.3</td>
</tr>
<tr>
<td>1966</td>
<td>8.0</td>
<td>0.031</td>
<td>.4</td>
<td>1.2</td>
<td>48.9</td>
<td>.2</td>
<td>385.5</td>
<td>444.0</td>
</tr>
<tr>
<td>1967</td>
<td>8.0</td>
<td>0.031</td>
<td>.5</td>
<td>1.2</td>
<td>48.9</td>
<td>4.3</td>
<td>485.6</td>
<td>548.5</td>
</tr>
<tr>
<td>1968</td>
<td>8.0</td>
<td>0.031</td>
<td>.5</td>
<td>1.2</td>
<td>48.9</td>
<td>11.5</td>
<td>556.1</td>
<td>606.0</td>
</tr>
<tr>
<td>1969</td>
<td>8.0</td>
<td>0.031</td>
<td>.5</td>
<td>1.2</td>
<td>48.9</td>
<td>11.5</td>
<td>475.2</td>
<td>545.1</td>
</tr>
<tr>
<td>1970</td>
<td>8.0</td>
<td>0.031</td>
<td>.5</td>
<td>1.2</td>
<td>48.9</td>
<td>11.5</td>
<td>534.6</td>
<td>403.5</td>
</tr>
<tr>
<td>1971</td>
<td>8.0</td>
<td>0.031</td>
<td>.5</td>
<td>-</td>
<td>48.9</td>
<td>11.5</td>
<td>156.8</td>
<td>225.5</td>
</tr>
<tr>
<td>1972</td>
<td>8.0</td>
<td>0.031</td>
<td>.5</td>
<td>-</td>
<td>48.9</td>
<td>11.5</td>
<td>24.2</td>
<td>92.9</td>
</tr>
</tbody>
</table>

TABLE 38--Continued

Data for 1955-1958 regarding United States Forces are estimated by author based on discussion with U.S. Department of Defense officials.


NOTE: Data are as of the end of the year.
TABLE 39

UNITED STATES PIASTER TRANSACTION

IN SOUTH VIETNAM

<table>
<thead>
<tr>
<th>Year</th>
<th>Piaster Purchases With Dollars By U.S. Disbursing Officer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VN$ (Billion)</td>
</tr>
<tr>
<td>1964</td>
<td>2.5 b</td>
</tr>
<tr>
<td>1965</td>
<td>- b</td>
</tr>
<tr>
<td>1966</td>
<td>- b</td>
</tr>
<tr>
<td>1967</td>
<td>19.2</td>
</tr>
<tr>
<td>1968</td>
<td>36.7</td>
</tr>
<tr>
<td>1969</td>
<td>40.9</td>
</tr>
<tr>
<td>1970</td>
<td>41.2</td>
</tr>
<tr>
<td>1971</td>
<td>74.0</td>
</tr>
<tr>
<td>1972</td>
<td>77.6</td>
</tr>
</tbody>
</table>


aU.S. expenditures were in the neighborhood of 5-10 million U.S. dollars higher according to International Monetary Fund (IMF) data. However, since these expenditures were by contractors, etc., who were permitted to deal directly with the commercial banks, they are not included above.
**TABLE 39--Continued**

b Impossible to obtain piaster equivalents due to the fact that breakout between amounts purchased under the accommodation rate and the official rate are unavailable.

c 10.2 billion piasters purchased at 80 piasters per one U.S. dollar and 8.9 billion piasters purchased at 118 piasters per one U.S. dollar.

d Converted at 118 piasters per one U.S. dollar.
### TABLE 40

**TRADE BALANCE AND PERCENTAGE FINANCING  
OF IMPORTS, SOUTH VIETNAM  
(US$ 000,000)**

<table>
<thead>
<tr>
<th>Year</th>
<th>Exports (f.o.b.)</th>
<th>Imports (C.i.f.)</th>
<th>Trade Balance</th>
<th>Percentage Financing of Imports Arrivals</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Government of Vietnam</td>
<td>United States AID</td>
</tr>
<tr>
<td>1955</td>
<td>- a</td>
<td>-345.9</td>
<td>-291.8</td>
<td>-2.4</td>
<td>85.1</td>
</tr>
<tr>
<td>1956</td>
<td>54.1</td>
<td>-244.9</td>
<td>-155.8</td>
<td>3.3</td>
<td>92.4</td>
</tr>
<tr>
<td>1957</td>
<td>57.4</td>
<td>-182.2</td>
<td>-124.8</td>
<td>7.8</td>
<td>87.3</td>
</tr>
<tr>
<td>1958</td>
<td>61.8</td>
<td>-217.4</td>
<td>-155.6</td>
<td>10.2</td>
<td>88.3</td>
</tr>
<tr>
<td>1959</td>
<td>88.8</td>
<td>-234.6</td>
<td>-145.8</td>
<td>18.1</td>
<td>76.7</td>
</tr>
<tr>
<td>1960</td>
<td>71.6</td>
<td>-272.6</td>
<td>-201.0</td>
<td>38.5</td>
<td>57.7</td>
</tr>
<tr>
<td>1961</td>
<td>48.7</td>
<td>-268.7</td>
<td>-220.0</td>
<td>28.5</td>
<td>63.3</td>
</tr>
<tr>
<td>1962</td>
<td>83.5</td>
<td>-307.3</td>
<td>-224.0</td>
<td>24.6</td>
<td>68.8</td>
</tr>
<tr>
<td>1963</td>
<td>48.8</td>
<td>-325.5</td>
<td>-276.6</td>
<td>29.0</td>
<td>60.5</td>
</tr>
<tr>
<td>1964</td>
<td>40.5</td>
<td>-370.5</td>
<td>-330.0</td>
<td>22.0</td>
<td>71.4</td>
</tr>
<tr>
<td>1965</td>
<td>25.2</td>
<td>-656.6</td>
<td>-631.4</td>
<td>27.6</td>
<td>67.7</td>
</tr>
<tr>
<td>1966</td>
<td>57.7</td>
<td>-753.7</td>
<td>-716.0</td>
<td>38.9</td>
<td>58.3</td>
</tr>
<tr>
<td>1967</td>
<td>41.5</td>
<td>-688.7</td>
<td>-627.2</td>
<td>37.9</td>
<td>56.6</td>
</tr>
<tr>
<td>1968</td>
<td>33.0</td>
<td>-853.2</td>
<td>-820.2</td>
<td>44.4</td>
<td>53.7</td>
</tr>
<tr>
<td>1969</td>
<td>12.7</td>
<td>-778.8</td>
<td>-766.1</td>
<td>39.7</td>
<td>52.9</td>
</tr>
<tr>
<td>1970</td>
<td>14.7</td>
<td>-802.7</td>
<td>-788.0</td>
<td>42.2</td>
<td>52.4</td>
</tr>
<tr>
<td>1971</td>
<td>23.8</td>
<td>-742.9</td>
<td>-719.1</td>
<td>41.7</td>
<td>47.5</td>
</tr>
</tbody>
</table>
TABLE 40--Continued


aData for 1955 could not be disaggregated from Indochina statistics.
<table>
<thead>
<tr>
<th>Year (Fiscal Years)</th>
<th>AID Producing Counterpart Funds</th>
<th>AID Not Producing Counterpart Funds</th>
<th>Commercial Import Program</th>
<th>PL-480 Title I</th>
<th>Project Total</th>
<th>PL-480 Title II</th>
<th>Project Total</th>
<th>PL-480 Title III</th>
<th>Project Total</th>
<th>AID Total</th>
<th>Loans Total</th>
<th>Total Economic AID</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>253.7</td>
<td>-</td>
<td>253.7</td>
<td>69.9</td>
<td>-</td>
<td>.7</td>
<td>1.5</td>
<td>72.1</td>
<td>325.8</td>
<td>0</td>
<td>325.8</td>
<td>325.8</td>
</tr>
<tr>
<td>1956</td>
<td>174.7</td>
<td>-</td>
<td>174.7</td>
<td>2.3</td>
<td>-</td>
<td>-</td>
<td>14.3</td>
<td>16.6</td>
<td>191.3</td>
<td>25.0</td>
<td>216.3</td>
<td>216.3</td>
</tr>
<tr>
<td>1957</td>
<td>210.9</td>
<td>-</td>
<td>210.9</td>
<td>22.4</td>
<td>-</td>
<td>-</td>
<td>22.8</td>
<td>45.2</td>
<td>256.1</td>
<td>25.0</td>
<td>281.1</td>
<td>281.1</td>
</tr>
<tr>
<td>1958</td>
<td>153.3</td>
<td>3.0</td>
<td>156.3</td>
<td>25.8</td>
<td>-</td>
<td>-</td>
<td>5.2</td>
<td>31.0</td>
<td>187.3</td>
<td>1.5</td>
<td>188.8</td>
<td>188.8</td>
</tr>
<tr>
<td>1959</td>
<td>146.4</td>
<td>-</td>
<td>146.4</td>
<td>34.7</td>
<td>-</td>
<td>-</td>
<td>6.5</td>
<td>41.2</td>
<td>187.6</td>
<td>19.5</td>
<td>207.1</td>
<td>207.1</td>
</tr>
<tr>
<td>1960</td>
<td>135.6</td>
<td>3.5</td>
<td>139.1</td>
<td>23.7</td>
<td>-</td>
<td>-</td>
<td>6.3</td>
<td>30.0</td>
<td>169.1</td>
<td>11.4</td>
<td>180.5</td>
<td>180.5</td>
</tr>
<tr>
<td>1961</td>
<td>111.2</td>
<td>5.0</td>
<td>116.2</td>
<td>10.7</td>
<td>-</td>
<td>-</td>
<td>4.5</td>
<td>15.2</td>
<td>131.4</td>
<td>13.2</td>
<td>144.6</td>
<td>144.6</td>
</tr>
<tr>
<td>1962</td>
<td>94.1</td>
<td>30.2</td>
<td>124.3</td>
<td>17.1</td>
<td>5.9</td>
<td>5.1</td>
<td>28.1</td>
<td>152.4</td>
<td>-</td>
<td>152.4</td>
<td>152.4</td>
<td>152.4</td>
</tr>
<tr>
<td>1963</td>
<td>95.0</td>
<td>26.5</td>
<td>121.5</td>
<td>23.4</td>
<td>8.9</td>
<td>29.2</td>
<td>61.5</td>
<td>183.0</td>
<td>-</td>
<td>183.0</td>
<td>183.0</td>
<td>183.0</td>
</tr>
<tr>
<td>1964</td>
<td>112.7</td>
<td>26.0</td>
<td>138.7</td>
<td>34.9</td>
<td>10.2</td>
<td>28.9</td>
<td>74.0</td>
<td>212.7</td>
<td>-</td>
<td>212.7</td>
<td>212.7</td>
<td>212.7</td>
</tr>
<tr>
<td>1965</td>
<td>151.6</td>
<td>50.7</td>
<td>202.3</td>
<td>49.7</td>
<td>19.3</td>
<td>10.3</td>
<td>79.3</td>
<td>281.6</td>
<td>-</td>
<td>281.6</td>
<td>281.6</td>
<td>281.6</td>
</tr>
<tr>
<td>1966</td>
<td>598.0</td>
<td>80.9</td>
<td>478.9</td>
<td>88.9</td>
<td>67.2</td>
<td>23.9</td>
<td>180.0</td>
<td>658.9</td>
<td>-</td>
<td>658.9</td>
<td>658.9</td>
<td>658.9</td>
</tr>
<tr>
<td>1967</td>
<td>132.6</td>
<td>139.0</td>
<td>271.6</td>
<td>183.0</td>
<td>177.9</td>
<td>32.8</td>
<td>393.7</td>
<td>665.3</td>
<td>-</td>
<td>665.3</td>
<td>665.3</td>
<td>665.3</td>
</tr>
<tr>
<td>1968</td>
<td>154.7</td>
<td>140.8</td>
<td>295.5</td>
<td>103.9</td>
<td>133.7</td>
<td>36.7</td>
<td>274.3</td>
<td>569.8</td>
<td>-</td>
<td>569.8</td>
<td>569.8</td>
<td>569.8</td>
</tr>
<tr>
<td>1969</td>
<td>130.0</td>
<td>76.7</td>
<td>206.7</td>
<td>57.8</td>
<td>135.5</td>
<td>33.9</td>
<td>227.2</td>
<td>433.9</td>
<td>-</td>
<td>433.9</td>
<td>433.9</td>
<td>433.9</td>
</tr>
<tr>
<td>1970</td>
<td>238.5</td>
<td>130.9</td>
<td>369.4</td>
<td>30.6</td>
<td>166.7</td>
<td>39.4</td>
<td>236.7</td>
<td>606.1</td>
<td>-</td>
<td>606.1</td>
<td>606.1</td>
<td>606.1</td>
</tr>
<tr>
<td>1971</td>
<td>281.0</td>
<td>108.2</td>
<td>389.2</td>
<td>26.7</td>
<td>132.6</td>
<td>33.2</td>
<td>172.5</td>
<td>561.7</td>
<td>-</td>
<td>561.7</td>
<td>561.7</td>
<td>561.7</td>
</tr>
<tr>
<td>1972</td>
<td>313.0</td>
<td>108.4</td>
<td>421.4</td>
<td>22.0</td>
<td>50.0</td>
<td>4.1</td>
<td>76.1</td>
<td>497.5</td>
<td>-</td>
<td>497.5</td>
<td>497.5</td>
<td>497.5</td>
</tr>
</tbody>
</table>
TABLE 41--Continued


United States fiscal years refers to a period beginning 1 July of one year and ending 30 June of the next, i.e., FY-1962 ended 30 June 1962.

Under the Commercial Import Program (CIP) the United States funded imports of capital goods, fuels, raw materials and consumer goods for sale in commercial channels in South Vietnam. The United States provided grants of the dollars or other foreign exchange required. The importers paid for the goods in piasters (local currency), which was then deposited in a special account called the counterpart account. This account was used to finance United States operations in South Vietnam and South Vietnam government operations as agreed between the countries.

Public Law 480, Food for Freedom, has three distinct provisions. Title I, Commodity Sales for Local Currency, provided for the sale of surplus United States agriculture commodities through commercial channels and the currency generated from these sales was generally granted to South Vietnam for military budget operations with some portion being
TABLE 41--Continued

returned to pay United States obligations in South Vietnam. The amount retained was 10% prior to 1966 and since that date the United States use varied from 0% to 100% in one case. Title II, Emergency Relief--Under this title, food was given to countries to help them meet famine or other extraordinary relief requirements. Title III, Donations to Voluntary Relief Agencies--Under this title, surplus agriculture commodities were donated to voluntary relief agencies for distribution to needy people.

dProject aid and services was aid to the public sector to finance infrastructure, education, refugee, counter insurgency and other similar public projects.

eLoans were for capita improvement projects and were all extended in dollars. Repayments of loan principal and interest was in piasters (local currency). As of 30 June 1967, 53.3 million in loans principal had been prepaid. Payments of interest and principal are indicated as the time payments were made by the government of South Vietnam.
<table>
<thead>
<tr>
<th>Year</th>
<th>U.S. Piaster Purchases</th>
<th>U.S. Military Payment Certificate Leakage(^b)</th>
<th>Total Piaster Conversions X 1.82 Multiplier(^c)</th>
<th>AID Producing Counterpart Funds X 1.82 Multiplier</th>
<th>Project AID Funds X 1.82</th>
<th>PL-480 Title II No Multiplier Used</th>
<th>Total Estimate Contribution</th>
<th>Expenditure in Gross National Product (GNP)</th>
<th>U.S. Sub-Sector Percent of GNP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1964</td>
<td>2.5</td>
<td>.25</td>
<td>5.0</td>
<td>29.8(^d)</td>
<td>5.32</td>
<td>3.4</td>
<td>43.5</td>
<td>114.5</td>
<td>38.0</td>
</tr>
<tr>
<td>1965</td>
<td>7.1(^a)</td>
<td>.71</td>
<td>14.2</td>
<td>43.5(^d)</td>
<td>8.1</td>
<td>1.2</td>
<td>67.0</td>
<td>144.8</td>
<td>46.3</td>
</tr>
<tr>
<td>1966</td>
<td>22.3(^a)</td>
<td>.22</td>
<td>41.0</td>
<td>52.8(^d)</td>
<td>18.4</td>
<td>2.8</td>
<td>115.0</td>
<td>236.2</td>
<td>48.7</td>
</tr>
<tr>
<td>1967</td>
<td>19.2</td>
<td>.19</td>
<td>35.3</td>
<td>38.9(^d)</td>
<td>28.0</td>
<td>4.3</td>
<td>163.3</td>
<td>356.7</td>
<td>39.2</td>
</tr>
<tr>
<td>1968</td>
<td>36.7</td>
<td>.38</td>
<td>67.5</td>
<td>63.5(^d)</td>
<td>22.8</td>
<td>4.0</td>
<td>146.4</td>
<td>385.3</td>
<td>42.4</td>
</tr>
<tr>
<td>1969</td>
<td>40.9</td>
<td>.41</td>
<td>75.2</td>
<td>84.9(^d)</td>
<td>54.3</td>
<td>9.3</td>
<td>324.2</td>
<td>557.6</td>
<td>26.3</td>
</tr>
<tr>
<td>1970</td>
<td>41.2</td>
<td>.41</td>
<td>75.7</td>
<td>184.9(^d)</td>
<td>53.4</td>
<td>9.1</td>
<td>399.3</td>
<td>804.4</td>
<td>46.3</td>
</tr>
<tr>
<td>1971</td>
<td>74.0</td>
<td>.74</td>
<td>136.0</td>
<td>210.4(^d)</td>
<td>43.8</td>
<td>1.2</td>
<td>425.2</td>
<td>1,024.0</td>
<td>39.0</td>
</tr>
<tr>
<td>1972</td>
<td>77.6</td>
<td>.78</td>
<td>142.7</td>
<td>259.7(^d)</td>
<td>21.6</td>
<td>1.2</td>
<td>1,139.0</td>
<td>468</td>
<td>37.3</td>
</tr>
</tbody>
</table>


\(^a\) Piasters were purchased during this period at two rates, 73.5 piasters per $1.00 and 118 piasters per $1.00. Average conversion rate of 95.75 piasters per $1.00 was used.

\(^b\) Estimated at 10% of official exchange transactions.


\(^d\) Converted at rate of 118 piasters per $1.00.

\(^e\) Converted at rate of 275 piasters per $1.00.

\(^f\) Converted at rate of 400 piasters per $1.00 for PL-480, Title I, and 275 piasters per $1.00 for commercial import program.

\(^g\) Converted at rate of 450 piasters per $1.00 for PL-480, Title I, and 300 piasters per $1.00 for commercial import program.
APPENDIX C

PROPERTIES OF POLITICAL VIOLENCE EVENTS VARIABLES
1955 THROUGH 1972
Properties of Political Violence Events Variables
1955 Through 1972

Five basic political violence variables were selected for use in this study. These variables were employed to measure the impact of a wide range of political violence in South Vietnam from 1955 through 1972 on the national marketing development of that country. These indicators represented a continuum of the intensity of political instability ranging from mild political instability to extreme political instability over the period of the study.\(^1\) Also, there was a continuum of the frequency of occurrence of destabilizing political violence events from very infrequent occurrence of some of the variables to very frequent occurrence of most of the variables.

The literature review regarding the use of indicators of political violence, presented in Chapter III, suggests

that the five variables selected for use in this study best represent the underlying dimension of political violence in South Vietnam. A sixth political violence variable, which included both the intensity and frequency aspect of the basic five political violence variables, was generated by cumulating the basic variables into an index of political violence on both an annual and quarterly basis.

**Definitions**

Political violence events variables are defined as follows and are listed in ascending order of political instability.

- **Protest Demonstrations (Code PRDEM506):** A non-violent gathering of people organized for the announced purpose of protesting against a regime, government or one or more of its leaders; or against its ideology, policy, intended policy or lack of policy; or against its previous action or intended action.

---


4 Codes have been used for easy reference in computer application.
Government Sanction (Code GVTS519): An action taken by the authorities to neutralize, suppress or eliminate a perceived threat to the security of the government, the regime or the state itself.

Riots (Code RT0TS501): A violent demonstration or disturbance involving a large number of people. "Violence" implies the use of physical force and is usually evidenced by the destruction of property, the wounding or killing of people by authorities, the use of riot control equipment, such as clubs, gas, guns or water cannons, and by the rioters' use of various weapons.

Armed Attacks (Code ARATK504): An act of violent political conflict carried out by (or on behalf of) an organized group with the objective of weakening or destroying the power exercised by another organized group.

Deaths from Political Violence (Code DFMPV502): Unlike the other indicators, the number of deaths from political violence is not an event variable, but a body count. The deaths reported occur mainly in conjunction with armed attacks, but also with riots and to a lesser extent with demonstrations.

Cumulative Political Violence Events Index (Code ACPVIND): The five political violence events variables are summed to form a gross indicator of the intensity and frequency of political violence on both an annual and quarterly basis.
Sources of Political Violence Events Data

The annual political violence events data used in the study were provided on computer tape by the Inter-University Consortium for Political Research, the University of Michigan, for the years 1955 through 1967. The quarterly political violence events data for the years 1955 through 1967 were compiled by this researcher from a daily events data file which also was provided on computer tape by the Inter-University Consortium for Political Research. The annual political violence events data for the years 1955 through 1967 are also published in the *World Handbook of Political and Social Indicators*. The daily political violence events data have not been published as a separate series.

The scope of this study required that the annual and quarterly political violence events data for the years 1968 through 1972 be developed. This extension of the political violence events data series was approached by this researcher on the same basis and utilizing the same techniques as those employed by the Inter-University Consortium for Political

---

Research. The New York Times Index was used as the source.\(^6\)
The political violence events data were extracted, organized, classified, coded and summarized, utilizing the same rules used by the coders who developed the political events data for the *World Handbook of Political and Social Indicators*.\(^7\)

Two coders were utilized to extend the political violence events data series. Both coders were experienced in the social sciences and data collection. Coder number one coded years 1969, 1971 and 1972. Coder number two coded years 1968 and 1970. In a sample of each coder's work, no variance was found in the following political events data: protest demonstrations, government sanctions, and riots.

---


A variance of only .02 percent was found in armed attacks. Deaths from political violence reflected a variance of .05 percent.

Codification

Each coder was equipped with the above operational definitions for each political violence event variable. The following specific coding rules were provided to each coder. In order to minimize confusion and insure accuracy, the rules were stated in terms which would establish the identity of an event within a class (variable series) or establish the fact that the event did not belong to a particular class (variable series). A short training period was conducted after which the rules were slightly revised to improve clarity and uniformity of coding.

Protest Demonstration (Code PREDMS06): This Variable Is--

---Protest issues which are perceived as significant at the national level.

---All protest directed at all branches and levels of government.

---All demonstrations for or against a foreign (government outside South Vietnam) government, its leaders or visiting representatives.

---Any organized opposition to or demonstration against the government of South Vietnam by any of the people of South Vietnam (to include the Viet Cong or other rebel groups).

---These coding rules were consistent with and amplifications of the rules used by the coders of the World Handbook of Political and Social Indicators.
--A non-violent gathering of people which has a measurable beginning and terminates peacefully.

This Variable Is Not--

--Organized and formal election meetings, rallies and boycotts.

--Acts of protest carried out by individuals or very small groups (25 or less).

--Organized boycotts of government services, unless it is directed against the political element of the government.

A protest demonstration which escalates into violent actions of property destruction and bloodshed which is a riot. It would be coded as first a protest demonstration and then as a riot if it becomes violent.

Government Sanctions (Code GVTSA519): This Variable Is--

--A specific government response to a perceived security problem at the national level.

--A sanction which may be carried out at some sub-national level.

--Government action against perceived internal or external threats or interference.

--Specifically, Censorship is an action to limit, curb or intimidate the mass media; including newspapers, magazines, books, radio or television. (Typical censorship is actions to close newspapers or censor articles of domestic press or dispatches sent out of the country.)

--The restriction of political participation, such as martial law, mobilizing troops for domestic security, or instituting a curfew. Can be action against a party, individual or organization. The banning of political parties and activities or acts of harassment such as denying a permit to hold a public meeting. The arrest of opposition politicians on grounds of state security, the exiling or deportation of persons for political action, and the arrest or detention of persons for involvement or reported involvement in political protest actions.
Espionage, is an action by the authorities in which one or more persons (nationals or foreigners) are arrested or detained on charges of spying, sabotage or prohibited interference in the domestic politics of the state constituting a threat to internal security.

This Variable Is Not--

--A protest demonstration, riot, armed attack or death from political violence. (These may also occur in connection with a government sanction and are coded separately.)

--Easily determinable because it is difficult to ascertain when a sanction begins and when it ends.

Riots (Code RTOTS501): This Variable Is--

--Characterized by spontaneity and tumultuous group behavior.

--Either a planned or unplanned event.

--A situation in which the riot organizers and planners are often a small part of the total riot group.

--Characterized by the fact that most of the people involved are violently agitated in their behavior.

--Made up of people in a crowd or mob who are excited or confused, and who engage in unpredictable acts of disorder.

--An apparent spontaneous event.

--An event in which the objective of the violence seems to be closely related to the objects of the rioters' political discontent to a dispassionate observer.

--Rioters who often number 100 or more persons but may be reported as a riot if only tens are involved.

--An event which involves physical force and results in the destruction of property and bloodshed, both by the rioters and the government.

--Always countered by the government with force.

--An event which may take place in a ruling body of government.
This Variable Is Not--

-- Violent raids against property and persons--this is an armed attack--if directed against the government, and a government sanction if directed by the government against some group.

-- A peaceful demonstration, but it may begin as one and then expand into a riot by taking on the dimension of violence.

-- A planned attack which has organization, targets and objectives and then withdraws--this is an armed attack.

Armed Attacks (Code ARATK504): This Variable Is--

-- Characterized by bloodshed, physical struggle or the destruction of property.

-- An event which employs a wide variety of weapons such as guns, explosives, aircraft, bombs, chemicals, etc.

-- An event which includes all organized political violence in a political system.

-- An event in which the target of the attack is the regime, government or political leader, or its ideology, policy or actions; but it may also be a religious, ethnic, racial, linguistic or special interest minority.

-- One which includes both friendly and enemy attacks.

-- A government action or attack which is greater than normal punitive measures which are coded as government sanctions.

-- Exemplified by attacks on government buildings, personnel, public utilities, roads and transport facilities, dwelling places, factories and markets. (Whole villages may be the target and are often reported as acts of sabotage, terrorism or liberation.)

This Variable Is Not--

-- Acts of non-political violence (criminal acts) government sanctions.

-- Protest demonstrations and riots.

-- Confrontations of the armed forces of two or more countries in a situation of international wars.

-- Assassinations.
Deaths from Political Violence (Code DJMPV502): This Variable Is--

--Persons of South Vietnam who die participating in foreign interventions in the country, but it does not include foreigners.

--A body count of South Vietnamese both friendly and enemy.

This Variable Is Not--

--Foreigners (people not South Vietnamese).

--Assassinated victims.

--Victims of political executions, deaths in enemy prisons, deaths in formal warfare or deaths in border incidents with other countries which occur outside South Vietnam.

--Victims of ordinary criminal homicide.

--Reports which specify "casualties" or "victims"; it is "deaths" only.

Statistical Characteristics of Political Violence Events Data

The annual and quarterly political violence events data were organized into tables for easy reference. See Tables 43 and 44. The reader should keep in mind the three political violence time periods; "Pre-Insurgency"--1955 through 1960; "Insurgency"--1961 through 1964; and "Limited War"--1965 through 1972. The annual and quarterly cumulative political violence indices were graphed in histograms to portray changes in the intensity and frequency of political violence. See Figures 38 and 39. There was an ever increasing intensity and frequency of political violence over the entire development period as reflected in both the annual and quarterly cumulative political violence indices.
Significant peaks and valleys were evident in these political violence indices which reflected the constantly changing impact of political violence. The basic political violence events variables were not charted, but their dimensions will be discussed.

The dimensions of both annual and quarterly basic political violence events data were summarized in Tables 45 and 46. Most of the political violence variables had a wide range between their maximum and minimum values, since most of these indicators had minimum values of less than twenty events. These events largely occurred during the "pre-insurgency" time period. There was a wide separation between the mean and median values in each series because of wide variance. The measures of dispersion such as the standard deviation, variance and coefficient of variation indicate that there were wide dispersions of the data in most of the series about their means. It is also interesting to note that all of the data series were positively skewed to the right. This was no doubt caused by the high increase in the frequency of all political violence variables during the "limited war" time period. As mentioned earlier, all of the political violence series contained significant peaks in their distributions as indicated by the relatively large moment coefficients of kurtosis with each distribution experiencing a leptokurtic condition.
Annual Cumulative Political Violence Events Index
(Code ACPVIND)

SOURCES: Data for 1955-1967 are provided on computer tape from the Inter-University Consortium for Political Research, the University of Michigan, Ann Arbor, Michigan, and published in Charles Lewis Taylor and Michael C. Hudson, *World Handbook of Political and Social Indicators*, 2nd ed. (New Haven: Yale University Press, 1972), pp. 88-123.


Fig. 38. Annual cumulative political violence events in South Vietnam.
Quarterly Cumulative Political Violence Events Index
(Code QCPVINDQA)

<table>
<thead>
<tr>
<th>Year</th>
<th>Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>60,000</td>
</tr>
<tr>
<td>1956</td>
<td>70,000</td>
</tr>
<tr>
<td>1957</td>
<td>80,000</td>
</tr>
<tr>
<td>1958</td>
<td>90,000</td>
</tr>
<tr>
<td>1959</td>
<td>100,000</td>
</tr>
</tbody>
</table>


By cumulative political violence events in South Africa.
## TABLE 43

### ANNUAL POLITICAL VIOLENCE EVENTS IN SOUTH VIETNAM

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>2</td>
<td>14</td>
<td>6</td>
<td>113</td>
<td>961</td>
<td>1,096</td>
</tr>
<tr>
<td>1956</td>
<td>-</td>
<td>9</td>
<td>-</td>
<td>4</td>
<td>1,998</td>
<td>2,011</td>
</tr>
<tr>
<td>1957</td>
<td>-</td>
<td>6</td>
<td>-</td>
<td>4</td>
<td>9</td>
<td>19</td>
</tr>
<tr>
<td>1958</td>
<td>-</td>
<td>4</td>
<td>-</td>
<td>13</td>
<td>375</td>
<td>392</td>
</tr>
<tr>
<td>1959</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>7</td>
<td>676</td>
<td>685</td>
</tr>
<tr>
<td>1960</td>
<td>1</td>
<td>7</td>
<td>-</td>
<td>43</td>
<td>686</td>
<td>737</td>
</tr>
<tr>
<td>1961</td>
<td>-</td>
<td>8</td>
<td>-</td>
<td>127</td>
<td>5,259</td>
<td>3,394</td>
</tr>
<tr>
<td>1962</td>
<td>-</td>
<td>28</td>
<td>-</td>
<td>234</td>
<td>6,570</td>
<td>6,832</td>
</tr>
<tr>
<td>1963</td>
<td>54</td>
<td>67</td>
<td>7</td>
<td>191</td>
<td>5,667</td>
<td>5,986</td>
</tr>
<tr>
<td>1964</td>
<td>22</td>
<td>44</td>
<td>40</td>
<td>686</td>
<td>5,392</td>
<td>6,184</td>
</tr>
<tr>
<td>1965</td>
<td>29</td>
<td>103</td>
<td>15</td>
<td>598</td>
<td>31,753</td>
<td>32,478</td>
</tr>
<tr>
<td>1966</td>
<td>77</td>
<td>136</td>
<td>19</td>
<td>917</td>
<td>69,371</td>
<td>70,520</td>
</tr>
<tr>
<td>1967</td>
<td>12</td>
<td>50</td>
<td>6</td>
<td>556</td>
<td>32,557</td>
<td>33,181</td>
</tr>
<tr>
<td>1968</td>
<td>21</td>
<td>69</td>
<td>-</td>
<td>10,808</td>
<td>102,547</td>
<td>113,445</td>
</tr>
<tr>
<td>1969</td>
<td>1</td>
<td>23</td>
<td>11</td>
<td>8,262</td>
<td>39,319</td>
<td>47,616</td>
</tr>
<tr>
<td>1970</td>
<td>29</td>
<td>22</td>
<td>8</td>
<td>5,156</td>
<td>13,019</td>
<td>18,234</td>
</tr>
<tr>
<td>1971</td>
<td>41</td>
<td>10</td>
<td>32</td>
<td>3,282</td>
<td>9,121</td>
<td>12,486</td>
</tr>
<tr>
<td>1972</td>
<td>4</td>
<td>60</td>
<td>-</td>
<td>22,894</td>
<td>96,729</td>
<td>119,687</td>
</tr>
</tbody>
</table>

**SOURCES:** Data for 1955-1967 are provided on computer tape from the Inter-University Consortium for Political Research, the University of Michigan, Ann Arbor, Michigan, and
TABLE 43--Continued


Data for 1968-1972 are adapted from political violence events data contained in New York Times Indices, 1968-1972. See this appendix for coding rules and other details.
<table>
<thead>
<tr>
<th>Year/Quarter</th>
<th>Protest Demonstrations (Code BPRDEM506A)</th>
<th>Government Sanctions (Code BGVTSA519A)</th>
<th>Riots (Code BRTOTS501A)</th>
<th>Armed Attacks (Code BARATKS504A)</th>
<th>Deaths from Political Violence (Code BDFPV502A)</th>
<th>Total Political Violence Events (Code QCPVINDQA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955 1Q</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>13</td>
<td>155</td>
<td>169</td>
</tr>
<tr>
<td>2Q</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>66</td>
<td>802</td>
<td>879</td>
</tr>
<tr>
<td>3Q</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>27</td>
<td>4</td>
<td>38</td>
</tr>
<tr>
<td>4Q</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>7</td>
<td>-</td>
<td>10</td>
</tr>
<tr>
<td>1956 1Q</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>950</td>
<td>1,993</td>
</tr>
<tr>
<td>2Q</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>3Q</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>4Q</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>9</td>
</tr>
<tr>
<td>1957 1Q</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>2Q</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>3Q</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4Q</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4</td>
</tr>
<tr>
<td>1958 1Q</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>12</td>
<td>349</td>
</tr>
<tr>
<td>2Q</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>336</td>
<td>349</td>
</tr>
<tr>
<td>3Q</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>38</td>
<td>39</td>
</tr>
<tr>
<td>4Q</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1959 1Q</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>374</td>
<td>374</td>
</tr>
<tr>
<td>2Q</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3Q</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>38</td>
<td>39</td>
</tr>
<tr>
<td>4Q</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>1960 1Q</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>300</td>
<td>302</td>
</tr>
<tr>
<td>2Q</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>325</td>
<td>326</td>
</tr>
<tr>
<td>3Q</td>
<td>1</td>
<td>4</td>
<td>-</td>
<td>7</td>
<td>94</td>
<td>104</td>
</tr>
<tr>
<td>4Q</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>14</td>
<td>156</td>
<td>175</td>
</tr>
</tbody>
</table>

Total: 485
TABLE 44--Continued

<table>
<thead>
<tr>
<th>Year/Quarter</th>
<th>Protest Demonstrations (Code BPRDEM506A)</th>
<th>Government Sanctions (Code BGVTSA519A)</th>
<th>Riots (Code BRTOTS501A)</th>
<th>Armed Attacks (Code BARATKS04A)</th>
<th>Deaths from Political Violence (Code BDFFPV502A)</th>
<th>Total Political Violence Events (Code QCPVINDQA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1961 1Q</td>
<td>-</td>
<td>-</td>
<td>13</td>
<td>858</td>
<td>871</td>
<td>871</td>
</tr>
<tr>
<td>20</td>
<td>-</td>
<td>3</td>
<td>39</td>
<td>613</td>
<td>655</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>2</td>
<td>35</td>
<td>807</td>
<td>844</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>-</td>
<td>3</td>
<td>40</td>
<td>981</td>
<td>1,024</td>
<td></td>
</tr>
<tr>
<td>1962 1Q</td>
<td>-</td>
<td>13</td>
<td>24</td>
<td>3,275</td>
<td>3,312</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>-</td>
<td>8</td>
<td>87</td>
<td>1,152</td>
<td>1,247</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>5</td>
<td>64</td>
<td>1,188</td>
<td>1,257</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>-</td>
<td>2</td>
<td>59</td>
<td>955</td>
<td>1,016</td>
<td></td>
</tr>
<tr>
<td>1963 1Q</td>
<td>-</td>
<td>2</td>
<td>18</td>
<td>3,964</td>
<td>3,984</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>16</td>
<td>3</td>
<td>50</td>
<td>476</td>
<td>553</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>31</td>
<td>4</td>
<td>65</td>
<td>913</td>
<td>1,054</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>2</td>
<td>58</td>
<td>314</td>
<td>395</td>
<td></td>
</tr>
<tr>
<td>1964 1Q</td>
<td>1</td>
<td>12</td>
<td>55</td>
<td>2,505</td>
<td>2,573</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>11</td>
<td>116</td>
<td>638</td>
<td>767</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>35</td>
<td>453</td>
<td>1,180</td>
<td>1,688</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>4</td>
<td>62</td>
<td>1,069</td>
<td>1,156</td>
<td></td>
</tr>
<tr>
<td>1965 1Q</td>
<td>21</td>
<td>13</td>
<td>69</td>
<td>21,928</td>
<td>22,044</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>44</td>
<td>116</td>
<td>3,619</td>
<td>3,786</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>41</td>
<td>260</td>
<td>3,527</td>
<td>3,830</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1</td>
<td>5</td>
<td>153</td>
<td>2,659</td>
<td>2,818</td>
<td></td>
</tr>
<tr>
<td>1966 1Q</td>
<td>25</td>
<td>20</td>
<td>186</td>
<td>24,376</td>
<td>24,607</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>52</td>
<td>68</td>
<td>82</td>
<td>28,440</td>
<td>28,661</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>34</td>
<td>-</td>
<td>569</td>
<td>8,260</td>
<td>8,863</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>14</td>
<td>-</td>
<td>80</td>
<td>8,295</td>
<td>8,389</td>
<td></td>
</tr>
<tr>
<td>Year/Quarter</td>
<td>Protest Demonstrations (Code BPRDEM506A)</td>
<td>Government Sanctions (Code BVTS519A)</td>
<td>Riots (Code BRTOT501A)</td>
<td>Armed Attacks (Code BARAT504A)</td>
<td>Deaths from Political Violence (Code BDFPV502A)</td>
<td>Total Political Violence Events (Code QCPVINDQ)</td>
</tr>
<tr>
<td>-------------</td>
<td>------------------------------------------</td>
<td>--------------------------------------</td>
<td>------------------------</td>
<td>--------------------------------</td>
<td>-----------------------------------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>1967 1Q</td>
<td>-</td>
<td>14</td>
<td>-</td>
<td>94</td>
<td>12,079</td>
<td>12,187</td>
</tr>
<tr>
<td></td>
<td>2Q</td>
<td>5</td>
<td>1</td>
<td>119</td>
<td>5,274</td>
<td>5,399</td>
</tr>
<tr>
<td></td>
<td>3Q</td>
<td>6</td>
<td>1</td>
<td>251</td>
<td>5,618</td>
<td>5,895</td>
</tr>
<tr>
<td></td>
<td>4Q</td>
<td>6</td>
<td>4</td>
<td>92</td>
<td>9,586</td>
<td>9,700</td>
</tr>
<tr>
<td>1968 1Q</td>
<td>13</td>
<td>27</td>
<td>-</td>
<td>4,739</td>
<td>65,222</td>
<td>68,001</td>
</tr>
<tr>
<td></td>
<td>2Q</td>
<td>15</td>
<td>-</td>
<td>3,246</td>
<td>3,717</td>
<td>14,982</td>
</tr>
<tr>
<td></td>
<td>3Q</td>
<td>13</td>
<td>-</td>
<td>1,199</td>
<td>21,933</td>
<td>23,148</td>
</tr>
<tr>
<td></td>
<td>4Q</td>
<td>14</td>
<td>-</td>
<td>1,624</td>
<td>5,675</td>
<td>7,314</td>
</tr>
<tr>
<td>1969 1Q</td>
<td>-</td>
<td>10</td>
<td>1</td>
<td>2,811</td>
<td>5,793</td>
<td>8,615</td>
</tr>
<tr>
<td></td>
<td>2Q</td>
<td>6</td>
<td>1</td>
<td>2,284</td>
<td>8,513</td>
<td>10,803</td>
</tr>
<tr>
<td></td>
<td>3Q</td>
<td>-</td>
<td>-</td>
<td>1,806</td>
<td>6,155</td>
<td>7,942</td>
</tr>
<tr>
<td></td>
<td>4Q</td>
<td>1</td>
<td>6</td>
<td>1,361</td>
<td>18,878</td>
<td>20,256</td>
</tr>
<tr>
<td>1970 1Q</td>
<td>2</td>
<td>1</td>
<td>-</td>
<td>817</td>
<td>4,549</td>
<td>5,569</td>
</tr>
<tr>
<td></td>
<td>2Q</td>
<td>11</td>
<td>6</td>
<td>2,303</td>
<td>4,690</td>
<td>7,036</td>
</tr>
<tr>
<td></td>
<td>3Q</td>
<td>-</td>
<td>-</td>
<td>1,297</td>
<td>2,610</td>
<td>5,916</td>
</tr>
<tr>
<td></td>
<td>4Q</td>
<td>1</td>
<td>2</td>
<td>1,170</td>
<td>1,913</td>
<td>1,913</td>
</tr>
<tr>
<td>1971 1Q</td>
<td>1</td>
<td>6</td>
<td>-</td>
<td>603</td>
<td>1,495</td>
<td>1,105</td>
</tr>
<tr>
<td></td>
<td>2Q</td>
<td>4</td>
<td>-</td>
<td>1,291</td>
<td>6,450</td>
<td>7,745</td>
</tr>
<tr>
<td></td>
<td>3Q</td>
<td>35</td>
<td>12</td>
<td>790</td>
<td>1,031</td>
<td>1,868</td>
</tr>
<tr>
<td></td>
<td>4Q</td>
<td>5</td>
<td>20</td>
<td>598</td>
<td>1,145</td>
<td>1,768</td>
</tr>
<tr>
<td>1972 1Q</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3,254</td>
<td>10,306</td>
<td>15,560</td>
</tr>
<tr>
<td></td>
<td>2Q</td>
<td>3</td>
<td>-</td>
<td>9,895</td>
<td>40,419</td>
<td>50,318</td>
</tr>
<tr>
<td></td>
<td>3Q</td>
<td>-</td>
<td>57</td>
<td>5,146</td>
<td>25,780</td>
<td>30,983</td>
</tr>
<tr>
<td></td>
<td>4Q</td>
<td>3</td>
<td>-</td>
<td>4,599</td>
<td>20,224</td>
<td>24,826</td>
</tr>
</tbody>
</table>
TABLE 44--Continued

SOURCES: Data for 1955-1967 are provided on computer tape from the Inter-University Consortium for Political Research, the University of Michigan, Ann Arbor, Michigan.

Data for 1968-1972 are adapted from political violence events data contained in New York Times Indices, 1968-1972. See this appendix for coding rules and other details.

\(^a\)Variables have been coded for ease in computer application.
<table>
<thead>
<tr>
<th>Political Violence Event Variables</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Value</td>
<td>Minimum Value</td>
</tr>
<tr>
<td>Protest Demonstrations (Code PRDEM506) (^a)</td>
<td>77.0</td>
</tr>
<tr>
<td>Government Sanctions (Code GVTSAS19)</td>
<td>136.0</td>
</tr>
<tr>
<td>Riots (Code RTOTTS501)</td>
<td>40.0</td>
</tr>
<tr>
<td>Armed Attacks (Code ARATKS04)</td>
<td>22,894.0</td>
</tr>
<tr>
<td>Deaths from Political Violence (Code DFMPYS02)</td>
<td>102,555.0</td>
</tr>
<tr>
<td>Cumulative Political Violence Index (Code ACPVIND)</td>
<td>119,690.0</td>
</tr>
</tbody>
</table>

**Source:** Political violence data as provided in the study have been processed utilizing Leasco Response, Inc., Regression Statistics (LEASTAT) software computer package in an IBM-360 computer system.

\(^a\)Variables have been coded for ease in computer application.
<table>
<thead>
<tr>
<th>Political Violence Event Variables</th>
<th>Statistics</th>
<th>Moment of Skewness</th>
<th>Moment of Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum Value</td>
<td>Minimum Value</td>
<td>Mean</td>
</tr>
<tr>
<td>Protest Demonstrations (Code PRDEMS06A)</td>
<td>52.0</td>
<td>-</td>
<td>4.0694</td>
</tr>
<tr>
<td>Government Sanctions (Code GOSNTS01A)</td>
<td>68.0</td>
<td>-</td>
<td>9.1944</td>
</tr>
<tr>
<td>Riots (Code BRTOTTS01A)</td>
<td>35.0</td>
<td>-</td>
<td>2.0000</td>
</tr>
<tr>
<td>Armed Attacks (Code BARATKS04A)</td>
<td>9,865.0</td>
<td>-</td>
<td>248.540</td>
</tr>
<tr>
<td>Deaths from Political Violence (Code BDPMVSV02A)</td>
<td>63,222.0</td>
<td>-</td>
<td>5,833.200</td>
</tr>
<tr>
<td>Cumulative Political Violence Events Index (Code QACPVINDQA)</td>
<td>68,001.0</td>
<td>-</td>
<td>6,597.000</td>
</tr>
</tbody>
</table>

**SOURCE:** Political violence data as provided in the study have been processed utilizing Leasco Response, Inc., Regression Statistics (LESTAT) software computer package in an IBM-360 computer system.

*Variables have been coded for ease in computer application.*
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