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EFFECT OF THE MgO/SiO$_2$ RATIO ON THE STRENGTH OF HOT-PRESSED Si$_3$N$_4$
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Metallurgy and Metals Processing
Westinghouse Research Laboratories
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ABSTRACT

The strength of hot-pressed Si$_3$N$_4$ containing different MgO/SiO$_2$ molar ratios was studied. Significant increases in strength at 1400°C were observed as the MgO/SiO$_2$ ratio increased to 3-4. Smaller decreases in strength at both 25°C and 1400°C were observed when MgO/SiO$_2$ > 4. These observations are briefly discussed with regard to possible chemistry changes of the grain boundary phase believed to be present in hot-pressed Si$_3$N$_4$.

1. INTRODUCTION

Silicon nitride hot-pressed with the aid of MgO is believed to consist of α-Si$_3$N$_4$ grains separated by a silicate phase.[1] Impurities such as CaO have been shown to effect the mechanical properties at elevated temperatures by reducing the refractoriness of the grain boundary phase.[2] Recognizing that a significant improvement in these properties could be achieved by the reduction of such contaminants, a successful effort was made to produce higher purity starting powder at Westinghouse.

Once the overwhelming effect of impurities was radically reduced, a new effect was discovered. Chronologically, it was discovered that the high temperature strength was dependent on the amount of the
MgO hot-pressing aid used to densify a given starting powder as shown in Fig. 1. This unexpected effect was eventually rationalized by hypothesizing that the MgO/SiO\textsubscript{2} ratio\textsuperscript{*} was the controlling factor in this apparent relation. As detailed below, this hypothesis was confirmed by testing materials fabricated with different MgO/SiO\textsubscript{2} ratios.

2. EXPERIMENTAL

2.1 Powders

Different Si\textsubscript{3}N\textsubscript{4} powders were manufactured by nitriding Si powder with additions of 0.0, 1.0 and 3.0 wt/o SiO\textsubscript{2}. The phase content of the resulting powders were 83-93\% \(\alpha\)-Si\textsubscript{3}N\textsubscript{4}, 17-7\% \(\beta\)-Si\textsubscript{3}N\textsubscript{4} and \(<1\%\) Si as determined by X-ray diffraction analysis. No correlation could be made between the SiO\textsubscript{2} additions and these crystalline phases.

The oxygen content of representative powders was determined after nitriding with the inert gas fusion, thermoconductivity method. Several powders were also analyzed by neutron activation, courtesy of H. Priest, AMRMC. Figure 2 illustrates that the oxygen content of different batches of Si\textsubscript{3}N\textsubscript{4} powder is a function of the SiO\textsubscript{2} added prior to nitriding. The oxygen content of the Si powder was 0.4-0.5 wt/o. Since the oxygen content of the Si powder is most likely due to a surface layer of SiO\textsubscript{2}, and the increase in oxygen content was proportional to the SiO\textsubscript{2} added prior to nitriding it was assumed that the oxygen content after nitriding corresponded to the SiO\textsubscript{2} in the Si\textsubscript{3}N\textsubscript{4} powder.** It should be noted that the molar content of the apparent SiO\textsubscript{2} ranged between 1.7 and 6.7 mole/o. Commercial Si\textsubscript{3}N\textsubscript{4} powders can have significantly higher SiO\textsubscript{2} contents.\textsuperscript{[4]}

\textsuperscript{*} SiO\textsubscript{2} is a common contaminant in Si\textsubscript{3}N\textsubscript{4} powders.\textsuperscript{[3,4]}

\textsuperscript{**} As recently shown by Kohatsu and McCauley\textsuperscript{[5]} oxygen is not a necessary element of the \(\alpha\)-Si\textsubscript{3}N\textsubscript{4} structure as previously reported by Wild, et al.\textsuperscript{[6]}
Table 1 reports the cation impurity content of the Si$_3$N$_4$ powders. No variation in impurity content outside of experimental error was observed between different batches.

Si$_3$N$_4$ powders containing different MgO/SiO$_2$ ratios were prepared by mixing 2-8 w/o MgO with Si$_3$N$_4$ powders containing different apparent SiO$_2$ contents. In addition, the MgO/SiO$_2$ ratio of several powders was also varied by mixing both MgO and SiO$_2$ into a powder with an oxygen content of 0.4 w/o (0.75 w/o SiO$_2$). Mixing and particle size reduction was performed by milling with methanol in polyethylene bottles using WC cylindrical grinding media. Oxygen analysis before and after milling showed no changes that could not be accounted for by the MgO addition.

2.2 Densification and Mechanical Testing

After stir-drying, the milled composite powders were hot-pressed in a N$_2$ atmosphere with a stress of 28 MN/m$^2$ at a temperature of 1750°C for 1-4 hrs to produce 5 cm diameter by 0.75 cm discs. The powders were separated from the graphite die with grafoil. Density was determined by water immersion.

Bar specimens (0.317 x 0.635 x 3.17 cm) were sectioned and ground with a 320 grit diamond wheel. Room temperature flexural strength measurements were made at a crosshead speed of 0.05 cm/min using a metal fixture (0.635 cm inner and 1.905 cm outer loading spans). Elevated temperature measurements were performed in air at 1400°C with a crosshead speed of 0.005 cm/min using a hot-pressed Si$_3$N$_4$ fixture (0.950 cm inner and 2.22 cm outer loading spans).

3. RESULTS

Densities varied between 3.20 gm/cc and 3.29 gm/cc due to a slight variation in the tungsten contamination during milling.
Flexural strength data at 25°C and 1400°C are shown in Fig. 3 as a function of the MgO/SiO₂ ratio. Each point, represented by a number indicating the weight % of the MgO hot-pressing aid, corresponds to the average result from a single billet (3-6 measurements at 25°C and 3 measurements at 1400°C). Because the oxygen content of only half of the Si₃N₄ powders were directly determined, the linear relation shown in Fig. 2 was used to calculate the oxygen content of the other powders. The oxygen content was used to calculate the apparent SiO₂ content and thus, the MgO/SiO₂ molar ratio. The circled numbers correspond to materials where SiO₂ was added to Si₃N₄ powder.

As shown, the strength at 25°C exhibits much scatter.* Mean values are 655 MN/m² for MgO/SiO₂ < 4, apparently decreasing to 520 MN/m² at MgO/SiO₂ = 10.

At 1400°C, the mean strength increases from 170 MN/m² at low MgO/SiO₂ ratios to 415 MN/m² at MgO/SiO₂ = 3 and then decreases to 345 MN/m² at higher MgO/SiO₂ ratios. The circled points should be noted since they represent results for materials where the MgO/SiO₂ ratio was lowered by adding SiO₂ to the starting Si₃N₄ powder. Without the additional SiO₂, the same Si₃N₄ powders had greater MgO/SiO₂ ratios and corresponding higher strengths.

Figure 4 illustrates load-deflection curves for selected specimens with different MgO/SiO₂ ratios, indicating that less non-elastic deformation occurs at MgO/SiO₂ > 3.

4. DISCUSSION

The increase in strength at 1400°C for 0 ≤ MgO/SiO₂ ≤ 4 can be interpreted as due to a change in the grain boundary phase. Either a change in its refractoriness or its volume content would result in

* The observed scatter may have been due to the small differences in hot-pressing schedules, e.g., heating rates, mode of pressure application, etc., used by the 3 different investigators, which can influence the resulting microstructure and thus the fracture toughness and strength of hot-pressed Si₃N₄.[7]
lower rates for grain boundary separation and sliding,[8] thus decreasing the materials susceptibility to sub-critical crack growth and non-elastic deformation at high temperatures.[9]

The reason for the apparent decrease in strength at 25°C and 1400°C for MgO/SiO₂ > 4 requires further experiments. The authors believe that this effect is related to the volume content of the grain boundary phase, which might govern the material's grain structure.

The composition and volume fraction of the grain boundary phase are presently unknown. Oyama and Kamigaito[10] have reported data suggesting that up to 30 mole % of MgO is soluble in Si₂N₄. These investigators neglected the presence of the SiO₂ contamination in the Si₃N₄ powder; thus the real phase relations in the Si₃N₄-SiO₂-MgO-Mg₃N₂ system are presently unknown. In any case, Oyama and Kamigaito's results suggest that the MgO densification aid would be present in both the 8-Si₃N₄ structure and the grain boundary phase.

A change in either the refractoriness or the volume content of the grain boundary can occur by shifting compositions with the Si₃N₄-SiO₂-MgO-Mg₃N₂ system, e.g., by shifting to a new phase field, the grain boundary phase may not be a silicate. On the other hand, the change in strength with the MgO/SiO₂ ratio may be a result of shifting away from glass forming regions in the MgO-SiO₂-impurity system, i.e., silicate composition containing large proportions of MgO are less apt to form glasses upon solidification. Phase equilibrium studies would clarify these different viewpoints.

5. CONCLUSION

It has been shown that the MgO/SiO₂ ratio has a significant effect on the high temperature strength of Si₃N₄. Thus optimum strengths can only be achieved by controlling extrinsic impurities, e.g., CaO, and the SiO₂ content of starting α-Si₃N₄ powders.
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FIGURE CAPTIONS

FIG. 1 -- Flexural strength at 1400°C vs MgO content used for densification. Each point is an average of 3 specimens from a single billet. Test conditions are given in text. Oxygen content of different powders was 0.9-1.6 w/o.

FIG. 2 -- Oxygen content of Si₃N₄ powder vs SiO₂, added to Si powder prior to nitriding.

FIG. 3 -- Flexural strength vs MgO/SiO₂ molar ratio.

FIG. 4 -- Bending moment vs deflection for typical flexural specimens fabricated with different MgO/SiO₂ molar ratios.
Table 1
Spectrographic Analyses of Westinghouse Si₃N₄ Starting Powder (wt %)

<table>
<thead>
<tr>
<th>Element</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>0.08</td>
</tr>
<tr>
<td>Ag</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>B</td>
<td>0.001</td>
</tr>
<tr>
<td>Ca</td>
<td>0.016</td>
</tr>
<tr>
<td>Cr</td>
<td>0.01</td>
</tr>
<tr>
<td>Fe</td>
<td>&gt; 0.1</td>
</tr>
<tr>
<td>Mg</td>
<td>0.001</td>
</tr>
<tr>
<td>Mn</td>
<td>0.05</td>
</tr>
<tr>
<td>Mo</td>
<td>&lt; 0.003</td>
</tr>
<tr>
<td>Ni</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Pb</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Sb</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Sn</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Ti</td>
<td>0.01</td>
</tr>
<tr>
<td>V</td>
<td>0.005</td>
</tr>
<tr>
<td>Zn</td>
<td>&lt; 0.01</td>
</tr>
</tbody>
</table>
Fig. 1: Flexural strength (MN/m²) vs. MgO content (wt%) at 1400 °C. Curve 681992-A.
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INTERRELATIONS BETWEEN CREEP AND SLOW CRACK GROWTH

F. F. Lange
Metallurgy and Metals Processing
Westinghouse Research Laboratories
Pittsburgh, Pennsylvania 15235

ABSTRACT

No. 4. Phenomenological interrelations between creep strain and slow crack growth are derived based on the fact that the total creep strain at fracture is determined by the growth kinetics of a pre-existing crack. It is shown that measurements of the creep strain in a region remote from the growing crack can be used to predict failure periods for materials that concurrently exhibit creep and slow crack growth.

1. INTRODUCTION

Certain materials have been found to concurrently exhibit creep and slow crack growth. Examples are discalloy,[1] AISI-4340 tempered steel,[2] glass-ceramics,[3] and hot-pressed Si₃N₄.[4] For a given material and condition, both phenomenon can be governed by the same mechanism, e.g., grain boundary separation and sliding is the mechanism governing both creep and slow crack growth in polycrystals with a viscous grain boundary phase.[5] Or, both phenomenon can be governed by different mechanisms, e.g., creep, by dislocation movement and slow crack growth, by an environmental, stress-corrosion mechanism.
Usually creep and slow crack growth are treated independently. That is, creep laws are obtained for a material to define non-elastic strain as a function of stress and time and slow crack growth behavior is obtained from crack velocity-stress intensity relations that are used to predict failure time as a function of stress history. The purpose of this article is to show that these independently measured laws are interrelated regardless of the mechanism that control either phenomenon. It will be shown that the total strain at failure depends on the stress laws governing both phenomenon and that a measurement of strain and/or strain rate can be used to predict the failure time due to slow crack growth.

2. ANALYSIS OF INTERRELATION

It is assumed that a body under stress (σa) simultaneously exhibits non-elastic strain (creep) and slow crack growth. Also, for simplicity, it is assumed* that the creep strain can be described by

\[ \varepsilon = \varepsilon_0 + A \sigma_a^n t, \]  

(1)

and that slow crack growth can be described by the crack velocity (v) - stress intensity factor (K) relation

\[ v = B K^m, \]  

(2)

where \( \varepsilon_0 \), A, n, B, and m are constants at a given temperature. The constants A and B contain the temperature dependent factors. The stress intensity factor can be stated in terms of the applied stress (σa), the crack size (c) and the dimensionless constant (Y) as

\[ K = Y \sigma_a \sqrt{c}. \]  

(3)

* The general concept would also apply for more complex laws, but the detailed results would be different.
Substituting Eq. (3) into Eq. (2),

\[ v = \frac{dc}{dt} = B \gamma^m \sigma^m c^{m/2}. \]  

(4)

The total period of creep is limited to the time taken by the initial crack of size \( c_i \) to grow and cause failure. This failure time \( (t_f) \) is found by integrating Eq. (4) and assuming that \( c_i^{2-m/2} \gg c_f^{2-m/2} \) (\( c_f = \) crack size at failure):

\[ t_f = \frac{2 c_i^{2-m/2}}{(m-2) B \gamma^m \sigma^m}. \]  

(5)

By substituting Eq. (5) into Eq. (1), the non-elastic strain at failure* \( (\varepsilon_f) \) is

\[ \varepsilon_f = \varepsilon_o + \frac{2 c_i^{(2-m)/2}}{(m-2) \gamma^m} \left( \frac{A}{B} \right) \sigma_n^{n-m} \]  

(6)

This equation relates the stress dependencies of creep and slow crack growth to the creep strain at failure.

Likewise the failure time can be related to the steady state creep rate \( (\dot{\varepsilon} = A \sigma_a^m) \) by rearranging Eq. (5) and substituting for the stress

\[ t_f = A^{m/n} \left( \frac{2 c_i^{(2-m)/2}}{(m-2) B \gamma^m} \right) \dot{\varepsilon}^{-m/2}. \]  

(7)

In this equation, creep and slow crack growth are interrelated in terms of creep rate and failure time.

* Since Eq. (1) is derived from steady state creep data, Eq. (6) neglects the strain during tertiary creep.
3. DISCUSSION

3.1 The Extrinsic Parameters, $c_j$ and $Y$

Equations (6) and (7) show the interrelation between creep and slow crack growth. Both equations were derived by substituting the applied stress-time to failure relation obtained from a fracture mechanics analysis into the commonly used relations to define creep strain. Both equations contain the intrinsic material parameters that define creep strain, viz., $\varepsilon_0$, $A$ and $n$, and those that define the fracture mechanics of slow crack growth, viz., $B$ and $m$. The two extrinsic parameters are the size of the initial pre-existing crack, $c_j$ and the dimensionless constant, $Y$.

A problem arises concerning the size of the pre-existing crack when the analysis as summarized in Eqs. (6) and (7) is applied to either ductile (metals) or brittle (e.g., ceramics) materials. With regard to metals, the analysis assumes that a crack pre-exists prior to stressing. It is a common opinion among experimentalists investigating the creep of metals that cracks do not pre-exist in metal specimens, but they form after a period of extensive creep strain. The analysis is, therefore, not applicable for this case. On the other hand, the analysis does apply to large metal structures containing large pre-existing cracks, large flaws in castings, welded plates, etc.

Cracks pre-exist in most ceramics. Their distribution of sizes are responsible for the wider distribution of strength values for ceramics relative to metals. Unfortunately, because the sizes of pre-existing cracks in most ceramics are small, techniques do not presently exist to determine their location and to measure their size. The problem of measuring the initial crack size for ceramics can be circumvented by using either the distribution of strength values to define the distribution of crack sizes or by truncating the distribution of crack sizes with a proof test. These two approaches are used in the Appendix to rederive both Eqs. (6) and (7).
A third approach to circumvent the crack size measurement is to simply use the mean strength value to define the mean crack size:

\[ c_1 = \frac{\sigma^2}{K_c^2} \]

where \( \sigma \) is the mean strength of the material obtained under conditions where slow crack growth does not occur.* \( K_c \) is the critical stress intensity factor.

Substituting Eq. (8) into Eqs. (6) and (7), one obtains the expressions relating the mean non-elastic strain at failure to the applied stress:

\[ \bar{\varepsilon}_f = \varepsilon_o + \frac{2}{(m-2) Y^2} \left( \frac{\sigma}{K_c} \right)^{(m-2)} \left( \frac{A}{B} \right) \sigma^n \]

and relating the mean failure time to the creep rate:

\[ \bar{t}_f = A^{m/n} \left( \frac{2}{(m-2) Y^2} \right) \left( \frac{\sigma}{K_c} \right)^{(m-2)} \varepsilon^{-m/2} \]

The value of the dimensionless parameter \( Y \) depends on the geometry of the crack (location, shape and size), the size of the crack relative to the size of the body and the stress distribution. For many conditions of tensile loading, \( \sqrt{\pi} \leq Y \leq 2 \sqrt{\pi}. \)

3.2 Temperature Dependence

The parameters \( A \) and \( B \) express the temperature dependence of creep and slow crack growth, respectively. Assuming activated processes, \( A = A_0 e^{-Q_c/RT} \) and \( B = B_0 e^{-Q_c/RT} \), where \( Q_c \) = the activation

* For example, if slow crack growth is caused by a corrosive ambient, \( \sigma \) is obtained by measuring strengths in a non-corrosive ambient. Also, \( \sigma \) can be obtained by measuring strengths using very high loading rates to minimize the effect of slow crack growth on strength and thus, the calculation of the initial crack size.
energy for creep and \( Q_{cg} \) = the activation energy for crack growth. 
\( A_0 \) and \( B_0 \) are temperature and stress independent.

If the same phenomenon governs both creep and slow crack growth, the temperature dependence for both will be the same, e.g., 
\( Q_c = Q_{cg} \). For this case, it can be seen by examining Eqs. (9) and (10) that the relation between \( \varepsilon_f \) and \( \sigma_a \) will be independent of temperature, whereas \( t_f \) vs \( \dot{\varepsilon} \) will be temperature dependent.

### 3.3 Use of Interrelations

Linear representations for Eq. (9) and (10) can be obtained by taking logarithms. The graphical representations of \( \log \varepsilon_f \) vs \( \log \sigma_a \) will have a slope of \((n-m)\) and \( \log t_f \) vs \( \log \dot{\varepsilon} \) will have a slope of \(-m/n\), (see Fig. 1).

From a scientific viewpoint, data plotted in this manner can be instructive for determining whether or not slow crack growth is responsible for failure and for determining the stress exponents for either creep or slow crack growth. For example, \( m > n \) for most materials, thus a negative slope for the \( \log \varepsilon_f \) vs \( \log \sigma_a \) strongly suggests that slow crack growth is responsible for failure. If one of the stress exponents is known, the other can be calculated from the relation: slope = \( n-m \). Also, it can be strongly inferred that the same mechanism is responsible for both creep and slow crack growth if the \( \log \varepsilon_f \) vs \( \log \sigma_a \) is independent of temperature.

From an engineering viewpoint, the above analysis shows that strain measurements can be used to predict failure times for materials that concurrently creep and exhibit slow crack growth. This is easily illustrated for a component subjected to a constant load at a fixed temperature. (1) The elastic portion of the measured strain determines

*It should be noted that this analysis also is true for two different materials, one exhibiting creep and the other exhibiting slow crack growth, joined in a series arrangement and subjected to the same load. Strain measurements on the material that creeps can be used to predict failure of the material exhibiting slow crack growth.*
the applied stress which, in turn, is used to determine the non-elastic strain at failure from either Eq. (9) or a graphical log ε_f vs log σ_a plot. When the non-elastic strain approaches ε_f, the component is removed from service. (2) the measured creep rate (ε) is used to calculate the failure period (t_f) using either Eq. (10) or a graphical log t_f vs log ε plot. The component is removed from service prior to the calculated failure period.

Likewise, but not as simple, failure strains and failure periods can be predicted from strain measurements for components subjected to conditions where both the load and the temperature are a function of time.
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APPENDIX

1. Creep-Crack Growth Interrelation Combined with Strength Statistics

The strength ($\sigma_c$) probability of failure ($P$) relation of a material containing a distribution of crack sizes can be expressed as [6]

$$P = 1 - \exp \left[ - \int \frac{\sigma}{\sigma_0}^w \, dV \right]$$

(1A)

where $w$ and $\sigma_0$ (Weibull's modulus and a normalizing stress, respectively) are material constants; $V$ is the volume of the specimen or component.

For certain stressing modes - component configurations, [8]

$$\int_V \frac{\sigma}{\sigma_0}^w \, dV = LV \left( \frac{\sigma}{\sigma_0} \right)^w,$$

(2A)

where $L$ is a loading factor, e.g., for pure tension, $L = 1.0$. Thus, Eq. (1A) can be rewritten as

$$P = 1 - \exp \left[ - LV \left( \frac{\sigma}{\sigma_0} \right)^w \right].$$

(3A)

Substituting into this equation the expression relating strength to crack size,

$$\sigma_c = \frac{K_c}{Y_c} c_i^{1/2},$$

one can obtain [9]

$$c_i = \left[ \frac{\ln \left( \frac{1}{1-p} \right)}{LV} \right]^{-2/w} \left( \frac{K_c}{\sigma_0 Y} \right)^2.$$  

(4A)

Substituting Eq. (4A) into Eqs. (6) and (7) of the text, one obtains

$$\varepsilon_f = \varepsilon_0 + \frac{2}{(m-2) Y^2} \left[ \frac{\ln \left( \frac{1}{1-p} \right)}{LV} \right]^{m-2/w} \left( \frac{K_c}{\sigma_0 Y} \right)^2 \left( \frac{\bar{A}}{B} \right) \sigma_a^{n-m}$$

(5A)

and
2. Creep-Crack Growth Interrelations Combined with Proof Testing

The maximum crack size in a component that survives an overload proof stress* (i.e., \( \sigma_p > \sigma_a \), where \( R = \sigma_p / \sigma_a \)) is

\[
(c_i)_{\text{max}} = \left( \frac{K_C}{\sigma_p} \right)^2 \leq \left( \frac{K_C}{Y R \sigma_a} \right)^2.
\]

(7A)

Substituting Eq. (7A) into Eqs. (6) and (7) of the text, one obtains a relation for the minimum creep strain at failure:

\[
\varepsilon_f = \varepsilon_{f(\text{min})} = \varepsilon_0 + \frac{2}{(m-2)YZ} \frac{R}{K_C^2} \sigma_a m-2 \frac{Y}{B} \sigma_a n-2
\]

(8A)

and the minimum failure time:

\[
t_f \geq (t_f)_{\text{min}} = \frac{2 A^{m/n}}{(m-2) Y^2 Z B} \frac{R}{K_C^2} \sigma_a m-2 \varepsilon^{-m/n}
\]

(9A)

3. Graphical Representation of Resulting Expressions

As discussed in the text, Eqs. (5A), (6A), (8A) and (9A) can be graphically represented as log-log plots to facilitate the assessment of reliability. The log-log plots formed by these equations are a family of parallel lines shown by the following example for Eqs. (6A and 9A):

\[
\log t_f = \log \left[ \frac{2 A^{m/n}}{(m-2) Y^2 Z B} \frac{\sigma_o m-2}{K_C^2} \right] + \frac{m-2}{w} \log \left[ \frac{z_n (1 - p)}{L V} \right] - \frac{m}{n} \log \varepsilon
\]

and

\[
\log (t_f)_{\text{min}} = \log \left[ \frac{2 A^{m/n}}{(m-2) Y^2 Z B} \frac{\sigma_a m-2}{K_C^2} \right] + (m-2) \log R - \frac{m}{n} \log \varepsilon
\]

* The same stress distribution must exist in proof testing as in service.

** Proof testing only defines the largest possible crack and thus the minimum failure period (and thus, the minimum creep strain at failure).
Plotting these equations as $\log t_f$ (or $\log (t_f)_{\text{min}}$) vs $\log \dot{\varepsilon}$:

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1}
\caption{Fig. 1}
\end{figure}

These plots are used as follows. For a strain rate measured after a given period of service, the failure time is located on the graph either for a chosen probability of failure, $P$, or, if the component had been proof tested prior to service, for the proof test ratio, $R$. The remaining service time is then calculated by subtracting the current service time from the failure time.
INTERRELATION BETWEEN CREEP AND SLOW CRACK GROWTH

Phenomenological interrelations between creep strain and slow crack growth are derived based on the fact that the total creep strain at fracture is determined by the growth kinetics of a pre-existing crack. It is shown that measurements of the creep strain in a region remote from the growing crack can be used to predict failure periods for materials that concurrently exhibit creep and slow crack growth.
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ABSTRACT

Sudden crack extension and arrest is observed when indenters are pressed into the surface of brittle materials. The energetics of this system is examined to determine the criteria for crack extension and arrest. Crack extension is defined by a condition of decreased free energy (after A. A. Griffith) and crack arrest is defined by a condition of increased free energy. The analysis results in two criteria for crack extension. First, a criterion concerning the size of the stress field must be satisfied. This size effect criterion explains the empirical Auerbach’s Law which shows that the apparent strength of a brittle material increases with the decreasing size of the contact stress field. Second, a criterion concerning the crack size-maximum tensile stress must be satisfied. Once these two criteria are satisfied, a pre-existing crack will extend and then it will arrest. The size of the arrested crack is related to the size of the pre-existing crack. Experimental observations are presented to confirm the first criterion of crack extension and its relation to material properties. The experiments were performed on hot-pressed \( \text{Si}_3\text{N}_4 \) and \( \text{SiC} \).

1. INTRODUCTION

From a thermodynamic viewpoint, crack extension will only occur when the change in free energy of a cracked body and loading system is equal or less than zero as originally defined by Griffith. To illustrate this criterion, consider the energy \( (U) \) expression for the penny-shaped crack in an infinite body as determined by Sack:

\[
U = 2\pi c^2 \gamma - \frac{8\pi^2 c^3 (1-v^2)}{3E},
\]
where $\gamma$ = surface (or fracture) energy, $c$ = crack length, $\sigma$ = applied stress and, $E$, $\mu$ are the elastic constants of the body. As schematically illustrated in Fig. 1, Griffiths criterion for crack extension is satisfied when the maximum in the $U$ vs $c$ function coincides with the size of the pre-existing crack. As illustrated, this maximum (defined by $\frac{dU}{dc} = 0$ and $\frac{d^2U}{dc^2} < 0$) shifts to lower values of $c$ as the stress is increased. When the maximum is shifted to coincide with the size of the pre-existing crack (in this case $c_e$), the free energy of the system can decrease by crack extension. Once this condition is satisfied for the above energy expression, crack extension is catastrophic because $\frac{d^2U}{dc^2}$ is always negative for larger crack sizes. The above expression negates the possibility of crack arrest because it does not include a minimum in the $U$ vs $c$ function (defined by $\frac{dU}{dc} = 0$ and $\frac{d^2U}{dc^2} > 0$).

The criterion for crack arrest, which is one topic of this paper, must be similar to the fundamentals for crack extension. Just as crack extension is defined by a condition of decreased free energy, crack arrest must be defined by a condition of increased free energy for further crack extension. That is, if a crack is observed to suddenly extend and then to arrest, the $U$ vs $c$ function must contain both a maximum and a minimum. The maximum would occur at lower crack sizes and the minimum at larger crack sizes. Their separation defines the amount of allowable crack extension.

Sudden crack extension and arrest is a common observation, e.g., the thermal cracking of brittle materials. The subject of this paper, viz., crack extension and arrest in contact stress fields, is less common but it is important to the fields of erosion and ballistic impact, surface damage inflicted to brittle materials and brittle materials bearing design.

2. CONTACT STRESS FIELDS; INTERACTION WITH BRITTLE MATERIALS

Contact stresses arise whenever two surfaces of finite radii are pressed together. A typical example is the contact stress field that
arises whenever a ball bearing is loaded onto a bearing surface. The distribution of these highly localized stresses, termed Hertzian stresses, both within the bearing and within the bearing surface volume have been well described in the literature (see, e.g., Ref. 2). Their magnitude depends on the applied load \((P)\), the elastic properties of the material (Young's modulus, \(E\) and Poisson's Ratio, \(\nu\)), and the size of the contact area (defined by the diameter \(D\)) formed between the bearing and the bearing surface. For the case where both the bearing and bearing surface materials are elastic, the size of the contact area will depend on the applied load and the elastic properties of the materials. For the case where either of the two materials exhibit plastic deformation, the size of the contact area will depend on the applied load and the yield stress of the deformable material.

The stresses of greatest concern here are those that arise in the bearing surface material caused by a spherical indenter. A triaxial state of compression exists in a tear-drop volume beneath the contact area as shown in Fig. 1a. Tensile stresses exist outside of this tear-drop shaped volume. The maximum tensile stress \((\sigma_m)\) arises on and is normal to the periphery of the circular contact area:

\[
\sigma_m = \frac{2(1-2\nu_b)P}{\pi D^2} \tag{1}
\]

where \(\nu_b\) = Poisson's ratio of the bearing material.

The interaction of contact stresses with metals and ceramics are quite different. Metals will deform in either compression or tension once their elastic limit is exceeded. Ceramics on the other hand, will not deform, but once the load reaches a critical value a large surface crack will suddenly appear at the periphery of the contact area, i.e., within the region of localized tensile stresses. It extends into the material and then arrests. Further crack extension requires an increased load. For the case of spherical indenters, the crack extends beneath the surface in the shape of a cone.
The most interesting fact concerning this cracking phenomenon, as first reported by Auerbach in 1891,\(^{(3,4)}\) is that the calculated maximum tensile stress at which spontaneous crack extension occurs is not a constant of the material, but increases with decreasing contact area. That is, a brittle material appears stronger when smaller contact areas are used to introduce a cone crack. This phenomenon is best illustrated by the interaction of contact stresses with glass, a material with a yield stress much greater than its usually measured fracture stress. When a diamond hardness indenter is used to develop contact stresses, glasses will exhibit gross deformation prior to any cracking.\(^{(5)}\)

The object of this article is to present a theoretical treatment and experimental data which might help to explain Auerbach Law in terms of the thermodynamics of crack extension and arrest and at the same time, direct engineers in choosing proper brittle materials to be used for applications where a high resistance to surface damage induced by contact stresses is desirable.

3. THEORY OF CRACK EXTENSION AND ARREST IN HIGH LOCALIZED STRESS FIELDS

It will be assumed that the bearing surface contains many small, pre-existing cracks and that the size of these cracks \(c\) are much smaller than the diameter \(D\) of the contact area formed with a spherical indenter, i.e., \(c << D\).

If one of the pre-existing cracks, which is located at the periphery of the contact area and favorably oriented with respect to the tensile stresses, is allowed to extend into the Hertzian stress field, the initial stored strain energy \(U_{SE}\) in both the bearing surface and the spherical indenter will be reduced due to the diminished stresses during crack extension. The strain energy associated with the contact stress field for a given normalized crack length \(\mu = c/D\) can be expressed as
\[ U_{SE} = U_{SE}^o f(u), \]  

where \( f(u) \) is a dimensionless function and by definition, \( 1 > f(u) \geq 0 \). Roesler\(^{(6)}\) has shown that the initial stored strain energy \( (U_{SE}^o) \) in the system can be expressed as:

\[ U_{SE}^o = \frac{\pi^2}{4(1-2\nu_b)} k \sigma_m^2 D^3 \]  

where \( k = \frac{1-\nu_i^2}{E_i} + \frac{1-\nu_b^2}{E_b} \) and \( E_i, \nu_i, E_b, \nu_b \) are the elastic moduli and Poisson's ratios of the indenter and bearing materials, respectively. Substituting Eq. (3) into Eq. (2), one obtains

\[ U_{SE} = \frac{\pi^2}{4(1-2\nu_b)} k \sigma_m^2 D^3 f(u) \]  

for the stored strain energy in the system as a function of the normalized crack depth \( (u) \), the maximum tensile stress \( (\sigma_m) \) and the contact area diameter \( (D) \).

The energy required to create the new crack surfaces is

\[ U_S = \gamma A, \]  

where \( \gamma \) = the fracture energy of the bearing surface material and \( A \) = the surface of the crack. \( U_S \) can be expressed as a multiple of the contact area diameter \( (\pi b^2/4) \) as:

\[ U_S = \frac{\pi}{4} \gamma b^2 g(u), \]  

where \( g(u) \) is a dimensionless function of the normalized crack length. Again, by definition, \( g(u) \geq 0 \).

Neglecting other energy terms which are assumed not to change during crack extension, the total energy associated with the system for a given relative crack depth is

\[ U_T = U_{SE} + U_S = \frac{\pi^2}{4(1-2\nu_b)} k \sigma_m^2 D^3 f(u) + \frac{\pi}{4} \gamma b^2 g(u) \]
Using the thermodynamic criterion introduced by Griffith, crack extension will only occur when it is accompanied by a free energy change $< 0$, i.e., for an unstable extension of the normalized crack considered here,

$$
\frac{dU_T}{d\mu} = \frac{\pi^2}{4(1-2\nu)} k \alpha m^2 D^3 f'(\mu) + \frac{\pi}{4} \gamma D^2 g'(\mu) \leq 0,
$$

(8)

This condition must correspond to a maximum in the $U_T$ vs $\mu$ curve where $d^2U_T/d\mu^2 < 0$. Likewise, crack arrest will occur when $dU_T/d\mu = 0$ and $d^2U_T/d\mu^2 > 0$. This corresponds to a minimum in the $U_T$ vs $\mu$ curve. A third condition may also exist where the $U_T$ vs $\mu$ curve exhibits neither a maximum nor a minimum point, but only a single inflection. This arises where $dU_T/d\mu = 0$ and $d^2U_T/d\mu^2 = 0$.

Up to this point, no assumptions have been made concerning the specific functional forms of either $f(\mu)$ or $g(\mu)$. It is beyond the scope of this article to derive their explicit forms. For example, $f(\mu)$ would require knowledge of the stress redistribution during crack extension, which might require a numerical (e.g., finite element) stress analysis. Without going into the details, the general forms of $f(\mu)$ and $g(\mu)$ can be indicated in order to draw important conclusions from the previous analysis.

The function $g(\mu)$ is the fractional increase in the surface area during crack extension. Since it is observed that the area of the Hertzian cone crack increases during crack extension, the function $g(\mu)$ will not possess an inflection point, viz., $g'(\mu) \geq 0$ and $g''(\mu) \geq 0$ ("' and " denote first and second derivatives with respect to $\mu$).

The function $f(\mu)$ is defined as the fractional release of stored strain-energy during crack extension. By definition $f'(\mu)$ is always $< 0$, i.e., at no point during crack extension can the stored strain energy be regained. In order for the $U_T$ vs $\mu$ curve to satisfy the observed cracking phenomenon for contact stresses, viz., catastrophic extension at $P_c$ and crack arrest, it can be shown (7) that $f(\mu)$ must possess at least one
inflection point.* This implied property of \( f(\mu) \) allows the \( U_T \) vs \( \mu \) function to possess both a maximum and minimum position which respectively relates to conditions where the crack size is large enough for extension and then becomes too large and must arrest.

The implication that \( f(\mu) \) possesses a single inflection also means that there exists conditions where the \( U_T \) vs \( \mu \) function only exhibits a single inflection without either a maximum or a minimum. As stated above, this condition occurs when \( \frac{dU_T}{d\mu} = 0 \) and \( \frac{d^2U_T}{d\mu^2} = 0 \). By determining the first and second derivatives of \( U_T \) with respect to \( \mu \), it can be seen that the \( U_T \) vs \( \mu \) curve will only possess a single inflection when

\[
\sigma_m^2 D < \frac{\gamma}{\pi k(1-2v_F)} H(\mu_0)
\]

(9)

where \( H(\mu_0) = -g'(\mu_0)/f'(\mu_0) = -g''(\mu_0)/f''(\mu_0) \) and \( \mu_0 \) defines the inflection point. Equation (9) is the limiting condition where crack extension will not occur regardless of the size of the pre-existing crack. Since the right hand side of Eq. (9) is a constant for a given bearing-indenter material couple, the first condition that must be satisfied for crack extension is that

\[
\sigma_m^2 D \geq \text{constant}.
\]

(10)

It can be shown that Eq. (10) is equivalent to Auerbach's Law.**

As schematically illustrated in Fig. 3, once the first condition for crack extension given by Eq. (10) is satisfied, the \( U_T \) vs \( \mu \) curve

* This assumption is based on the observed mechanics of sudden crack extension and arrest for Hertzian cracks. If \( f(\mu) \) did not possess an inflection, the \( U_T \) vs \( \mu \) function would only have a minimum position and it could not be used to explain the experimental observation of sudden crack extension.

** It has been shown (e.g., Ref. 3) that Auerbach's Law is only valid in the range of small contact areas (i.e., small \( D \)). Above a certain size \( D \), the apparent strength \( \sigma_m \) is independent of the contact area size. Equation (10) shows that as \( D \to 0 \), \( \sigma_m \to \infty \) as observed for Auerbach's Law; but as \( D \to \infty \), the apparent strength \( \sigma_m \) of the material cannot \( \to 0 \). That is, although the strength of a brittle material depends on the volume placed under tensile stress due to the statistical nature of flaw distributions, its strength must have a finite value \( \sigma_T \) as, for example, determined by a tensile test. Thus, Eq. (1) is only valid where \( \sigma_m \geq \sigma_T \).
will possess a maximum and a minimum point with increasing $\sigma_m^2 D$ corresponding to values of $\mu$ where crack extension and crack arrest will occur. By examining Eq. (7), the maximum and minimum will shift to lower and higher values of $\mu$, respectively as the product $\sigma_m^2 D$ is increased. Thus, once Eq. (10) is satisfied, the size of the pre-existing crack, $\mu_c$, will determine the value of $\sigma_m^2 D$ where crack instability will occur and it will also govern the final length of the stable crack.

It has been shown that two conditions are required for crack extension. First, the product $\sigma_m^2 D$ must be greater than a given value which depends on the elastic properties of the bearing and indenter materials and the fracture energy ($\gamma$) of the bearing material. Second, once this condition is satisfied, crack extension will occur when the maximum in the $U_T$ vs $\mu$ is shifted by increasing the value of $\sigma_m^2 D$ to the value $\mu_c$ defined by the size of the pre-existing crack. At this value, the crack will extend until its normalized size reaches the minimum position in the $U_T$ vs $\mu$ curve. Between these two values of $\mu$, the condition for unstable crack extension ($dU_T/d\mu < 0$) is maintained.

4. EXPERIMENTAL OBSERVATIONS

Equation (10) predicts that a brittle material's resistance to crack extension due to contact stresses will be directly proportional to its fracture energy, $\gamma$. It also justifies, on thermodynamical reasoning, Auerbach's Law, viz., that brittle materials appear stronger when smaller contact areas are used to transfer loads.

In order to obtain insight into the validity of these predictions, contact experiments were performed on three materials, viz., hot-pressed $\text{Si}_3\text{N}_4$ (Norton HS-130), hot-pressed SiC (Norton Co.) and glass (soda-lime silica, Fisher microscope slides). The first two materials are promising candidates for high temperature structural applications and bearing applications. Glass, the third material, was used because its transparency
was important in verifying the relation between the presence of Hertzian cracks and the acoustic emission response used to determine $P_c$. As reported elsewhere, the fracture energies of hot-pressed Si$_3$N$_4$ and SiC are 45 J/m$^2$ and 22 J/m$^2$, respectively.\(^8\) Although not directly measured for these experiments, the fracture energy for various glasses are \(\sim 3 \text{ J/m}^2\).\(^9\)

The contact experiments were conducted as follows. Similar size blocks (\(\sim 1.5 \times 2.5 \times 2.5 \text{ cms}\)) of both Si$_3$N$_4$ and SiC were diamond cut from much larger blocks purchased from the Norton Co. Flexural strength measurements previously performed on bar specimens cut from the same larger blocks were similar for both materials:\(^8\) Si$_3$N$_4$ (weak direction): 540 MN/m$^2$, and SiC: 570 MN/m$^2$. Each of the two blocks were surface finished with a 320 grit diamond grinding wheel so that the surface damage (size and distribution of cracks) were presumably the same. Since the glass microscope slides were only used to justify an experimental procedure described below, they were used without any surface grinding.

Steel ball bearings and tungsten carbide spheres were used as indenters. Initial experiments showed that Al$_2$O$_3$ single crystal spheres were unsuitable since they would crack prior to the introduction of cracks into the Si$_3$N$_4$ bearing surface. Both the steel and tungsten carbide (cemented with cobalt) were observed to deform at loads required to introduce cracks into either Si$_3$N$_4$ or SiC. Both indenter materials were elastic in the load range required to introduce cone cracks into the glass. Different size indenters, ranging from 0.159 to 0.635 cm, were used to obtain different contact areas. Tungsten carbide spheres (0.159 cm diameter) were required to obtain the smallest contact areas for the Si$_3$N$_4$ since steel spheres of this size flattened without introducing cracks.

A load was applied with the moving crosshead (0.005 cm/min) of an Instron testing machine to the spherical indenter which was in contact with the bearing surface. Thick brass plates separated the bearing block from the load cell and the spherical indenter from the
moving crosshead. Rubber pads were also used as acoustic dampers since an acoustic emission technique was used to detect the introduction of a crack into the bearing surface.

A peizoelectric detector was mounted on the brass block in contact with the spherical indenter. The sensitivity of the electronics used to amplify the emission was set to eliminate background noise. Proof that an emission signal corresponded to the introduction of a Hertzian cone crack was obtained by observing numerous surfaces of the glass specimens just prior and after the application of the critical load required to introduce the crack. The Hertzian crack was only observed after an emission signal had been recorded. Thus as the indenter was loaded onto the bearing surface, the critical load required to introduce the cone crack was identified by the acoustic emission signal.

After each experiment, the flat surface on the spherical indenter, caused by plastic deformation, was photographed through a microscope to allow a more accurate measurement of the contact area diameter, D. As previously shown, \(^{(10)}\) this flat area was the same size as the ring crack observed on the bearing surface of Si\(_3\)N\(_4\) and SiC. A new indenter and a different area of the bearing surface was used for each successive experiment.

Equation (1) was used to calculate the maximum tensile stress \((\sigma_m)\) required to introduce the Hertzian crack in each experiment. As suggested by Eq. (10), \(\sigma_m^2\) was plotted as a function of 1/D for each of the three materials. This is illustrated in Fig. 4.

5. **DISCUSSION**

Figure 4 illustrates that the tensile stress required to introduce surface cracks into each material increases with decreasing contact area diameter. For the smaller contact areas, these stresses are up to
5-6 times the material's strength as measured by flexural testing of bar specimens. This figure also illustrates that a linear line can be drawn through the data for each material as predicted by Eq. (10). Best agreement for this type of plot was obtained for SiC due to the greater variation in the contact diameters obtained during testing and the smaller amount of scatter in data.

Also predicted by Eq. (10) and observed is that the relative slopes of the three sets of data are in relative agreement with the fracture energies of the three respective bearing surface materials. Best agreement was obtained for the relative slopes of the Si$_3$N$_4$ and SiC data. The ratio of these slopes is 1.9 which corresponds well to the ratio of their fracture energies, 2.0. The agreement between the glass and the two other materials is not as good. This may be due to the much lower elastic modulus of glass which should also be included in Eq. (10), the phenomenon of slow crack growth that occurs in glass which would, in effect, lower its fracture energy and the different surface finish for this material relative to the two other materials.
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FIG. 1 -- Schematic of the energy (U) vs crack size (c) function for a slit crack in a thin sheet with increasing load.

FIG. 2 -- (a) Contact area formed by spherical indenter and flat bearing surface. (b) Cross-section of Hertzian cone crack introduced into brittle bearing surface material once the load reaches a critical value, $P_c$.

FIG. 3 -- Schematic of $U_T$ vs $\mu$ curves for increasing product $\sigma_m^2 D$.

FIG. 4 -- Plot of $\sigma_m^2$, calculated from experimental data using Eq. (1), vs $1/D$ for the three materials examined.
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Sudden crack extension and arrest is observed when indenters are pressed into the surface of brittle materials. The energetics of this system is examined to determine the criteria for crack extension and arrest. Crack extension is defined by a condition of decreased free energy (after A. A. Griffith) and crack arrest is defined by a condition of increased free energy. The analysis results in two criteria for crack extension. First, a criterion concerning the size of the stress field must be satisfied. This size effect criterion explains the empirical Auerbach's Law which shows that the apparent strength of a brittle material increases with the decreasing size of the contact stress field. Second, a criterion concerning the crack size-maximum tensile stress must be satisfied. Once these two criteria are satisfied, a pre-existing crack will extend and then it will arrest. The size of the arrested crack is related to the size of the pre-existing crack. Experimental observations are presented to confirm the first criterion of crack extension and its relation to material properties. The experiments were performed on hot-pressed Si3N4 and SiC.
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