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SUMMARY

This report summarizes the research conducted at the Institute for Mathematical Studies in the Social Sciences by Professor Richard C. Atkinson and his staff on ONR Contract No. N00014-67-A-0012-0054, August 1970 to July 1975. The central theme of the research is the improvement of instruction, with reference to a theoretical framework of optimization of the learning process, and specific applications in computer-assisted instruction (CAI).

A theory of instruction is measured against the following criteria: (1) a model of the learning process; (2) specification of admissible instructional actions; (3) specification of instructional objectives; (4) a measurement scale that permits costs to be assigned to each of the instructional actions and payoffs to the achievement of instructional objectives. To the extent that these four criteria can be formulated explicitly, optimal instructional strategies can be derived. Four projects, in two distinct subject areas, were carried out with the purpose of applying and extending the concept of a theory of instruction.

Two projects involved the acquisition of foreign-language vocabulary items. The first (using German vocabulary) concerned itself with optimizing the computer-controlled selection of items for study, where the optimization criterion was the number of items retained on a posttest. The optimal strategy developed was based on a mathematical model of vocabulary learning; the model is used to compute, on a trial-by-trial basis, an individual's current state of learning. Based on these computations, items were selected to optimize the level of learning achieved at the end of the instructional session.
A second vocabulary acquisition project concerned the development and application of a mnemonic technique called the keyword method. The technique requires the student to construct a chain of two links between the foreign word and its English translation. An audio link connects the foreign word to an English word with a similar sound (the keyword); an imagery link connects the keyword to the English translation by means of a strong visual image. Experiments with Spanish and Russian vocabulary items showed that the method could be a powerful aid both in building a large vocabulary in a short time and in retaining the material for recall on delayed tests.

Considerable research effort was devoted to two CAI courses in computer programming. The first course provided instruction and practice in the Algebraic Interpretive Dialogue (AID) language. The AID course was an attempt to apply instructional theory to a full scale curriculum, as opposed to small scale experimental situations. Of major interest was the ability of the CAI program to provide instruction and at the same time to record precise, extensive data on student behavior. These data were used to analyze various optimization and individualization techniques, on the level of single problems as well as over entire lessons.

The BASIC Instructional Program (BIP) was developed as a vehicle for CAI research in optimal selection of instructional material by means of an internally stored curriculum description and a model reflecting the student's changing state of knowledge and skill. BIP's design is very different from that of the AID course, specifically in its decision-making mechanisms that present material on the basis of the student's
concept-oriented history rather than in a series of ordered lessons. A
student's history in the AID course consisted of a record of correct and
incorrect responses to the problems in each lesson. In HIP both the
student history and the curriculum organization are used in a much more
dynamic way, as each is more directly related to the content of the
course, described as sets of very specific programming skills.

Our work in these four areas is outlined and discussed briefly in
the present report, with numerous references to detailed discussions in
our technical reports and other publications.
THE IMPROVEMENT AND INDIVIDUALIZATION OF COMPUTER-ASSISTED INSTRUCTION: FINAL REPORT

Marian Beard, Avron Barr, Dexter Fletcher, and Richard C. Atkinson

The Institute for Mathematical Studies in the Social Sciences was given research support under Office of Naval Research Contract No. N00014-67-A-0012-0054 from August 1970 through July 1975, to investigate techniques in computer-assisted instruction (CAI), particularly aimed toward the optimization and individualization of instruction. Against the background of a theory of instruction, work was conducted in two subject areas: computer-controlled programs in second-language vocabulary acquisition and CAI in computer programming, allowing comparison of the quite different models of learning and optimization procedures appropriate to each.

Atkinson (1972a, 1975a) discusses the factors that need to be examined in deriving optimal instructional strategies, and identifies the key elements of a theory of instruction. The derivation of an optimal strategy requires that the instructional problem be stated in a form amenable to a decision-theoretic analysis. Analyses based on decision theory vary somewhat from field to field, but the same formal elements can be found in most of them. Stated in a general way, these elements are as follows:

1. The possible states of nature.
2. The actions that the decision maker can take to transform the state of nature.
3. The transformation of the state of nature that results from each action.
4. The cost of each action.

5. The return resulting from each state of nature.

In the context of instruction, these elements divide naturally into three groups. Elements 1 and 3 are concerned with a description of the learning process; elements 4 and 5 specify the cost-benefit dimensions of the problem; and element 2 requires that the instructional actions from which the decision maker is free to choose be precisely specified.

For the decision problems that arise in instruction, elements 1 and 3 require that a model of the learning process exist. It is usually natural to identify the states of nature with the learning states of the student. Specifying the transformation of the states of nature caused by the actions of the decision maker is tantamount to constructing a model of learning for the situation under consideration. The learning model will be probabilistic to the extent that the state of learning is imperfectly observable or the transformation or the state of learning that a given instructional action will cause is not completely predictable.

The specification of costs and returns in an instructional situation (elements 4 and 5) tends to be straightforward when examined on a short-term basis, but virtually intractable over the long term. For the short term one can assign costs and returns for the mastery of, say, certain basic reading skills, but sophisticated determinations for the long-term value of these skills to the individual and society are difficult to make. There is an important role for detailed economic analyses of the long-term impact of education, but such studies deal with issues at a more global level than we shall consider here. The present analysis
will be limited to those costs and returns directly related to a specific instructional task.

Element 2 is critical in determining the effectiveness of a decision-theory analysis; the nature of this element can be indicated by an example. Suppose we want to design a supplementary set of exercises for an initial reading program that involves both sight-word identification and phonics. Let us assume that two exercise formats have been developed, one for training on sight words, the other for phonics. Given these formats, there are many ways to design an overall program. A variety of optimization problems can be generated by fixing some features of the curriculum and leaving others to be determined in a theoretically optimal manner. For example, it may be desirable to determine how the time available for instruction should be divided between phonics and sight-word recognition, with all other features of the curriculum fixed. A more complicated question would be to determine the optimal ordering of the two types of exercises in addition to the optimal allocation of time. It would be easy to continue generating different optimization problems in this manner. The main point is that varying the set of actions from which the decision maker is free to choose changes the decision problem, even though the other elements remain the same.

Once these five elements have been specified, the next task is to derive the optimal strategy for the learning model that best describes the situation. If more than one learning model seems reasonable a priori, then competing candidates for the optimal strategy can be deduced. When these tasks have been accomplished, an experiment can be designed to determine which strategy is best. There are several possible directions
in which to proceed after the initial comparison of strategies, depending on the results of the experiment.

CRITERIA FOR A THEORY OF INSTRUCTION

Our discussion to this point can be summarized by listing four criteria that must be satisfied prior to the derivation of an optimal instructional strategy:

3. A measurement scale that permits costs to be assigned to each of the instructional actions and payoffs to the achievement of instructional objectives.
4. A model of the learning process.

If these four elements can be given a precise interpretation, then it is generally possible to derive an optimal instructional policy. The solution for an optimal policy is not guaranteed, but in recent years some powerful tools have been developed for discovering optimal or near optimal procedures if they exist.

The four criteria listed above, taken in conjunction with methods for deriving optimal strategies, define either a model of instruction or a theory of instruction. Whether the term theory or model is used depends on the generality of the applications that can be made. Much of the work supported by the contract has been concerned with the development of specific models for specific instructional tasks; hopefully, the collection of such models will provide the groundwork for a general theory of instruction.

In terms of the criteria listed above, it is clear that a model or theory of instruction is in fact a special case of what has come to be
known in the mathematical and engineering literature as **optimal control theory** or, more simply, **control theory**. The development of control theory has progressed at a rapid rate both in the United States and abroad, but most of the applications involve engineering or economic systems of one type or another. Precisely, the same problems are posed in the area of instruction except that the system to be controlled is the human learner, rather than a machine or group of industries. To the extent that the above four elements can be formulated explicitly, methods of control theory can be used in deriving optimal instructional strategies.

**SECOND-LANGUAGE VOCABULARY ACQUISITION**

Two projects involving second-language vocabulary were carried out under the contract. The first programs discussed here are based on solid mathematical theories of simple learning tasks. In particular, they attempt to optimize the memorization of translations of foreign language vocabulary items by individualizing the sequence of item presentation. A description of this instructional situation as a probabilistic Markov process is used to derive an item sequencing algorithm that facilitates significant improvement in acquisition rates. We also describe a mnemonic memorization technique that we are currently exploring in conjunction with the second-language vocabulary studies.

**An Experiment on Optimal Sequencing Schemes**

In this study a large set of German-English items are to be learned during an instructional session that involves a series of trials. On each trial, one of the German words is presented and the student attempts to give the English translation; the correct translation is then presented for a brief study period. A predetermined number of trials is
allocated for the instructional session, and after some intervening period a test is administered over the entire vocabulary. The problem is to specify a strategy for presenting items during the instructional session so that performance on the delayed test will be maximized.

Four strategies for sequencing the instructional material will be considered. One strategy, designated RO for random order, is to cycle through the set of items randomly; this strategy is not expected to be particularly effective, but it provides a benchmark against which to evaluate other procedures. A second strategy, designated SS for self selection, is to let the student determine for himself how best to sequence the material. In this mode, the student decides on each trial which item is to be presented.

The third and fourth schemes are based on a decision-theoretic analysis of the task. A mathematical model that provides an accurate account of vocabulary acquisition is assumed to hold in the present situation. The model is used to compute, on a trial-by-trial basis, an individual student's current state of learning. Based on these computations, items are selected for test and study so as to optimize the level of learning achieved at the termination of the instructional session. Two optimization strategies derived from this type of analysis will be examined. In one case, the computations for determining an optimal strategy are carried out assuming that all vocabulary items are of equal difficulty; this strategy is designated OE (i.e., optimal under the assumption of equal item difficulty). In the other case, the computations take into account variations in difficulty level among items;
this strategy is called OU (i.e., optimal under the assumption of unequal item difficulty). The details of these two strategies will be described later.

Both the OU and CE schemes assume that vocabulary learning can be described by a fairly simple model. We postulate that a given item is in one of three states (P, T, and U) at any moment in time. If the item is in State P, then its translation is known and this knowledge is "relatively" permanent in the sense that the learning of other items will not interfere with it. If the item is in State T, then it is also known but on a "temporary" basis; in State T the learning of other items can give rise to interference effects that cause the item to be forgotten. In State U the item is not known, and the student is unable to give a translation.

When Item i is presented the following transition matrix describes the possible change in its state:

\[
\begin{bmatrix}
P & T & U \\
P & 1 & 0 & 0 \\
T & x(i) & 1-x(i) & 0 \\
U & y(i) & z(i) & 1-y(i)-z(i) \\
\end{bmatrix}
\]

Rows of the matrix represent the state of the item at the start of the trial, and columns the state at the end of the trial. On a trial when some other item is presented for test and study, transitions in the state of Item i also may take place. Such transitions can occur only if the student makes an error on the other item; in that case the transition matrix applied to Item i is as follows:
Basically, the idea is that when some other item is presented that the student does not know, forgetting may occur for Item \( i \) if it is in State \( T \).

Prior to conducting the experiment reported here, a pilot study was run using the same word lists and the RO procedure described above. Data from the pilot study were employed to estimate the parameters of the model; the estimates were obtained using the minimum chi-square procedures described in Atkinson (1972b). Two separate estimates of parameters were made. In one case it was assumed that the items were all equally difficult, and data from all 84 items were lumped together to obtain a single estimate of the parameter vector; this estimation procedure will be called the equal-parameter case (E case). In the second case data were separated by items, and an estimate of the parameter vector was made for each of the 84 items; this procedure will be called the unequal-parameter case (U case). The two sets of parameter estimates were then used to generate the optimization schemes previously referred to as the OE and OU procedures.

In order to formulate an "optimal" instructional strategy, it is necessary to be precise about the quantity to be maximized. For the present experiment the goal is to maximize the total number of items the student correctly translates on the delayed test. To do this, we need to specify the relationship between the state of learning at the end of the instructional session and performance on the delayed test. The assumption made here is that only those items in State \( P \) at the end
of the instructional session will be translated correctly on the delayed test; an item in State T is presumed to be forgotten during the intervening week. Thus, the problem of maximizing delayed-test performance involves maximizing the number of items in State P at the end of the instructional session.

The learning model can be used to derive equations and, in turn, compute the probabilities of being in States P, T, and U for each item at the start of any trial, conditionalized on the student's response history up to that trial. Given numerical estimates of these probabilities, a strategy for optimizing performance is to select that item for presentation that has the greatest probability of moving into State P. This strategy has been termed the "one-stage" optimization procedure because it looks ahead one trial in making decisions.

The experiment was carried out under computer control. The students participated in two sessions: an "instructional session" of approximately two hours and a briefer "delayed-test session" administered one week later. The delayed test was the same for all students and involved a test over the entire vocabulary. The instructional session was more complicated. The vocabulary items were divided into seven lists, each containing 12 German words; the lists were arranged in a round-robin order. On each trial of the instructional session a list was displayed, and the student inspected it for a brief period of time. Then one of the items on the list was selected for test and study. In the RO, OE, and OU conditions the item was selected by the computer; in the SS condition the item was chosen by the student. After an item was selected for test, the student attempted to provide a translation; then feedback
regarding the correct translation was given. The next trial began with
the computer displaying the next list in the round robin, and the same
procedure was repeated. The instructional session continued in this
fashion for 336 trials.

The results of the experiment can be summarized as follows: Performance
during the instructional session is best for the RO condition, next
best for the OE condition which is slightly better than the SS condition,
and poorest for the OU condition. The order of the groups is reversed
on the delayed test. The OU condition is best with a correct response
probability of .79; the SS condition is next with .58; the OE condition
follows closely at .54; and the RO condition is poorest at .38. The
observed pattern of results is what one would expect. In the SS condition,
the students are trying to test themselves on items they do not know;
consequently, during the instructional session, they should have a lower
proportion of correct responses than students run on the RO procedure
where items are tested at random. Similarly, the OE and OU conditions
involve a procedure that attempts to identify and test those items that
have not yet been mastered and should produce higher error rates during
the instructional session. The ordering of groups on the delayed test
is reversed since all words are tested in a non-selective fashion; under
these conditions the proportion of correct responses provides a measure
of a student's mastery of the total set of vocabulary items.

The magnitude of the effects observed on the delayed test is of
practical significance. The SS condition (when compared to the RO
condition) leads to a relative gain of 53%, whereas the OU condition
yields a relative gain of 108%. It is interesting that students were
effective in determining an optimal study sequence, but not so effective as the best of the two adaptive teaching systems.

The OU procedure is sensitive to interitem differences and consequently generates a more effective optimization strategy than the OE procedure. The OE procedure, however, is almost as effective as having the student make his own instructional decisions and far superior to a random presentation scheme.

This investigation and similar studies are reported in detail in Atkinson (1972b), Atkinson and Paulson (1972), and Paulson (1973).

Mnemonic Methods and Vocabulary Learning

When conducting vocabulary studies of the sort reported above, one is struck by the large variability in learning rates across subjects. Even Stanford students, who represent a highly selected sample from the college population, display impressively large between-subject differences. These differences may reflect differences in fundamental learning abilities, but they are also influenced by the strategies that each student brings to bear on the task. Good learners can introspect with ease about a "bag of tricks" they use in vocabulary learning whereas poor learners are unable to describe what they are doing except possibly to comment that they rehearse to themselves. The poor learners might well perform at a much higher level if they were aware of the techniques that good learners report using. With this in mind, we conducted a series of experiments on mnemonic methods for vocabulary learning. In this summary report we will only describe the nature of one of these procedures that we have called the keyword method; for a more detailed account of this research see Raugh and Atkinson (1975) and Atkinson (1975b).
The keyword method divides the study of a vocabulary item into two stages. The first stage involves associating the spoken foreign word to an English word that sounds approximately like some part of the foreign word. As an example, the Spanish word caballo (pronounced somewhat like "cob-eye-yo") contains a sound that resembles the spoken English word "eye"; we call such a similar sounding English word a keyword. The second stage involves mental imagery in which a symbolic image of the keyword interacts in a graphic way with a symbolic image of the English translation. In the case of caballo (meaning horse), one could form a mental image of something like a cyclopean eye winking in the forehead of a horse or a horse kicking a giant eye. As another example, the Spanish word for duck is pato (pronounced somewhat like "pot-o"). Employing the English word "pot" as the keyword one could imagine a duck hiding under an overturned pot with its webbed feet and tufted tail sticking out below. The method can be thought of as a chain of two links connecting a foreign word to its English translation through the mediation of a keyword. The foreign word is linked to the keyword by a similarity in sound (the acoustic link); the keyword is in turn linked to the English translation by a learner-generated mental image (the mnemonic or imagery link).

The experiments evaluating the effect of the keyword method with Spanish vocabulary items are reported in Rough and Atkinson (1975). We have also completed a series of similar studies using a Russian vocabulary (Atkinson & Rough, 1975). In one such experiment, two treatments were compared: subjects in the "keyword" group were supplied with an English keyword to facilitate their learning, while subjects in the control
group were given no mnemonic aid. For all subjects, the Russian item was pronounced (through a computer-controlled audio facility) as the keyword and translation, or the translation alone, were displayed on a CRT terminal screen.

Instruction sessions, lasting approximately 45 minutes per day for three days, presented a 120-word Russian vocabulary, one 40-word sub-vocabulary on each day. A daily session consisted of three study-test cycles through the 40 words. During the study phase, each Russian word was pronounced as the appropriate material was displayed (either keyword and translation or translation alone) for 10 seconds. In the test phase, the Russian word was pronounced and the program waited 10 seconds for the subject to initiate his typing of the English translation.

A comprehensive test of all 120 words was given on the fourth day, and a delayed comprehensive test was given 30 to 60 days later. The results of all the tests, during the three instruction days and for both comprehensive tests, favored the keyword condition. On each day the keyword group learned more words in two study-test trials than the control group learned in all three trials. On the comprehensive test (Day 4), the mean probability of a correct response was .72 for the keyword condition, .46 for the control. Finally, on the delayed comprehensive test, the probability correct for the keyword group was .43, for the control group, .28.

It appears that the size of the keyword effect for Russian is even larger than that for Spanish. The reason is that many subjects in the Spanish experiments had studied at least one Romance language and consequently were able to learn some of the Spanish words by using cognates.
as memory aids. In Russian there are few cognates, and the keyword method appears to be even more useful. During the last year a large computer-based vocabulary drill supplement using the keyword method was offered to second-year Russian students at Stanford (see Raugh, Schupbach & Atkinson, 1975).

INSTRUCTION IN COMPUTER PROGRAMMING

This section describes two CAT courses in computer programming, both intended for college or junior college level students. The first course, which teaches the AID language, was originally developed with funds from the National Aeronautics and Space Administration; this development is described by Friend and Atkinson (1971) and Friend (1971). Continued development under ONR support used the AID course as a research vehicle for studies in optimization procedures appropriate in complex technical areas. Development of the second course, called the BASIC Instructional Program, has been supported jointly by ONR and the Advanced Research Projects Agency.

The AID Course

The course "Computer-assisted Instruction in Programming: AID" is completely self-contained and requires no supervision from a qualified instructor of programming. A brief student manual (Friend, 1972) is supplied to supplement the instruction given by computer. Teletypewriter operation is simple and can be learned from short instructions printed in the student manual.

Once the student has the teletypewriter in operation, all further instruction is given by computer under the control of a program known
as INST. This program, which is the major component of the INSTRUCT system, interprets coded lessons providing individualized, tutorial instruction to the student. This instructional system and the method of programming lessons for it are described by Friend (1971).

The AID course uses most of the features of the INSTRUCT system. The course contains 50 lessons organized into seven "lesson blocks." Each block contains five tutorial lessons, followed by a self-test and a general review. The 50th lesson is a concluding lesson independent of the blocks. The lessons vary in length from 10 to 60 exercises depending upon the content. Lessons of average length require about one hour to complete. Lesson length is completely under student control, and a student may take a few exercises or several lessons in one sitting.

One of the primary teaching strategies used in the course is the provision for student control of the sequence of instruction. Students may skip from any exercise in the course to any other exercise at any time, retracing their steps if they wish, or skipping lessons entirely. This strategy is intended to encourage the student to take responsibility for learning the concepts, not simply for progressing through a given set of exercises. Most college students are capable, and desirous, of assuming this responsibility, and the provision of student control of instruction is assumed to provide motivation.

Because of this allowance for student control, the 50 lessons may be taken in any sequence. If the student does not exercise his prerogative for choosing the sequence, the lessons are automatically sequenced for him; and it is assumed that most students will complete the lessons in the order indicated.
Besides the main strand of lessons, the course also contains review lessons, one for each of the tutorial lessons in the seven lesson blocks. These review lessons are also tutorial and cover the same concepts as do the lessons they are associated with. However, they present each concept from a slightly different viewpoint, providing additional practice in the skills to be learned. In general, each lesson covers five or six related concepts. In review lessons, the student may review whichever concepts he wishes, in any order he chooses. In fact, he must choose the order; there is no automatic sequencing provided by the program. At the end of each tutorial lesson, the student is asked if he wants to review any of the ideas covered in the lesson just completed. The student need not wait for these reminders, of course, since he can call for any review, or any exercise in any review, whenever he wishes.

Also associated with each tutorial lesson is a summary of the lesson, and the student is reminded at the end of each lesson that summaries are available at his option. In addition to the main strand of lessons, the reviews, and the summaries, there is a strand of "extra-credit" problems containing more difficult programming problems to be solved by the more capable students.

The inclusion of review lessons is a gross method for providing individualized remediation. A more sensitive means of individualizing remediation is used within the lessons themselves, where non-optional remedial sequences of exercises are given automatically to students who demonstrate an inadequate understanding of the material being taught. Because of this automatic remediation, different students may receive different numbers of exercises in a given lesson.
A student who makes an incorrect response to an exercise may not need an entire sequence of remedial exercises. He may profit from a single specific corrective message, pointing out the error and allowing him another try at the same problem. This kind of specific correction is used for most exercises in the course. Messages are provided, not for all possible incorrect responses, but for those incorrect responses judged to be most likely to occur.

The curriculum and student control features are described more fully by Friend, Fletcher, and Atkinson (1972) and Friend (1973a,b). Extensive analysis of students’ problem-solving behavior, focusing on problem difficulty and diversity of student solutions to programming problems, is presented in Friend (1975).

An important aspect of the research in individualization involved mechanisms allowing students to exercise a considerable degree of control over the content and sequencing of instructional material, as mentioned above. A study described by Beard, Lorton, Searle, and Atkinson (1973) was conducted to compare a student-selection scheme against two strategies of computer control. One major finding of this study was that students do not choose to exercise much control over the material presented to them; those students who were allowed their choice of lessons consistently followed the path of the ordered lessons. More significant, in light of the direction taken since that time, was the conclusion that the AID course itself was not ideally suited to investigation of sophisticated individualization schemes. First, since the curriculum is clearly laid out in a pedagogically sound, linear order, it actually discourages students from making different choices. Second, the instructional program
is not directly linked to the AID interpreter, through which the students write their own programs, and thus the course cannot provide assistance or instruction during the problem-solving activity itself. As the student writes his program, his only sources of assistance are the error messages provided by the non-instructional AID interpreter.

An inadequacy of the AID course, especially for research purposes, is its limited ability to characterize individual students' knowledge of specific skills, and its inability to relate students' skills to the curriculum as anything more than a ratio of problems correct to problems attempted. The program cannot make fine distinctions between a student's strengths and weaknesses, and cannot present instructional material specifically appropriate to that student beyond "harder" or "easier" lessons. In order to explore the effects of different curriculum selection strategies in more detail, we developed a new introductory course in computer programming capable of representing both its subject matter and student performance more adequately.

The BASIC Instructional Program is a stand-alone, fully self-contained course in BASIC programming at the high school/college level developed over the past two years with the assistance of over 300 undergraduates who have taken the course at DeAnza College, the University of San Francisco, and Stanford. Our classroom experiences developing HIP as an instructional vehicle were described by Barr, Beard, Lorton, and Atkinson (1974a,b). HIP's major features are:

- A monitored BASIC interpreter, written by the project staff, which allows the instructional system maximal knowledge about student errors.
- A HINT system that gives both graphic and textual aid in problem solving.

- Individualized task selection based on a Curriculum Information Network, which describes the problems in terms of fundamental skills. Problems are selected using a model of the student's acquisition of the skills required by his earlier programming problems.

- A curriculum consisting of approximately 100 well-written, interesting programming problems at widely varying levels of difficulty.

The tutorial programming laboratory environment supported by HIP is described fully by Barr, Beard, and Atkinson (1975a). To the student seated at a terminal, HIP looks very much like a typical timesharing BASIC operating system. The BASIC interpreter, written especially for HIP, analyzes each program line after the student types it, and notifies the student of syntax errors. When the student runs his program, it is checked for structural illegalities, and then, during runtime, "execution" errors are indicated. A file storage system, a calculator, and utility commands are available.

**HIP's Curriculum Information Network**

In much of the current research in tutorial CAI, generative CAI, and mixed-initiative natural language dialogues, the central problem is the "representation" of the subject domain, which is also a fundamental concern of research in cognitive psychology and artificial intelligence. The goal is to provide a representation of the subject matter that is sufficient for individualized tutoring and also has a realistic and manageable computer implementation. In technical subjects, development of skills requires the integration of facts, not just their memorization, and the organization of instructional material is crucial for effective instruction in these areas.
The Curriculum Information Network (CIN) is intended to provide the instructional program with an explicit representation of the structure of an author-written curriculum (Barr, Beard, & Atkinson, 1975c). It contains the interrelations between the problems which the author would have used implicitly in determining his "branching" schemes. It allows meaningful modelling of the student's progress along the lines of his developing skills, not just his history of right and wrong responses, without sacrificing the motivational advantages of human organization of the curriculum material. For example, in the BIP course, the CIN consists of a complete description of each of the 100 programming problems in terms of the skills developed in solving the problems. Thus, the instructional program can monitor the student's progress on these skills and choose the next task with an appropriate group of new skills. An intermediate step is introduced between recording the student's history and selecting his next problem: the network becomes a model of the student's state of knowledge, since it has an estimate of his ability in the relevant skills, not just his performance on the problems he has completed. Branching decisions are based on this model instead of being determined simply by the student's success/failure history on the problems he has completed.

In this way, a problem can be presented for different purposes to students with different histories. The flexibility of the curriculum is of course multiplied as a result. More importantly, the individual problems in the curriculum can be more natural and meaningful; they do not necessarily involve only one skill or technique. In frame-type curriculums this one-dimensionality of the problems has a constricting
effect. In essence, the network as implemented in MIP is a method of describing a "real" curriculum in terms of the specific skills that can be identified as a student's problem areas.

**MIP's Instructional Environment**

Computer programming, like most other technical subjects, is better learned through experience than through direct instruction, especially if that experience can be paced at a speed suited to the individual student. Throughout the MIP course, the primary emphasis is placed on the solution of problems presented in the tasks. MIP does not present a sequence of instructional statements followed by questions. Instead, a problem is described and the student is expected to write his own BASIC program to solve it. As he develops his BASIC program for each task, the student is directed to appropriate sections of the student manual (Beard & Barr, 1974) for full explanations of BASIC statements, programming structures, etc. He is also encouraged to use the numerous student-oriented features available, such as an interactive debugging facility and various "help" options described in Barr, Beard, and Atkinson (1975b).

When a student enters the course he finds himself in task "GREENFLAG", which requires a two-line program solution. The problem, as he is told, is worked out in great detail in the MIP student manual. Thus, the trauma of being told to "write a program that..." in his first session is alleviated by following the model dialogue, in which many typical mistakes are illustrated, yet his hands-on programming experience begins immediately. When he has finished the task by successfully running his program, the student proceeds by requesting "MORE". His progress is
evaluated after each task. In the "Post Task Interview" he is asked to indicate whether or not he needs more work on the skills required by the task, which are listed separately for him.

As soon as the student completes GREENFLAG, therefore, the instructional program knows something about his own estimation of his abilities. In addition, for all future tasks his solution is evaluated (by means of comparing its output with that of the model solution run on the same test data) and the results are stored with each skill required by the task.
The program then has two measures of the student's progress in each skill--his self-evaluation and its own comparison-test results.

A student progresses through the curriculum by writing, and running, a program that solves the problem presented on his terminal. Virtually no limitations are imposed on the amount of time he spends, the number of lines he writes, the number of errors he is allowed to make, the number of times he chooses to execute the program, the changes he makes within it, etc. The task on which he is working is stored on a stack-like structure, so that he may work on another task, for whatever reason, and return to the previous task automatically. The curriculum structure can accommodate a wide variety of student aptitudes and skills. Most of the curriculum-related options are designed with the less competent student in mind. A more independent student may simply ignore the options. Thus, HIP gives students the opportunity to determine their own "challenge levels" by making assistance available but not inevitable.

HIP offers the student considerable flexibility in making his own task-related decisions. He may ask for hints and subtasks to help him get started in solving the given problem, or he may ponder the problem
on his own, using only the manual for additional information. He may request a different task by name, in the event that he wishes to work on it immediately, either completing the new task or not, as he chooses. On his return, HIP tells him the name of the again-current task, and allows him to have its text printed to remind him of the problem he is to solve. The student may request the model solution for any task at any time, but HIP will not print the model for the current task unless the student has exhausted the available hints and subtasks. Taken together, the curriculum options allow for a wide range of student preferences and behaviors.

The HIP program has been running successfully with both junior college and university students. However, the program is still very much in an experimental stage. From a psychological viewpoint, the principal research issues deal with (1) procedures for obtaining on-line estimates of student abilities as represented in the information network, and (2) alternative methods for using the current estimates in the information network to make instructional decisions. For a more complete description of our recent work on HIP and a review of our plans for continued research see Barr, Beard, and Atkinson (1975d).

CONCLUDING REMARKS

The projects described in this paper have one theme in common, namely, developing computer-controlled procedures for optimizing the instructional process. For several of the instructional tasks considered here, mathematical models of the learning process were formulated which made it possible to use formal methods in deriving optimal policies.
In other cases the "optimal schemes" were not optimal in a well-defined sense, but were based on our intuitions about learning and some relevant experiments. In a sense, the diversity represented in these examples corresponds to the state of the art in the field of instructional design. For some tasks we can use psychological theory to help define optimal procedures; for others our intuitions, modified by experiments, must guide the effort. Hopefully, our understanding of these matters will increase as more projects are undertaken to develop sophisticated instructional programs.

Some have argued that any attempt to devise optimal strategies is doomed to failure, and that the learner himself is the best judge of appropriate instructional actions. We are not sympathetic to a learner-controlled approach to instruction, because we believe its advocates are trying to avoid the difficult but challenging task of developing a viable theory of instruction. There obviously is a place for the learner's judgments in making instructional decisions; for example, such judgments play an important role in several parts of our HIP course. However, using the learner's judgment as one of several items of information in making instructional decisions is different from proposing that the learner should have complete control. Results presented in this paper and those cited in Beard et al. (1973) indicate that the learner is not a particularly effective decision maker in guiding the learning process.

At the beginning of this report we defined the four criteria that must be satisfied before an optimal instructional procedure can be derived using formal methods. For the types of instructional situations dealt with during the life of this contract specifications can be offered
for the first three elements. However, the fourth element—the specification of a model of the learning process—represents a major obstacle. Our theoretical understanding of learning is so limited that only in very special cases can a model be specified in enough detail to enable the derivation of optimal procedures. Until we have a much deeper understanding of the learning process, the identification of truly effective strategies will not be possible.

However, an all-inclusive theory of learning is not a prerequisite for the development of optimal procedures. What is needed is a model that captures the essential features of that part of the learning process being tapped by a given instructional task. Even models that have been rejected on the basis of laboratory investigations may be useful in deriving instructional strategies. Several of the learning models considered in this paper have proven unsatisfactory when tested in the laboratory and evaluated using standard goodness-of-fit criteria; nevertheless, the optimal strategies they generate are often quite effective. Our own preference is to formulate as complete a learning model as intuition and data will permit and then use that model to investigate optimal procedures. When possible the learning model should be represented in the form of mathematical equations, but otherwise as a set of statements in a computer-simulation program. The main point is that the development of a theory of instruction cannot progress if one holds the view that a comprehensive theory of learning is a prerequisite. Rather, advances in learning theory will affect the development of a theory of instruction, and conversely the development of a theory of instruction will influence the direction of research on learning.
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