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This report describes the Atmospheric Sciences Laboratory's single scattering model, which was developed for input to multiple scattering codes for the determination of electromagnetic extinction caused by the atmospheric aerosol. Sample applications of the model are made to the cases of haze and dust. In addition, the role that the scattering model plays in the overall radiative transfer problem is described.
INTRODUCTION

This is the third in a series of reports [1-2] prepared in support of the atmospheric modeling portion of the Army Materiel Command's Target Signature Analysis (TSA) program (formerly called the Ground Target Signature Program). The aim of the atmospheric modeling project is to predict absorption and scattering effects of the atmospheric medium on the transmission of ground target electromagnetic (EM) signatures in the spectral region 0.4-14 \( \mu \)m, for a wide range of meteorological conditions. Special attention is being given to low visibility atmospheric states which can exist under battlefield conditions.

Two important related aspects of the program are the atmospheric extinction and radiative transfer models. These models will be integrated into system performance models for the evaluation of terminal homing, surveillance, and target acquisition systems. Previous reports [1-2] have described atmospheric transmission at 1.06 \( \mu \)m and have presented a generalized method for the determination of EM attenuation due to the process of molecular absorption. This report will describe the Atmospheric Sciences Laboratory's (ASL) single scattering model, which was developed for input to multiple scattering codes for the determination of EM extinction caused by the atmospheric aerosol. These multiple scattering codes will be described in a separate report. Sample applications will be made to the cases of haze and dust. In addition, the role that the ASL single scattering model plays in the overall radiative transfer problem will be described.

In the remainder of this paper, in addition to the description of the ASL single scattering model, the following topics are considered: a discussion of the physical and optical characteristics of the atmospheric aerosol relevant to any application of the model; the versatility of the ASL model through its application to the atmospheric conditions of haze and dust; and the role that the ASL model plays in the overall radiative transfer problem. The theoretical basis of the ASL scattering model is given in the Appendix.

THE ASL SCATTERING MODEL

In the spectral region of interest (0.4-14 \( \mu \)m) the scattering of electromagnetic energy (EM) by the atmospheric gases is well known and will not be further discussed. The scattering coefficient for a Rayleigh atmosphere can be easily calculated [3]. The question of EM extinction by aerosols
is an entirely different matter, however, because of the aerosols' complexity. The ASL single scattering model is a first step in addressing the aerosol problem. It utilizes the Mie scattering theory together with various size distribution options to compute the necessary parameters for input to multiple scattering codes for application to low visibility atmospheric conditions. The main parameters of interest computed with the ASL model are the extinction, scattering, and absorption cross sections, the single scattering albedo, and the single scattering phase function.

In the context of this report the atmospheric aerosol is understood to be a colloidal system in which the dispersed phase is composed of suspended and precipitating solid and liquid particles, and the dispersive medium is air. We are primarily concerned in the long run with aerosols in which the dispersed phase (solid or liquid particles) gives rise to low visibilities in the atmosphere; i.e., when the visibility is 11 km or less.

In order to define unambiguously the state of aerosols in the atmosphere, one must specify the following: (1) size distribution, (2) number density, (3) composition, (4) shape, and (5) spatial and temporal distribution.

The size distribution is an important factor and defines certain types of atmospheres. The size distribution for hazes is quite different from that for fogs and clouds, with the peak of the distribution lying in the region of smaller sized particles. A variety of distribution functions such as the Junge, modified gamma, and the log-normal can be used to model a particular state. The distribution function \( n \) depends on the size of the particles and the altitude; i.e.,

\[
 n = n(z, r), \tag{1}
\]

and represents the particle partial number density per unit increment of the particle radius \( r \) at an altitude \( z \). The total number density \( N \) at altitude \( z \) is given by

\[
 N(z) = \int_{r_m}^{r_M} n(z, r) \, dr, \tag{2}
\]

where \( r_m \) and \( r_M \) are the minimum and maximum radii of the distribution.

Determining the composition of aerosols is a more difficult procedure. One doesn't necessarily need the exact chemical composition but rather the optical properties of the aerosols, such as the real and imaginary parts of the refractive index. Samples of the atmosphere can be taken from various geographical areas and experiments performed to determine the bulk complex refractive index. It is especially important that the
imaginary part of the refractive index be determined, since results of calculations show that the radiation field is quite sensitive to that component [4].

The shape of particulates in the atmosphere is very difficult to estimate. For liquid aerosols one can usually assume the shape to be spherical, but for the dry dust aerosols the shape may be quite irregular. How the shape affects the optical properties of a distribution of particles is not well known, although it is known that the scattering properties are different from those of a spherical particle [5]. Much more theoretical and experimental research on this problem is needed. In this report, all particles, liquid or solid, are assumed to be spherical.

Finally, the spatial and temporal distributions of aerosols are needed to define unambiguously the atmospheric state. It is usually assumed that the vertical distribution of particle number density does not vary in time and is a monotonically decreasing function of altitude, and sometimes an exponential decrease of particle concentration in the size range from $10^{-2}$ to 1 um up to a height of 4-6 km is used; i.e.,

$$N(z) = N(0)e^{-z/H},$$

where $N(z)$ and $N(0)$ are the particle concentrations at heights $z$ and ground level, respectively. $H$ is an empirical constant that varies with location. More modeling efforts are needed to define the vertical distribution and its change in time for various hazes, fogs, clouds, dust, smokes, etc. Most radiative transfer models assume a horizontally homogeneous atmosphere - one in which the optical properties do not vary within a horizontal plane. In some cases, especially in a highly localized military setting, this is probably a poor assumption.

How does a knowledge of aerosols aid in radiation studies? In the following ways: In order to determine the aerosol optical depth $\tau$ between points $z_1$ and $z_2$, one needs the volume extinction coefficient $\gamma_{\text{ext}}(z)$:

$$\tau = \int_{z_1}^{z_2} \gamma_{\text{ext}}(z)dz, \ z \in [z_1, z_2].$$

The volume extinction coefficient $\gamma_{\text{ext}}(z)$ in turn depends on the total number density $N(z)$ and the total extinction cross section $C_{\text{ext}}$:

$$\gamma_{\text{ext}}(z) = N(z)C_{\text{ext}},$$
where the effective total extinction cross section $C_{\text{ext}}$ is given by

$$
C_{\text{ext}} = \int_{r_{\text{m}}}^{r_{\text{M}}} C_{\text{ext}}(r) n(r) dr ; \quad \int_{r_{\text{m}}}^{r_{\text{M}}} n(r) dr = 1
$$

(6)

in which $n(r)$ is the size distribution function for spherical particles of identical optical properties, $C_{\text{ext}}(r)$ is the extinction cross section, and the size distribution has been normalized to unity. The ASL scattering model will allow $C_{\text{ext}}$ to be calculated for variable complex refractive index $m(\lambda)$ and size distribution $n(r)$. Here $\lambda$ is the wavelength of the incident radiation. The model can also be used to calculate the single scattering phase functions for any size distribution and complex refractive index.

In addition, the ASL scattering model can be used to calculate the scattering cross section $C_{\text{sca}}$ and therefore determine $\beta_{\text{sca}}(z)$, the volume scattering coefficient. Thus, the single-scattering albedo $\omega_0$ can be calculated:

$$
\omega_0 = \frac{\beta_{\text{sca}}(z)}{\gamma_{\text{ext}}(z)} = \frac{C_{\text{sca}}}{C_{\text{ext}}} = \frac{C_{\text{sca}}}{C_{\text{sca}} + C_{\text{abs}}}.
$$

(7)

The difference of the extinction and scattering cross sections is the absorption cross section $C_{\text{abs}}$, which can be used to calculate the absorption coefficient $\alpha_{\text{abs}}$.

In order to do more than a simple parametric study of the natural radiation field in the atmosphere by arbitrarily varying the optical properties, one needs realistic estimates of the optical depth and the scattering phase function. These in turn require realistic descriptions and estimates of the kinds and quantities of particulates in the atmosphere. Since the natural atmospheric aerosol consists of both liquid drops and irregular fragments of solid materials, the theoretical prediction of the scattering properties of the natural aerosol has a number of severe limitations which stem from the usual lack of information concerning the complex refractive index of the particles, their internal homogeneity and isotropy, and their size, shape, orientation and number density. In view of these uncertainties, it is normal to assume that all aerosol constituents are spherical and isotropic, and that size, number density, and bulk optical properties may be measured or assumed. The reason for this is that rigorous scattering theory for nonspherical scatterers is extremely complex. Consequently, the ASL scattering model employs the well-known Mie theory of scattering by spherical particles of arbitrary size. Elements of Mie theory necessary for an understanding of the numerical algorithms used in the ASL model are discussed in the Appendix.
Aerosols are generally described for Mie computations by their complex refractive index, particle size distribution, and number density. A useful approach in analyzing the impact of these complex and highly variable factors on the transmission of EM energy is to adopt typical or average values for these parameters of the dispersed phase for a representative set of meteorological conditions and to then adjust these values as required for other conditions.

We have adopted five different options for describing the particle size distribution: an arbitrary one, log-normal, Junge [6], Deirmendjian model C [7], and generalized Khrgian and Mazin [8, 9]. The best known distribution function - the normal or Gaussian - was not adopted here because it is symmetrical and is calculated under the assumption that negative particle radii can occur.

The arbitrary distribution allows the input of tabulated distributions. The radius $r$ and its associated frequency of occurrence $n(r)$ are simply read. This may be useful in comparing results between experimentally measured distributions and theoretical, functional ones.

The log-normal distribution which has been adopted does not admit negative values of particle radii, but it does show the skewness of naturally occurring aerosol particle populations. In the case of the log-normal distribution, it is $x = \ln r$ rather than $r$ which is normally distributed, with mean value $\bar{x}$ and dispersion $\sigma_x^2$. That is,

$$n(r) dr = \left[ \frac{1}{\sigma_x \sqrt{2\pi}} \exp \left( -\frac{(x-\bar{x})^2}{2\sigma_x^2} \right) \right] dx,$$

but $dx = d(\ln r) = \frac{dr}{r}$, so that

$$n(r) = \frac{1}{r \sigma_x \sqrt{2\pi}} \exp \left( -\frac{(x-\bar{x})^2}{2\sigma_x^2} \right),$$

where

$$\bar{x} = \int_{r_m}^{r_M} (\ln r)n(r)dr,$$

and

$$\sigma_x^2 = \int_{r_m}^{r_M} (\ln r - \bar{x})^2 n(r) dr.$$
The mean value $\bar{x}$ is usually written in terms of the geometric mean
value $r$ as follows:

$$
\bar{x} = \frac{1}{N} \sum_{i=1}^{N} \ln r_i = \ln \left( \prod_{i=1}^{N} r_i \right)^{1/N} = \ln r_g.
$$

(12)

In addition, the standard deviation $\sigma_x$ is usually written in terms of
the geometric mean standard deviation $\sigma_g$ as follows:

$$
\sigma_x = \ln \sigma_g.
$$

(13)

Hence, one can calculate the frequency of occurrence of particles with
radius $r$ by the relation

$$
n(r) = \frac{1}{r \ln \sigma_g \sqrt{2\pi}} \exp \left\{ -\frac{1}{2} \left[ \frac{\ln(r/r_g)}{\ln \sigma_g} \right]^2 \right\}.
$$

(14)

This distribution has been found to describe stratus cloud droplets,
rock dust formed by mechanical grinding, mists produced by a disk
atomizer, and coalescent aerosols of NHCl and HSO$^4$ formed by mixing
gaseous reagents [10].

The Junge distribution is given by

$$
n(r) = Cr^{-\beta},
$$

(15)

where $C$ and $\beta$ are constants. This distribution is used widely to
describe natural aerosols such as mists and dusts, and is generally
accepted as valid for $0.1 \text{ \mu m} < r < 15 \text{ \mu m}$. For smaller particles, a
constant frequency of occurrence is generally used:

$$
n(r) = C^1.
$$

(16)

The constant $\beta$ in Eq. (15) ranges between 2 and 5 for natural aerosols,
depending upon the total particle concentration. The constant $C$ in
Eq. (15) may be determined by integrating Eq. (15) over its size dis-
btribution range and equating the result to experimentally determined
number concentrations. Work done at White Sands Missile Range, NM, by
Henley and Hoidale [11] indicate that for dust $C$ may vary from 0.3 to
$30 \text{ cm}^{-3}$, corresponding to low and high dust concentrations, respectively.
In a similar way the constant $C^1$ in Eq. (16) can also be determined.
Henley and Hoidale [11] found that for dust $C^1$ varies from $10^3$ to $10^5 \text{ cm}^{-3}$
for low to high dust concentrations. In the specific dust distribution
example discussed in the next section, we have chosen to use the dis-
btributions Eq. (15) and Eq. (16) with $\beta = 4$, $C = 30 \text{ cm}^{-3}$, and $C^1 =
10^5 \text{ cm}^{-3}$. This corresponds to a high dust concentration and therefore
to low visibility.
The Deirmendjian model C haze is a modified Junge distribution. Since it too has found wide application to continental hazes, we have included it in our model. The actual distribution used is

\[
\begin{align*}
n(r) &= 0 & \text{if } r < 0.03\mu m \\
n(r) &= 2.251 \times 10^4 & \text{if } 0.03\mu m \leq r \leq 0.1\mu m \\
n(r) &= 2.251r^{-4} & \text{if } 0.1\mu m < r \leq a.
\end{align*}
\]  

(17)

The generalized Khrgian and Mazin distribution \[12\] was first proposed to describe cloud droplets. It is given by

\[
n(r) = ar^{\alpha} \exp\{-br^\gamma\},
\]

(18)

where the quantities \(a\), \(b\), \(\alpha\), and \(\gamma\) are positive and real constants. These four constants make the distribution general and powerful and allow one to model a wide variety of diverse aerosol phenomena. For a particular choice of \(\alpha\) and \(\gamma\), the constants \(a\) and \(b\) can be uniquely determined in terms of the total number of particles \(N\) per unit volume and the critical or mode radius \(r_c\). For example,

\[
\frac{d}{dr} n(r) = ar^{\alpha-1}(\alpha-\gamma br^\gamma)\exp(-br^\gamma).
\]

(19)

Setting this equal to zero at \(r = r_c\), where the concentration is at a maximum, one obtains

\[
b = a/\gamma r_c^\gamma.
\]

(20)

Furthermore, integrating Eq. (18) over the entire range of radii, we get

\[
N = a \int_0^\infty r^\alpha \exp\{-br^\gamma\} dr.
\]

(21)

Thus using the notation \(\Gamma\) for the gamma function we have

\[
a = Nyb \frac{(\alpha+1)/\gamma}{\Gamma(\alpha+1/\gamma)},
\]

(22)

which shows that for a particular choice of \(\alpha\) and \(\gamma\) and the use of Eq. (20), the constant "a" is found from the knowledge of \(N\). In particular, with the choice of \(\alpha = 6\), \(\gamma = 1\), \(r_c = 4\mu m\), and \(N = 100\ cm^{-3}\), Deirmendjian [7] obtains the cumulus cloud model

\[
n(r) = 2.373r^6 e^{-1.5r} cm^{-3}\mu m^{-1}.
\]

(23)
and with $\alpha = 1$, $\gamma = 1/2$, $r_c = 0.05 \ \mu m$, and $N = 100 \ cm^{-3}$, he obtains the coastal haze model
\[
n(r) = 5.33 \times 10^4 r e^{-8.944 \sqrt{r}} .
\] (24)

SAMPLE APPLICATIONS TO HAZE AND DUST

In order to illustrate the varied conditions to which the ASL scattering model may be applied, three representative aerosols were chosen for analysis: (1) an inland continental haze, (2) a coastal haze and (3) dust. The coastal aerosol is represented by the Deirmendjian haze M, which in turn is a particular Khrgian & Mazin with $\alpha = 1$ and $\gamma = 1/2$. The Mie parameters were integrated over the distribution between $r_1 = 0.005 \ \mu m$ and $r_2 = 4.0 \ \mu m$ in $\Delta r = 0.01 \ \mu m$ increments. For illustration purposes only, the haze particles were treated as pure water droplets and the refractive index of pure water was taken from Hale and Querry [13]. The total number density of particles used in these calculations was 100 cm$^{-3}$. The results are presented in Figures 1 and 2.

Figure 1 is a plot of the Mie absorption, scattering, and extinction cross sections versus wavelength for the spectral region 0.4-14 $\mu m$. There are regions of absorption centered around 3 $\mu m$ and 6 $\mu m$, and starting at 10.5 $\mu m$ and increasing steadily to 14 $\mu m$. In the visible region, the greatest loss is due to scattering. However, scattering is also predominant between the narrow absorption regions at 3 and 6 $\mu m$. Figure 2 shows the resulting transmittance over a 1-km horizontal path.

The inland continental aerosol is represented by the model C haze of Deirmendjian, which is a modified Junge distribution. The Mie parameters were integrated between $r_1 = 0.03 \ \mu m$ and $r_2 = 5 \ \mu m$ in $\Delta r = 0.01 \ \mu m$ increments. The refractive index of dust was taken from Ivlev and Popova [14]. The total number density of particles used in these calculations was $1.378 \times 10^4 \ cm^{-3}$ corresponding to a ground visibility of 5 km [15]. The results are presented in Figures 3 and 4.

Figure 3 shows the Mie absorption, scattering, and extinction cross sections versus wavelength for the spectral region 0.4-14 $\mu m$. Regions of absorption exist at 3, 7, 9, and 11.5 $\mu m$. Scattering dominates below 6 $\mu m$, especially in the visible region.
Figure 1. Plot of the Mie absorption ($C_{abs}$), scattering ($C_{sca}$), and extinction ($C_{ext}$) cross sections vs wavelength for a coastal haze.

Figure 2. Plot of transmittance in a coastal haze over a 1-km horizontal path at sea level vs wavelength, particle number density = 100 cm$^{-1}$.
Figure 3. Plot of the Mie absorption ($C_{abs}$), scattering ($C_{sca}$), and extinction ($C_{ext}$) cross sections vs wavelength for an inland haze.

Figure 4. Plot of transmittance in an inland haze over a 1-km horizontal path at sea level vs wavelength; visibility = 5 km.
In Figure 4 we have plotted the resulting transmittance versus wavelength for a 1-km path length. Through the visible region, the transmittance increases essentially linearly from $T = 0.33$ at 0.4 μm to $T = 0.56$ at 0.7 μm.

Dust was chosen as representative of a dry, localized aerosol. The distribution used for the giant and large particles is a power law with $\beta = 4$ and $C = 30 \text{ cm}^{-3}$, and for the smaller particles a constant with $C = 10^5 \text{ cm}^{-3}$. However, since the size distributions are internally normalized to unity, number density information must be provided. The number concentration of dust particles was related to visibility by Henley and Hoidale [11] in the following manner:

$$N = \frac{1.1}{V} \cdot 10^5 \text{ cm}^{-3},$$  \hspace{1cm} (25)

where $V$ is the visibility in km and $N$ the total number density. Values used for the refractive index of dust were obtained from Ivlev and Popova [14] and a visibility of 1 km was used. The results are summarized in Figures 5 and 6.

Figure 5 is a plot of the Mie cross sections versus wavelength for the 0.4-μm to 12-μm spectral region. Note the absorption peaks at 7, 9, and 11.5 μm which influence the total extinction cross section. As expected, scattering is dominant below 2 μm, especially in the visible region. Figure 6 shows the transmittance versus wavelength over the spectral region for a 1-km path length. The transmittance is zero through the visible to 1.5 μm. It then increases steadily to $T = 0.23$ at 6 μm. Between 6 and 12 μm, absorption bands reduce the values of transmission to $T = 0.04$ at 7 μm, $T = 0.01$ at 9 μm, and $T = 0.18$ at 11.5 μm.

**ROLE OF ASL MODEL IN RADIATIVE TRANSFER THEORY**

The electromagnetic radiation field in the visible and infrared spectral regions of the Earth's atmosphere depends upon three factors: (1) the natural and/or artificial sources of radiation, (2) the state of the atmosphere, and (3) the surface conditions.

During the day the most important source of natural radiation in the visible and near-infrared part of the spectrum is the sun. In fact, more than 99% of the solar radiation is contained within the spectral band 0.2-4.0 μm. Out to approximately 15 μm the main source of natural
Figure 5. Plot of the Mie absorption ($C_{\text{abs}}$), scattering ($C_{\text{sca}}$), and extinction ($C_{\text{ext}}$) cross sections vs wavelength for a dust haze.

Figure 6. Plot of transmittance vs wavelength in a dust haze for a 1-km horizontal path at sea level; visibility = 1 km.
radiation is the Earth's surface. About 30% of the incoming solar radiation is reflected by clouds, dust, and the Earth's surface, whereas 20% is absorbed by the atmosphere. The remaining 50% is absorbed by the Earth. The consequent emission spectrum of the Earth is that of a black body with an effective temperature of 255°K with a peak in the spectrum at 12 μm.

During the night the predominant sources of natural radiation are the moon, stars, airglow in the visible and near-infrared portions of the spectrum, and thermal radiation in the 12-μm region. The intensity of the full moon is about $10^{-6}$ that of the sun and varies in a known manner with the time of the month. Secondary sources of radiation are those arising from the scattering or absorption of radiation by the atmosphere and the ground. This includes illumination of the surface by light reflected by clouds and the atmosphere. Artificial sources of radiation include lasers, searchlights, flares, and thermal radiation from fires, engines, and other man-made devices. The transfer of all this radiation through the atmosphere is described by radiative transfer models, while the relevant parameters used by these models are described by scattering models such as the ASL model.

In the last 15 years many different radiation models have been developed for calculating the radiation field existing within the atmosphere.

To illustrate the role that the ASL scattering model plays in radiative transfer theory, described below is a radiative transfer model developed by Turner [16] which is useful for determining spectral radiance and irradiance in real atmospheres.

At the present stage of development, the Turner model will allow one to calculate the spectral sky radiance, spectral path radiance, total spectral radiance, the downwelling diffuse spectral irradiance, the upwelling diffuse spectral irradiance, and the total (direct plus diffuse) downwelling spectral irradiance at any altitude, view angle, solar angle, and for any value of albedo. Also, any wavelength $\lambda$ except those in the gaseous absorption bands can be used, as can a variety of atmospheric states.

The model is designed for a plane-parallel medium with a very distant point source of radiation incident upon the top of the medium. This point source is usually taken to be the sun, but it could just as well be the moon, a star, or any other source of radiation which approximates a distant point source. The extraterrestrial irradiance values, $E_0(\lambda)$, at the top of the atmosphere were taken from the NASA standard tables of Thekaekara [17].

All calculations are spectral; i.e., the input data and results are given at specific wavelengths, not over bands. In the visible part of the spectrum this is not too important since the spectral variations
of the basic optical parameters are small. One could easily simulate the effects of a band – for instance, from 0.55 to 0.60 μm – by taking an average.

Next, one must provide an estimate of the horizontal visual range at the surface. However, it is not necessary to make use of visual range estimates if one has optical depths. The optical depth can be computed with the use of the ASL model. Optical depth is the more fundamental quantity and is preferred over visual range or turbidity. It should be noted that the optical depth is needed for all the wavelengths and altitudes which are desired.

The calculations of the radiometric quantities radiance and irradiance are definitely a function of the reflectance or albedo of the underlying surface. Hence, one must define the spectral albedo of the surface and the spectral reflectance of the target under observation. The spectral albedo for aerosol particles can be calculated with the aid of the ASL model. At the present time only Lambertian surfaces are used with the Turner model, but more general reflectances are being considered.

The altitudes of interest must be specified. Any altitude from 0 to 50 km can be chosen, realizing that the optical depth for all practical purposes is zero at 50 km, the assumed top of the atmosphere.

Finally, one must provide values of the solar zenith angle θ₀, the zenith or nadir view angle θ, and the relative azimuth angle φ between the solar plane and the viewing plane.

The major advantages of this model over many others are the following: (1) since the solutions for the basic radiometric parameters are closed-form expressions, the computational time is greatly reduced; and (2) the model can more easily be adapted for a variety of complex environmental situations, such as non-Lambertian targets and vertical and horizontal inhomogeneities.

It should be emphasized that the use of visual range as an index of atmospheric state is just a convenience. If one has available the more fundamental values of optical depth versus altitude versus wavelength for a variety of atmospheric conditions, then these can be used in the model. The single-scattering phase functions (see Appendix), which depend upon wavelength, altitude, and atmospheric condition, are also external inputs to the Turner model. Hence, the important parameters of albedo, optical depth, and phase function are not calculated by the radiative transfer model, but must be introduced to the program by using either a scattering model or experimental values.
CONCLUDING REMARKS AND RECOMMENDATIONS

ASL has the capability to model a variety of atmospheric aerosol states and can calculate or determine the three critical optical parameters - optical depth, single-scattering albedo, and the single-scattering phase function. In order to insure compatibility with the input requirements of the radiative transfer model, the following model outline is used: As input, the type of aerosol (haze, fog, dust, etc.) is specified by choosing realistic particle size distributions, complex refractive indices, and particle number densities. Mie scattering theory is used to calculate the polydisperse cross sections $C$ as a function of wavelength and particle radius for complex refractive index $m(\lambda)$. The combination of total number density with total cross sections determines the attenuation coefficients: absorption $\alpha_{\text{abs}}$, scattering $\beta_{\text{sca}}$, and extinction $\gamma_{\text{ext}}$. These coefficients are then used to determine transmittance. The single-scattering phase functions are calculated directly from a knowledge of the spectral complex refractive index and size distribution. Finally, an integration of the attenuation coefficients over various altitudes gives the optical depth as a function of wavelength $\lambda$, size distribution $n$, visibility $V$, and altitude $z$. Also, the single-scattering albedo $\omega_0$ can be calculated from the coefficients. Because of the complexity of the theoretical modeling, it is recommended that a combined theoretical-experimental investigation using cloud chambers and laser scattering experiments be carried out to determine attenuation coefficients and phase functions for various atmospheric states. Work should continue to relate the calculated results to a convenient set of available measurable parameters such as relative humidity, temperature, visual range, transmissivity, turbidity, contrast transmittance, etc., in order to define the atmospheric state in an unambiguous way. The main task in this phase is to study the correlations among the measurable parameters $P_1, P_2, P_3, \ldots P_L$. This parameter set can then define a unique atmospheric state characterized by $S(n_1, n_2, n_3, \ldots n_N)$. As an example, the numbers $n_i$ could be the following:

\[
\begin{align*}
    n_1 &\leftrightarrow \text{real refractive index} \\
    n_2 &\leftrightarrow \text{imaginary refractive index} \\
    n_3 &\leftrightarrow \text{size distribution parameter #1} \\
    n_4 &\leftrightarrow \text{size distribution parameter #2}
\end{align*}
\]
Many \( n_i \) values are required to define a unique atmospheric condition. For applications to realistic environmental situations, however, it is advisable to combine the \( n_i \) values into a smaller set which describes a class of states; e.g.,

\[
n_1, n_2, n_3, n_4, n_i, n_{i+1}, \ldots, n_k, n_j, n_{j+1}, \ldots, n_N
\]

in which the new set of parameters \((A_1, \ldots, A_m, \ldots, A_L)\) can more easily be identified with the measurable parameter set \((P_1, P_2, \ldots, P_L)\). Thus, for a given set of "measurements" or readings in the field, one can specify a subset of possible atmospheric states, and in connection with a suitable radiative transfer model, analysis will allow the radiation field to be determined.

Naturally, the ASL investigation of the radiation field of the atmosphere is not independent of other efforts by other laboratories. We need reflectance models, radiation measurements, etc. Thus, it is recommended that all models being developed under the TSA program be interfaced in this phase of the work, and the resulting combined models validated. These validation studies should include both field and laboratory measurements.
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Mie theory [18] predicts the scattering by and the absorption in an isolated, discrete, homogeneous, isotropic sphere of diameter $D$ with a known complex refractive index $m = n + ik$ relative to the surrounding medium and illuminated by monochromatic radiant energy with wavelength $\lambda$ in the surrounding medium. The theory is given in detail in standard texts [3, 4, 19-21] and need not be repeated here. Instead, those elements of theory needed for an understanding of the numerical algorithms used in the ASL model are included.
Scatterers attenuate beams of radiant energy by scattering some of the energy into directions other than the incident or forward direction and by absorbing some of the incident energy within the body of the particle. The combined effect of pure scattering by the particle and true absorption within the particle is termed extinction. The amount of extinction, scattering, and absorption by a single particle is given in terms of corresponding equivalent blocking areas or cross sections, $C_{\text{ext}}$, $C_{\text{sca}}$, and $C_{\text{abs}}$, respectively. These cross sections depend only on the refractive index of the particle $m = n - ik$ and the size parameter $\alpha = 2\pi r/\lambda$, where $r$ is the particle radius.

The transmission, $T$, of a cloud of particles of geometric depth, $d$, and number density, $N$, is given by

$$T = e^{-\tau},$$  \hspace{1cm} (A-1)

with the optical depth, $\tau$, given by

$$\tau = N d C_{\text{ext}},$$  \hspace{1cm} (A-2)

and the cross sections related by

$$C_{\text{ext}} = C_{\text{sca}} + C_{\text{abs}}.$$  \hspace{1cm} (A-3)

When the particle refractive index is real ($k = 0$), the absorption in the particle vanishes; i.e., $C_{\text{abs}} = 0$. The balance between loss by scattering and loss by absorption is frequently characterized by the albedo of single scattering $\omega_0$, given by

$$\omega_0 = \frac{C_{\text{sca}}}{C_{\text{sca}} + C_{\text{abs}}} = \frac{C_{\text{sca}}}{C_{\text{ext}}}. \hspace{1cm} (A-4)$$

A scatterer with $\omega_0 = 1$ has no absorption and is termed a conservative scatterer. The albedo $\omega_0$ gives the probability that a photon encountering the scatterer will be scattered into some direction including the incident direction.

Although the extinction by a cloud of particles is correctly given by Eqs. (A-1) and (A-2), two implicit assumptions may lead to improper use of the equations. The optical depth $\tau$ in Eq. (A-2) does not include losses caused by absorption in the medium surrounding the particles.
This assumption obviously breaks down at wavelengths for which atmospheric gases absorb appreciably. The second assumption is that scattered photons never return to the incident direction. This effect becomes increasingly important as optical depths exceed $\tau = 0.1$.

A final caution should be noted in regard to absorption within the particle. Although absorption within the particle is correctly determined by the wavelength-dependent imaginary part $k$ of the refractive index $m$, the explicit mechanism which causes the absorption is usually not specified. Texts may be consulted for specific examples [22]. Usually the absorption is joule heating, and it is sometimes necessary to account for the isotropic black body radiation emitted by the scatterer when its temperature rises above that of its surroundings. There may also be circumstances when quantum transitions occur in the scatterer followed by emission at or near the same wavelengths. It is incumbent on the user of the numerical algorithms presented here to properly include these effects since they are not automatically accounted for in these algorithms.

All scattering properties of spheres are computed from $n$ and $k$, and through the use of the induced electric and magnetic multipole moments of the sphere $a_\ell$ and $b_\ell$, respectively. The moments are given by

$$a_\ell = \frac{\psi'_\ell(m\alpha) \psi_\ell(\alpha) - \psi_\ell(m\alpha) \psi'_\ell(\alpha)}{\psi'_\ell(m\alpha) \xi_\ell(\alpha) - \psi_\ell(m\alpha) \xi'_\ell(\alpha)}$$

(A-5)

and

$$b_\ell = \frac{m \psi'_\ell(m\alpha) \psi_\ell(\alpha) - \psi_\ell(m\alpha) \psi'_\ell(\alpha)}{m \psi'_\ell(m\alpha) \xi_\ell(\alpha) - \psi_\ell(m\alpha) \xi'_\ell(\alpha)}.$$ 

(A-6)

The prime denotes differentiation with respect to the argument. The $\psi_\ell(z)$ and $\xi_\ell(z)$ functions are Ricatti-Bessel functions of the first and third kind, respectively, and are related to spherical Bessel functions $j_\ell(z)$ and $n_\ell(z)$ by

$$\psi_\ell(z) = z j_\ell(z)$$

(A-7)

and

$$\xi_\ell(z) = z j_\ell(z) - i \pi n_\ell(z),$$

(A-8)

where

$$j_\ell(z) = (\frac{\pi}{2z})^{1/2} J_{\ell+1/2}(z),$$

(A-9)

and

$$n_\ell(z) = (\frac{\pi}{2z})^{1/2} N_{\ell+1/2}(z).$$

(A-10)
The function \( J_{\lambda+1/2}(z) \) is the half integral order Bessel function; the function \( N_{\lambda+1/2}(z) \) is the half integral order Neuman function.

The extinction cross section is computed from

\[
C_{\text{ext}} = \frac{\lambda^2}{2\pi} \sum_{\lambda=1}^{\infty} (2\lambda+1) \Re(a_{\lambda} + b_{\lambda})
\]

(A-11)

and the scattering cross section from

\[
C_{\text{sca}} = \frac{\lambda^2}{2\pi} \sum_{\lambda=1}^{\infty} (2\lambda+1) [\left|a_{\lambda}\right|^2 + \left|b_{\lambda}\right|^2].
\]

(A-12)

The various cross sections are the basic quantities used in scattering problems, but they are not the quantities usually computed directly from Mie algorithms. Instead, it is more convenient to compute dimensionless efficiency factors \( Q_{\text{ext}} \) and \( Q_{\text{abs}} \), which depend on \( n, k, \) and \( \lambda \), and which are multiplied by the geometrical sphere cross section to obtain the true cross section \( C_1 = \pi r^2 Q_1 \).

Although the cross sections account for the energy removed from the forward beam, they do not give any information about where the scattered photons go. This information is contained in scattering amplitudes and intensity factors which relate the flux density scattered through an angle \( \theta \) relative to the incident flux density. There are two amplitudes, \( S_1(\theta) \) and \( S_2(\theta) \), and intensity factors, \( i_1(\theta) \) and \( i_2(\theta) \), which correspond to light respectively polarized perpendicular and parallel to the plane of scattering defined by the direction of incidence and the direction of scattering. The ratio of incident to scattered density at radius \( r \) from the sphere is given for perpendicular polarization by

\[
\frac{I_r}{I_{r0}} = \frac{\lambda^2 i_1(\theta)}{4\pi^2 r^2}
\]

(A-13)

and for parallel polarization by

\[
\frac{I_\parallel}{I_{\parallel0}} = \frac{\lambda^2 i_2(\theta)}{4\pi^2 r^2}
\]

(A-14)
The intensity factors are related to the scattering amplitudes by
\[ i_1(\theta) = |S_1(\theta)|^2 \] (A-15)
and
\[ i_2(\theta) = |S_2(\theta)|^2. \] (A-16)

The amplitudes come from the multipole moments through
\[ S_1(\theta) = \sum_{\ell=1}^{\infty} \frac{2\ell+1}{\ell(\ell+1)} \left[ a_{\ell} \pi_{\ell}(\theta) + b_{\ell} \tau_{\ell}(\theta) \right] \] (A-17)
and
\[ S_2(\theta) = \sum_{\ell=1}^{\infty} \frac{2\ell+1}{\ell(\ell+1)} \left[ b_{\ell} \pi_{\ell}(\theta) + a_{\ell} \tau_{\ell}(\theta) \right], \] (A-18)

and angular factors \( \pi_{\ell}(\theta) \) and \( \tau_{\ell}(\theta) \) defined in terms of associated Legendre functions:
\[ \pi_{\ell}(\theta) = \frac{p^l_{\ell}(\cos \theta)}{\sin \theta}; \] (A-19)
\[ \tau_{\ell}(\theta) = \frac{d p^l_{\ell}(\cos \theta)}{d\theta}. \] (A-20)

The amplitudes have relative phase \( \delta = \text{arg}S_1 - \text{arg}S_2 \).

Alternative expressions frequently used are
\[ \pi_{\ell}(\theta) = \frac{d p^l_{\ell}(\cos \theta)}{d(\cos \theta)} \] (A-21)
and
\[ \pi_{\ell}(\theta) = \cos \theta \cdot \pi_{\ell}(\theta) - \sin^2 \theta \cdot \frac{d \pi_{\ell}(\theta)}{d(\cos \theta)}, \] (A-22)

where
\[ p^l_{\ell}(\cos \theta) = \frac{1}{2^l \ell!} \frac{d^l}{d\cos^l \theta} (\cos^2 \theta - 1)^{\ell}. \] (A-23)
These functions satisfy the following recurrence relations:

\[
\tau_\ell(\theta) = \cos \theta \left[ \pi_\ell(\theta) - \pi_{\ell-2}(\theta) \right] - (2\ell+1)\sin^2\theta \pi_{\ell-1}(\theta) + \tau_{\ell-2}(\theta),
\]  
(A-25)

with

\[
\tau_0(\theta) = 0, \quad \tau_1(\theta) = \cos \theta, \quad \tau_2(\theta) = 3 \cos \theta.
\]

The scattering cross section measures the ability of a particle to scatter light, and it is to be expected that \( C_{\text{sca}} \) is obtained from an integral over the scattering intensity factors. Equation (A-12) follows from

\[
C_{\text{sca}} = \frac{\lambda^2}{4\pi} \int_{-1}^{1} (i_1(\theta) + i_2(\theta)) \, d\cos\theta.
\]  
(A-26)

Although the intensity factors themselves may be used in scattering calculations, they are primarily suited for computing flux densities, and it is frequently more convenient to measure and compute scattered light in terms of radiances. Radiances do not have the \( 1/r^2 \) dependence, and it is therefore unnecessary to know the distance from the scatterer to the detector if the detector field of view is small and is filled by the scattering cloud. The phase function \( p(\theta) \) gives a radiance \( I \) scattered into the \( \theta \) direction in terms of the radiance \( I_0 \) incident on the particle.

The phase function is dimensionless and is defined here as

\[
p(\theta) = \frac{\lambda^2}{2\pi C_{\text{ext}}} \left| i_1(\theta) + i_2(\theta) \right|.
\]  
(A-27)
The normalized phase function \( p(\theta) \frac{d\Omega}{4\pi} \) gives the probability of a photon being scattered through an angle \( \theta \) into an element of solid angle \( d\Omega = d\phi d\cos\theta \). The integral of the normalized phase function is the single scattering albedo \( \omega_o \), which gives the probability that the photon is scattered:

\[
\omega_o = \frac{1}{4\pi} \int_0^{2\pi} \int_{-1}^{1} p(\theta) d\phi d\cos\theta = \frac{\lambda^2}{4\pi C_{\text{ext}}} \int_{-1}^{1} \left[ \frac{1}{2} (1(\theta) + i 2(\theta)) \right] d\cos\theta
\]

or

\[
\omega_o = C_{\text{sca}} / C_{\text{ext}}.
\]

The phase function contains a sum over the polarization states implicit in the \( i_1 \) and \( i_2 \) intensity factors, and is thus unsuitable for describing the polarization of the scattered light. Stokes vectors and Mueller matrices \([3, 23]\) are a particularly convenient way to represent polarized light beams and their interaction with scatterers and optical devices. In this context the phase function is replaced by a particular Mueller matrix -- namely, the phase matrix.

Stokes vectors and Mueller matrices can be variously defined. Here we use the notation of Van de Hulst \([3]\). Van de Hulst writes the Stokes elements as time averages of horizontal and vertical electric field components:

\[
E_\lambda = a_\lambda e^{-i\varepsilon_r e^{-i k \lambda z + i \omega t}};
\]

\[
E_r = a_r e^{-i\varepsilon_\lambda e^{-i k \lambda z + i \omega t}};
\]

\[
I_\lambda = I_r + I_\lambda = a_\lambda^2 + a_r^2;
\]

\[
Q = I_\lambda - I_r = a_\lambda^2 + a_r^2;
\]

\[
U = 2a_\lambda a_r \cos\delta;
\]

\[
V = 2a_\lambda a_r \sin\delta;
\]

\[
\delta = \varepsilon_1 - \varepsilon_2.
\]
Here $r$ and $\ell$ refer to the electric fields perpendicular and parallel with the plane of scattering, $k$ is the propagation constant, $\omega$ is the angular frequency, $(a_r, a_\ell)$ are the positive amplitudes of $(E_r, E_\ell)$, respectively, and $(\epsilon_1, \epsilon_2)$ are the corresponding phases of the waves. Furthermore, the electric vector is given by

$$E = \text{Re}[E_\ell \hat{\ell} + E_r \hat{r}],$$

(A-37)

and the sense is chosen so that $\hat{r} \times \hat{\ell}$ is in the direction of propagation.

As viewed from a detector, these elements in general represent an elliptically polarized beam with its major axis at an angle $\chi$ with the horizontal reference axis and with ratio of minor to major axis tangent $\beta$. The corresponding elements of the Stokes vector are

$$I = a^2;$$

(A-38)

$$Q = a^2 \cos 2\beta \cos 2\chi;$$

(A-39)

$$U = a^2 \cos 2\beta \sin 2\chi;$$

(A-40)

$$V = a^2 \sin 2\beta.$$  

(A-41)

For plane-polarized light, $\beta = 0$ and $V$ vanishes. $\beta$ is $+\pi/4$ for right circular and $-\pi/4$ for left circular polarized light. The tangent of the phase difference $\delta$ (Eq. (A-36)) is

$$\tan \delta = \tan 2\beta / \sin 2\chi.$$  

(A-42)

Stokes vectors add linearly, so that a partially polarized beam is represented by the sum of an unpolarized beam $\{I_u, 0, 0, 0\}$ with a completely polarized beam $\{I_p, Q, U, V\}$. This gives an inequality

$$I^2 = (I_u + I_p)^2 > Q^2 + U^2 + V^2,$$

(A-43)

which becomes an equality when $I_u = 0$ and the beam is completely polarized. The plane of polarization is given by $U/Q = \tan 2\chi$, and the degree of polarization is $[Q^2 + U^2 + V^2]^{1/2}/I$.  
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Mueller matrices are four-by-four matrices which transform an incident Stokes vector into an outgoing Stokes vector:

\[
\{I, Q, U, V\} = M\{I_0, Q_0, U_0, V_0\}.
\]

When the Stokes vector represents a radiance and \( M \) represents a Mie scatterer, \( M \) is the phase matrix

\[
M = \frac{\lambda^2}{\pi C_{ext}} \begin{bmatrix}
(1/2)(i_2+i_1) & (1/2)(i_2-i_1) & 0 & 0 \\
(1/2)(i_2-i_1) & (1/2)(i_2+i_1) & 0 & 0 \\
0 & 0 & i_3 \cos \delta & -i_3 \sin \delta \\
0 & 0 & i_3 \sin \delta & i_3 \cos \delta
\end{bmatrix},
\]

in which \( i_3 = (i_1 \cdot i_2)^{1/2} \), and \( \delta \) is the difference in phase between amplitudes \( S_1(\Theta) \) and \( S_2(\Theta) \). The corresponding phase matrix for the Stokes vector \( \{I_r, I_r, U, V\} \) is

\[
M' = \frac{\lambda^2}{\pi C_{ext}} \begin{bmatrix}
i_2 & 0 & 0 & 0 \\
0 & i_1 & 0 & 0 \\
0 & 0 & i_3 \cos \delta & -i_3 \sin \delta \\
0 & 0 & i_3 \sin \delta & i_3 \cos \delta
\end{bmatrix}.
\]

The two phase matrices and all corresponding Mueller matrices are related by similarity transforms

\[
M' = T^{-1} MT,
\]

\[
M = TM'T^{-1},
\]

with transform matrices

\[
T = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 1 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]
and

$$T^{-1} = \begin{bmatrix} 1/2 & 1/2 & 0 & 0 \\ 1/2 & -1/2 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$  \hfill (A-50)

These matrices also transform the Stokes vectors themselves:

$$\{I_x, I_y, U, V\} = T^{-1}\{I, Q, V, U\};$$  \hfill (A-51)

$$\{I, Q, U, V\} = T\{I_x, I_y, U, V\}.$$  \hfill (A-52)

The orientation of the horizontal or reference axis implicit in a
Stokes vector is quite arbitrary, and it is often necessary to transform
to a new reference axis. This may be done by rotating either the Stokes
vector or by applying the rotation matrix to the Mueller matrix in a
similarity transformation. The rotation matrix

$$L(\phi) = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & \cos 2\phi & \sin 2\phi & 0 \\ 0 & -\sin 2\phi & \cos 2\phi & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$  \hfill (A-53)

rotates the axes clockwise through the angle $\phi$. The inverse transform
$L^{-1}(\phi)$ is $L(-\phi)$, so that Mueller matrices transform as

$$M_l = L(-\phi)M_0\ L(\phi).$$  \hfill (A-54)

Although it is unnecessary for single scattering calculations, multiple
scattering calculations are usually done in a system of coordinates
embedded in an atmosphere rather than attached to each individual
scatterer or to a particular source-scatterer-detector combination.
Accordingly, it is desirable to find an expression for the phase function
and phase matrix in which the dependence on scattering angle $\theta$ is replaced
by dependence on incoming and outgoing polar angles $\nu$ and azimuths $\phi$. Thus,
if incoming and outgoing directions are denoted by \((\nu, \phi_o)\) and \((\nu, \phi)\), respectively, they are related to the scattering angle by

\[
\cos(\theta) = \mu \mu_o + (1-\mu^2)^{1/2}(1-\mu_o^2)^{1/2}\cos(\phi-\phi_o),
\]

(A-55)

where \(\mu = \cos \nu\) and \(\mu_o = \cos \nu_o\). The corresponding transformation for the phase function is obtained by expanding it in a Legendre series:

\[
p(\theta) = \sum_{\lambda=0}^{N} \omega_\lambda P_\lambda(\cos \theta),
\]

(A-56)

with coefficients \(\omega_\lambda\) given by

\[
\omega_\lambda = \frac{2\lambda+1}{2} \int_{-1}^{1} p(\theta) P_\lambda(\cos \theta) d\cos \theta
\]

(A-57)

and Legendre polynomials \(P_\lambda(\cos \theta)\). When \(p(\theta)\) is normalized, \(\omega_o\) is again the single scattering albedo. The transformation of \(p(\theta)\) into \(p(\mu, \phi, \mu_o, \phi_o)\) follows from the addition theorem for Legendre polynomials [24]:

\[
p(\mu, \phi, \mu_o, \phi_o) = \sum_{\lambda=0}^{N} \sum_{m=-\lambda}^{\lambda} \omega_\lambda \left[ P_\lambda(\mu) P_\lambda(\mu_o) \right.

\[+ 2 \sum_{m=1}^{\lambda} \frac{\lambda-m)!}{(\lambda+m)!} P_m^m(\mu) P_m^m(\mu_o) \cos m(\phi-\phi_o) \right].
\]

(A-58)

Inversion of the order of summation gives

\[
p(\mu, \phi, \mu_o, \phi_o) = \sum_{m=0}^{\delta^m} (2-\delta^m) \sum_{\lambda=0}^{N} \sum_{m=-\lambda}^{\lambda} \omega_\lambda \frac{(\lambda-m)!}{(\lambda+m)!} P_m^m(\mu) P_m^m(\mu_o) \cos m(\phi-\phi_o),
\]

(A-59)

where \(\delta^m\) is the Kronecker delta. The corresponding expressions for the phase matrix \(M\) are considerably more difficult, and their discussion will be included in a report which discusses multiple scattering. The phase function transformation (Eqs. (A-56) and (A-57)) is included here since it is incorporated in the algorithm used in the ASL scattering code.

The sequence of multipole moments \(a_1, \ldots, b_1, \ldots\) is notoriously slow to converge since at least \(a\) terms are needed. For economy reasons,
approximations are frequently used to avoid the Mie formalism. Van de Hulst [3] and Kerker [4] give a number of approximations commonly used and discuss their ranges of validity and their error penalties. Of those approximations, Rayleigh scattering, valid for particles small with respect to incident wavelength, is probably the one most commonly used. Two forms of this approximation are included here: one which describes scattering by small, discrete spheres, and one which describes scattering by gaseous molecules.

Penndorf [25] has derived approximate equations for the efficiency factors \( Q_{\text{ext}} \), \( Q_{\text{sca}} \), and \( Q_{\text{abs}} \) by expanding the Mie multipole moments \( a_1, b_1, a_2, b_2, \) and \( a_3 \) into polynomials in \( \alpha \) for complex refractive index \( m = n-i\kappa = n(1-i\kappa) \). The result for the extinction efficiency factor is

\[
Q_{\text{ext}} = \frac{24n^2\kappa}{z_1} \alpha + \frac{4n^2\kappa}{15} + \frac{20n^2\kappa}{3z_2} + 4.8n^2\kappa \left[ \frac{7(n^2+n^2\kappa^2)^2+4(n^2-n^2\kappa^2-5)}{z_2^2} \right] \alpha^3 \\
+ \frac{8}{3} \left\{ \frac{[n^2+n^2\kappa^2]^2+(n^2-n^2\kappa^2-2)]^2-36n^4\kappa^2}{z_2^2} \right\} \alpha^4, \quad (A-60)
\]

with

\[
z_1 = (n^2+n^2\kappa^2)^2 + 4(n^2-n^2\kappa^2)+4 \quad (A-61)
\]

and

\[
z_2 = 4(n^2+n^2\kappa^2)^2 + 12(n^2-n^2\kappa^2)+9. \quad (A-62)
\]

The scattering efficiency factor is

\[
Q_{\text{sca}} = (8/3z_1^2)\{(n^2+n^2\kappa^2)^2+n^2-n^2\kappa^2-2)^2+36n^4\kappa^2\alpha^4
\cdot [1+(6/5z_1) (n^2+n^2\kappa^2)^2-4] \alpha^2-(24n^2\kappa^3/3z_1), \quad (A-63)
\]

and the absorption efficiency factor is

\[
Q_{\text{abs}} = (24n^2\kappa\alpha/z_1) + \left\{ \frac{4n^2\kappa}{15} + \frac{20n^2\kappa}{3z_2} + 4.8n^2\kappa \left[ \frac{7(n^2+n^2\kappa^2)^2+4(n^2-n^2\kappa^2-5)}{z_2^2} \right] \right\} \alpha^3 \\
-192(n^2\kappa/z_1)^2 \alpha^4 \quad (A-64)
\]
or

\[ Q_{\text{abs}} = \text{Im} \left[ -4\alpha \frac{(m^2-1)}{m^2+2} \right]. \quad \text{(A-65)} \]

For nonabsorbing spheres (\( \kappa = 0 \)), the scattering efficiency factor (for small size parameters) reduces to

\[
Q_{\text{sc}} = Q_{\text{ext}} = \frac{8\alpha^4}{3} \left( \frac{n^2-1}{n^2+2} \right)^2 \left\{ 1 + \frac{6}{5} \alpha^2 \frac{(n^2-2)}{n^2+2} + \alpha^4 \left[ \frac{3}{175} \left( \frac{n^6+4n^4-284n^2+284}{(n^2+2)^2} \right) + \frac{1}{900} \left( \frac{n^2+2}{2n^2+3} \right)^2 \left( 15 + (2n^2+3)^2 \right) \right] \right\}. \quad \text{(A-66)}
\]

In quoting these approximations, Kerker [4] suggests that for \( \kappa = 0 \) these equations may be used for values of \( \alpha \leq 1.4 \) and \( m \leq 2 \). The error incurred is less than 2% for \( m \leq 1.5 \), but may reach 15% at \( m = 2 \). For absorbing spheres the approximations are useful for \( \alpha \leq 0.8 \) in the range \( 1.25 \leq n \leq 1.75 \) and \( m \kappa \leq 1 \).

Van de Hulst [3] has given equations for cross sections for clouds of \( N \) anisotropic molecules with random orientations. For a gas with refractive index \( m = n - \imath k \), the absorption cross section is

\[ C_{\text{ext}} = \frac{4\pi k}{\lambda N}, \quad \text{(A-67)} \]

which gives the usual absorption coefficient for gases:

\[ N C_{\text{ext}} = 4\pi k/\lambda. \quad \text{(A-68)} \]

The corresponding scattering cross section is given by

\[ C_{\text{sc}} = \frac{8\pi^3 f}{3\lambda^4 N^2} [(n^2-1)^2 + 4k^2], \quad \text{(A-69)} \]
in which \( f \) is the Cabannes factor \((f = 1.054 \text{ for air})\). For \( k=0 \), Eq. (A-69) reduces to the value given by Van de Hulst for nonabsorbing gases. The derivation for absorbing gas cross sections, when done in two apparently equivalent ways, leads to the \( 4k^2 \) term being either positive or negative. The positive choice here is consistent with that of Heddle [26].

**PGAUSS PROGRAM**

The theory given in the previous portion of the Appendix has been implemented in numerical form as a control routine, PGAUSS, and several subroutines, MIEGSS, GAUSS, VERIFY, and GUSSET. The PGAUSS routine receives wavelength-dependent refractive index data and definitions of particle size distributions from the user, and employs the subroutines to return scattering and extinction cross sections, phase functions, and phase matrix elements for the polydispersion. PGAUSS is an extremely versatile routine since it can be used to generate Mie functions for arbitrary mono- and polydispersions, or a variety of standard types of polydispersions for comparatively wide ranges in particle size parameter and refractive index.

The PGAUSS routine consists of three nested control loops. The outer loop indexes GAUSS quadrature orders, the intermediate loop indexes wavelengths, and the inner loop integrates Mie functions over the size distributions for each wavelength. No integration over wavelength is provided at present, although it would be simple to include it as an option.

The internal size distributions offered as options include entries into an arbitrary, a log-normal, the Deirmendjian [7] haze C, the Junge [6], and the Khrgian and Mazin [8, 9] modified gamma distributions. The distributions each call for their particular input data, and because the distributions \( n(r) \) are normalized internally,

\[
\int_{r_1}^{r_2} n(r) \, dr = 1, \quad (A-70)
\]

the number density information must be input into the model. The resulting Mie functions are thus equivalent to single (but averaged) particle data.

The Mie functions are computed by the subroutine MIEGSS, which returns extinction and scattering efficiency factors \( Q_{\text{ext}} \) and \( Q_{\text{sca}} \), intensity factors \( i_1 \) and \( i_2 \), and the relative phase \( \delta \) of \( i_1 \) and \( i_2 \) for each complex refractive index \( m \) and size parameter \( \alpha \). The Ricatti-Bessel functions and their derivatives in Eqs. (A-5) and (A-6) are presently
computed by forward recursion of the $\chi$'s and backward recursion of the $\Psi$'s. Start forward recurring using the following: [Note: $\xi_n(z) = \Psi_n(z) + i\chi_n(z)$]

$$\chi_0(z) = \cos z,$$

$$\chi_1(z) = \cos z/z + \sin z,$$

and the recursion formula

$$f_n(z) = (2n-1) f_{n-1}(z)/z - f_{n-2}(z)$$

(A-73)

and

$$f_n'(z) = f_{n-1}(z) - (n+1) f_n(z)/z.$$  

(A-74)

If $L$ orders are needed, then the backward recursion is used until $L$ orders of $\chi$'s are generated. The recursion is continued, but now the sum

$$S = \sum_{i=n}^{\infty} \frac{1}{\chi_i(z)\chi_{i+1}(z)}$$

is formed. This is rapidly converging as soon as $n$ is greater than $z$.

The sum is converged when successive terms are less than some tolerance; e.g., $L = 10^{-5}$; then from

$$\frac{\Psi_n(z)}{\chi_n(z)} = S_n,$$

(A-76)

we may recur backwards using the relations

$$\Psi_L(z) = \chi_L(z) \cdot S_L,$$

(A-77)

$$\Psi_{L-1}(z) = \chi_{L-1}(z) \cdot S + \frac{1}{L \chi_L(z)},$$

(A-78)
and the backward recursion

\[ \psi_{n-1}(z) = (2n+1) \psi_n(z)/z - \psi_{n+1}(z) \]  

(A-79)

to generate the \( \psi \)'s. Finally, a scaling factor \( F \) is calculated for \( \psi_0(z) \):

\[ F = \psi_0(z)/\sin z \]

and then all the \( \psi \)'s are scaled appropriately. This algorithm is from Wills [27] and appears to be accurate and stable over the index ranges of \( n \kappa \alpha \) used in this report.

The Mie series is terminated either when two successive terms have \( |a_n| + |b_n| < 10^{-5} \), or when the number of terms exceeds \( 6 + F \alpha \). \( F \) is 1.2 for \( \alpha < 51 \) and is \( 1. + 2.26 \alpha^{-6} \) for \( \alpha > 51 \). These cutoff criteria terminate the series satisfactorily before serious instabilities occur. The \( 10^{-5} \) tolerance should be adjusted to be compatible with the computer single-word precision. This value is reasonable for 32-bit machines, but \( 10^{-6} \) is more appropriate for 36-bit machines and \( 10^{-11} \) should suffice for 60-bit machines.

The angular functions \( \pi_n(\theta) \) and \( \tau_n(\theta) \) are computed by forward recursion from

\[ \pi_n(\theta) = [(2n-1) \cos \theta \pi_{n-1}(\theta) - n \pi_{n-2}(\theta)]/(n-1), \]  

(A-80)

\[ \rho_n(\theta) = (2n-1) \rho_{n-1}(\theta) + \rho_{n-2}(\theta), \]  

(A-81)

\[ \tau_n(\theta) = \pi_n(\theta) \cos \theta - \sin^2 \theta \rho_n(\theta), \]  

(A-82)

and the starting values \( \pi_0 = 0, \rho_0 = 0, \pi_1 = 1, \) and \( \rho_1 = 0 \).

The Legendre expansions of the integrated phase functions and the phase matrix elements are provided by subroutine GAUSS. The integral in Eq. (A-57) is replaced by a Gauss-Legendre sum, so that the expansion coefficients are given by

\[ \omega_\ell = \frac{2 \ell + 1}{2} \int_{-1}^{1} f(\cos \theta) P_\ell(\cos \theta) \cos \theta \, d \cos \theta \]

(A-83)

\[ = \frac{2 \ell + 1}{2} \sum_{i=1}^{L} f(\cos \theta_i) P_\ell(\cos \theta_i) \cos \theta_i \, d \cos \theta_i \]

The replacement is exact (to machine accuracy) when the product in the integrand is a polynomial in \( \cos \theta_i \) of degree \( 2L - 1 \) or less. The order of quadrature \( L \) is an input to PGAUSS and should be set at two to three times the largest size parameter expected in the Mie calculation.
The abscissa \( \cos \theta \) and weights \( w \) are computed by subroutine GUSSET. The Mie angle-dependent factors are computed at angles corresponding to the \( \cos \theta \).

In addition to computing the \( \omega \) coefficients, GAUSS reconstructs \( p(\cos \theta) \) as \( p_c(\cos \theta) \), and computes an rms distance of \( p(\cos \theta) \) from \( p_c(\cos \theta) \sum_{i=1}^{\infty} (p(\cos \theta) - p_c(\cos \theta))^2 \) as each successive term is added to the series (Eq. (A-56)). The distance function is particularly useful in determining the number of terms to be retained in Eq. (A-56) for adequate precision in the expansion. Subroutine VERIFY produces a reconstruction \( p_c(\cos \theta) \) using the number of terms which minimize the distance function.

The quadrature weights and abscissas are computed by GUSSET in double precision using the Davis and Rabinowitz algorithm [28]. The abscissas \( x^k = \cos \theta \) are the \( k = 1, \ldots, n \) zeros of \( P_n(x^k) = 0 \), while the weights are given by

\[
a_{kn} = 2(1 - x^2_{kn})^2/[nP_{n-1}(x_{kn})]^2.
\]  

(A-84)

Initial estimates of the zeros are obtained from the \( j \) successive zeros of the Bessel function \( J_0(j_k) = 0 \) via

\[
x_{kn} = \cos[j_k/((n+1/2)^2 + (1 - (2/\pi)^2)/4)^{1/2}].
\]  

(A-85)

Final values of the \( x_{kn} \) are found by Newton-Raphson iteration.
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