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INTRODUCTION

This report is a continuation of Report Number 13, "Parametric Optimal Design Part I: First Order Algorithm". In this report, two new methods of parametric optimal design (POD) are developed. The first method is called a second order algorithm, and the second one is called a hybrid algorithm. The hybrid algorithm is a combination of the first and the second order methods. Chapter 4 presents a design sensitivity analysis with error compensation which makes second order algorithms possible. Hybrid methods are discussed in Chapter 5. Several example problems are solved, using both the second order algorithm and the hybrid method, and a comparison of results is made. In Chapter 6, detailed procedures for implementation of various algorithms is presented. Chapter 7 provides a summary of the main contributions and comparison of various methods along with the difficulties involved in applications of the developed algorithms.
CHAPTER 4
SECOND ORDER ALGORITHM

4.1 Introduction

The first order algorithm described in the previous chapter is equivalent to alternate maximization and minimization. This is a feasible method and has been used in solving the classical minimax problem. It is apparent, however, that during the maximization procedure in the subproblem, if one can account for higher order changes in the design variables, one will have a better estimate of \( \alpha \) for the next iteration, without a separate maximization procedure. In other words, one wishes to use a higher order approximation to predict the effect on the maximum point of the subproblem, considering the change in the design variable \( \delta b \). Furthermore, if the current maximum point \( \alpha \) is not exact, then this error should be corrected in the next iteration. The algorithm developed in this section is based on this idea.

The procedure to be employed is divided into two major steps, (1) Sensitivity analysis for the subproblem and (2) a minimization procedure for the outer problem, using sensitivity information.
4.2 Sensitivity Analysis with Error Compensation

Conventionally, sensitivity analysis consists of determination of sensitivity of the objective function with respect to a change in constraint level, and determination of the sensitivity of the solution point to a change in the constraint.

A more general sensitivity analysis includes the sensitivity of the solution point with respect to a set of parameters that appear in the problem. This last type is of concern for POD, and will be referred to as sensitivity analysis unless otherwise specified. As explained in the introduction to this chapter, if one obtains a functional relation for the solution point of subproblem, $\bar{a} = \bar{a}(b)$, the POD problem can be reduced to a classical nonlinear programming problem by substitution of this relation for each subproblem. This relation may be considered a closed loop solution of the subproblem, or a feedback law for the maximum point. Theoretically, then, the POD problem can be solved by obtaining the closed loop solution. However, the closed loop solution can not be found in most practical problems.

The approach that is pursued here involves solution for a linear approximation to the feedback law, in the neighborhood of the current solution point. The sensitivity of the maximum point $\bar{a}$, with respect to a change in $b$,
is then given by the first order feedback law and is expressed by \( \frac{\partial a}{\partial b} \).

Sensitivity analysis for a general nonlinear programming problem is considered by Fiacco [42]. The problem treated is to find the partial derivatives of the coordinates of the solution point and the objective function with respect to the free parameters. These derivatives are called the first order sensitivity of a second order local solution. It is shown in [42] that under the assumptions of a certain degree of differentiability and some regularity conditions, the derivatives are well defined.

The results of [42] might be used in obtaining explicit sensitivity information for the problem at hand, provided the solution point and the Lagrange multipliers are known. However, when there are many state equations, this sensitivity analysis requires excessive computer storage and computer time. Therefore, in subsequent papers [43,44] the same authors use an algorithm of direct calculation of the components of the sensitivity derivatives, using finite differences.

In this section, an explicit expression for the first order feedback law is obtained by using a gradient projection method with constraint error compensation. This method is derived by use of a second order approximation of the
objective function of the subproblem Eq. (2.3) and of the state equations (2.2). A first order approximation of the $\alpha$-constraint equations (2.5) is employed. The second order approximation is essential, since with a linear approximation, the maximum point $\alpha$ is independent of $b$ and the sensitivity is zero.

The first order feedback law is now obtained by developing an explicit feedback law for the second order approximate problem.

The inner problem is of the following type: Choose $\alpha$ to maximize

$$g(z,b,\alpha)$$ (4.1)

subject to

$$h(z,b,\alpha) = 0, \quad (4.2)$$

$$q(\alpha) \leq 0. \quad (4.3)$$

Since $z$ is considered as a function of $b$ and $\alpha$, one can express the variation of $g$ in terms of variations of $b$ and $\alpha$, as follows;

$$\delta g = B^T \delta b + A^T \delta \alpha + \frac{1}{2} \delta b^T B B \delta b + \delta b^T B A \delta \alpha + \frac{1}{2} \delta \alpha^T A A \delta \alpha. \quad (4.4)$$

Also,

$$\delta \tilde{q} = \frac{\partial \tilde{q}}{\partial \alpha} \delta \alpha \equiv \tilde{q}^T \delta \alpha \leq \Delta q, \quad (4.5)$$

where ($\tilde{\cdot}$) denotes the constraints that are tight or violated and $\Delta q$ is the desired reduction in constraint violation, usually taken $\Delta q = -\tilde{q}(\alpha)$. The various matrices in the
expression for $\delta g$ are given in Appendix D. In Eq. (4.5), only a linear approximation of the $\alpha$ constraints has been used. In many problems, $q(\alpha)$ is linear in $\alpha$.

The approximate problem is now to maximize $\delta g$ of Eq. (4.4) with respect to $\delta \alpha$, subject to the constraint of Eq. (4.5). To insure the validity of the approximations, a restriction is placed on $\delta \alpha$ such that

$$\delta \alpha^T W_\alpha \delta \alpha \leq \xi^2$$  \hspace{1cm} (4.6)

where $W_\alpha$ is a positive definite weighting matrix, and is predetermined in the same way as explained for $W_b$ in the previous chapter.

Following Section 2.4.4, the Kuhn-Tucker necessary conditions for the problem (4.4), (4.5), and (4.6), where $\delta \alpha$ is now the design variable as an NLP, are solved to obtain,

$$\delta \alpha = -D \delta b - C,$$  \hspace{1cm} (4.7)

where

$$D = \phi^{-1}(I-M_{qq})\bar{B}A^T,$$  \hspace{1cm} (4.8)

$$C = \phi^{-1}[(I-M_{qq})A - M_{q}\Delta q],$$  \hspace{1cm} (4.9)

and

$$\mu = M^{-1}Q\phi^{-1}(A + \bar{B}A^T \delta b) + M^{-1}\Delta q,$$  \hspace{1cm} (4.10)

where

$$\phi = \bar{A}A - 2\nu W_\alpha,$$  \hspace{1cm} (4.11)

$$M = \bar{Q}M^{-1},$$

$$M = \bar{Q}^T \phi^{-1}Q,$$  \hspace{1cm} (4.12)
\[ M_{qq} = M_{q} Q^{T} \phi^{-1}. \]

The constants \( v \) and \( \nu \) are multipliers to Eqs. (4.6) and (4.5), respectively.

Eq. (4.7) is called the first order feedback law with error compensation, where \(-C\) is the compensating term for the error in the nominal solution to the inner problem. A necessary condition for the nominal solution to be the solution of the subproblem is that \( C=0 \) and \( \phi \) is negative semi-definite, since \( \phi \) is the Hessian of the Lagrangian functional to problem (4.4) and (4.5) (Section 2.4.2). Hence, in a neighborhood of the maximum point, the feedback law is given by \( \delta \alpha = -D \delta b \) and the sensitivity \( \frac{\partial \alpha}{\partial b} \) is given by \(-D\).

The multiplier \( v \) is determined as a stepsize, instead of calculating it as the Lagrange multiplier for the stepsize restriction of Eq. (4.6). This approach is employed, since the stepsize restriction contains another constant \( \xi \) that has little more physical significance than \( v \) itself. The choice of \( v \) will be discussed in a later section. By choosing \( v>0, \phi \) can be made negative definite and inversion of \( \phi \) is always feasible. This will be recognized as a great advantage to numerical computation, even for the case in which \( \bar{A} \bar{A} \) is nearly singular. For a system without constraint violation, \( C = \phi^{-1} A \) is simply the correction obtained by Newton's method, with a stepsize restriction. The
weighting matrix $W_a$ changes the local scales in design space. A wise choice of this matrix can improve the convergence of the overall iterative method. These points are discussed in Chapter 6 when the Newton's method is derived.

It can be shown by direct multiplication [34] that $(I-M_{qq})$ is a projection matrix and that it projects the $a$-space onto the tangent subspace determined by the $q$ constraint set. Thus, $C$ is a vector from $A$, projected onto the tangent subspace and then adjusted by a local metric $W_a$. Similarly, the sensitivity $D$ is the matrix transformed from the cross derivative $BA_T$ by the projection matrix and the local metric $W_a$.

In the following section, Eq. (4.7) is utilized to obtain a second order approximation of the POD problem, in terms of $\delta b$, and to solve the outer problem.

4.3 Solution of the Second Order Approximate Problem

The minimization of $\delta f$, subject to the reduced constraints, without the environmental parameter, will be termed the outer procedure for the POD problem. By direct substitution from the preceding section, the POD problem can be approximated explicitly in terms of $\delta b$ as: Minimize

$$\delta f = \frac{1}{2} \delta b^T L \delta b,$$

subject to

$$\delta^T g = \frac{1}{2} \delta b^T L \delta b - K^\phi \leq \Delta^\phi g,$$
where

\[ \ell_j^\phi = (B - D^T A - B A \cdot C + D^T A A \cdot C)_j, \quad \ell_j^{JT} = \frac{\partial f}{\partial b}_j \]
\[ L_j^\phi = [B B + D^T A A \cdot D - (B A \cdot D + D^T B A^T)]_j, \quad L_j^J = \frac{\partial^2 f}{\partial b^2}, \]
\[ K_j^\phi = (A^T C - \frac{1}{2}C^T A A \cdot C)_j, \quad j \in I_c, \]

and \( \Delta g = -g \) is the intended reduction in the current constraint violation. The superscript \( \phi \) denotes the inclusion of all the \( \epsilon \)-active constraints whose indices are in \( I_c \). It is noted that the vector \( \ell^\phi \) in Eq. (4.14) is a formal expression to the total derivative of \( g \) with respect to \( b \), when \( C \) is assumed zero. If the optimality condition for the subproblem is utilized, the expression for \( \ell^\phi \) is simplified and \( K^\phi \) is zero, since \( C=0 \) in this case. But for numerical calculation, this optimality condition is satisfied only approximately. Hence, it is necessary to retain \( C \).

To solve the second order approximate problem, the Newton-Raphson technique is employed to solve the Kuhn-Tucker necessary conditions. To assure that the approximate problem is close to the original problem, an additional stepsize restriction is imposed on \( \delta b \). From Eq. (4.7)

\[ \| \delta a \| < \| \phi^{-1} \| \cdot \| I-M_q q \| \cdot \| B a^T \| \cdot \| \delta b \| + \| C \| , \]

where \( \| \phi \| \) denotes a matrix norm, defined by \( \| \phi \| = \sup_{\| x \| = 1} \| \phi x \| \), and \( \| \cdot \| \) and \( \| \cdot \| \) are norms on \( \mathbb{R}^n \) and \( \mathbb{R}^p \). For a normal problem, \( \phi \) is negative definite and the spectral
norm of the projection matrix \( (I - M_q) \) is less than or equal to 1. Therefore,

\[
||\delta a||' \leq K||\delta b|| + ||C||',
\]

where \( K = ||\phi^{-1}|| \cdot ||I - M_{qq}|| \cdot ||EAT|| \) is finite. Since \( ||C||' + 0 \) as the nominal solution approaches the solution to the subproblem, if \( ||\delta b|| \) is small, then \( ||\delta a||' \) is small; but not necessarily vice versa. Hence, the stepsize restriction on \( ||\delta a||' \), given by Eq. (4.6), is not sufficient and the following stepsize restriction is imposed on \( \delta b \):

\[
\delta b^T W_b \delta b \leq n^2
\]

where \( W_b \) is a positive definite design variable weighting matrix, predetermined as described in Section 6.3.2.

The Kuhn-Tucker conditions for the approximate problem are, using summation notation,

\[
\begin{align*}
L_i^J \delta b_j + L_{ij}^J \lambda_j + L_{ij}^k \delta b_j \lambda_k + 2\gamma W_{bij} \delta b_j &= 0, \\
\lambda_i (L_j^J \delta b_j + \frac{1}{2} \delta b_k L_{kij}^J \delta b_j - K_i^J - \Delta g_i) &= 0, \\
\gamma (\delta b_i W_{bij} \delta b_j - n^2) &= 0,
\end{align*}
\]

where \( \lambda_i \geq 0 \), and \( \gamma \geq 0 \) are multipliers.

The system of Eqs. (4.20), (4.21), and (4.22) is highly nonlinear in the unknowns \( \delta b, \lambda, \gamma \). The existence of a solution is difficult to prove. Even when a solution exists for a physically well formulated problem, it may not be unique. Further, because of the sign restriction on multipliers, the proper solution is difficult to obtain,
in practice. If a solution of the system of equations yields a negative multiplier, the corresponding constraint is discarded and the computation is repeated. To solve the resulting system, the Newton-Raphson method is used, with the following derivative matrix:

\[
\begin{pmatrix}
L_{ij}^J + \lambda_i L_{i}^J + 2\gamma W_{b_{ij}} & \ell^J_{ij} + L_{i}^J k_{ij} \delta b_k & 2W_{b_{ij}} \delta b_j \\
\lambda_i (\ell^J_{ij} + L_{i}^J k_{ij} \delta b_k) & \delta_i j F_{n+1} & 0 \\
2\gamma \delta b_1 W_{b_{ij}} & 0 & \delta b^T W b \delta b - n^2
\end{pmatrix}
\]  
(4.23)

where
\[F_{n+1} = \ell^J_{ij} \delta b_j + \frac{1}{2} \delta b_k L_{k}^J k_{ij} \delta b_j - K_i - \Delta g_i.\]

This derivative matrix is nonsymmetric and nonsingular, as long as the system is normal.

The success of the Newton-Raphson method depends largely on the initial estimate. Since the solution for \(\delta b\) is expected to be near the origin of design space, \(\delta b = 0\) is found to be effective as the initial estimate.

The initial choice of \(\lambda\) and \(\gamma\) is obtained by the algorithm given in Section 2.4.4, with \(\ell^J\) and \(\ell^\phi\) interpreted as given in the present section and \(\Delta g\) replaced by \(\Delta g + K^\phi\).

\[\text{If equality is presumed to hold in Eqs. (4.14), and (4.19) instead of Eqs. (4.21), and (4.22), the derivative matrix would be symmetric. But the solution set from this system of equations may be too restrictive. It is only a subset of the solution set of the original system, (4.20), (4.21), and (4.22).}\]
The vectors $\delta b$ and $\lambda$ are given as:

$$
\delta b = -\frac{\delta b^2}{2\gamma} + \delta b^2
$$

$$
\lambda = \lambda^1 - 2\gamma \lambda^2
$$

where

$$(l^T W_b^{-1} l) \lambda^1 = -l^T W_b^{-1} J,$$  \hspace{1cm} (4.25)

$$(l^T W_b^{-1} l) \lambda^2 = K^\phi + \Delta \tilde{g},$$  \hspace{1cm} (4.26)

It is noted that this is different from the result of the pure first order algorithm, as given in Section 3.2, since the expression of $l^\phi$ in this section is different from $l^\phi = (B_j^T, j \in I_e)$ in the first order algorithm. Also, in Section 3.2, $K^\phi = 0$.

It is shown in Appendix E that the Lagrange multiplier for the first order approximate problem is the same as for the original problem. The Lagrange multiplier for the second order approximate problem is obtained as

$$q_{\lambda^1} = -M^{-1}_{\phi, \phi} (l^T + \delta b^T L^\phi) W_b^{-1} (l^T J + L^J \delta b),$$  \hspace{1cm} (4.27)

$$q_{\lambda^2} = -M^{-1}_{\phi, \phi} (K^\phi + \Delta \tilde{g}),$$  \hspace{1cm} (4.28)

where

$$M_{\phi, \phi} = (l^T + \delta b^T L^\phi) W_b^{-1} (l^T + L^J \delta b),$$  \hspace{1cm} (4.29)

$$\bar{K}^\phi = \left. \frac{\delta \tilde{g}}{\delta b} \right|_{\delta b = 0},$$  \hspace{1cm} (4.30)

and $l^\phi$, $L^\phi$, $l^J$, and $L^J$ are calculated at the solution of the approximate problem, $\delta b$. Comparing with the above first order result, Eq. (4.25), $q_{\lambda^1}$ is equal to $\lambda^1$ when $\delta b = 0$. In the limit, the solution of the second order
approximate problem is zero. During iteration, however, \( \delta b \) is nonzero and \( q_1 \lambda^1 \neq \lambda^1, \ q_2 \lambda^2 \neq \lambda^2 \). Therefore, if the initial estimate for the Newton-Raphson method, \( \delta b(0) \), is zero, \( \lambda^1 \) and \( \lambda^2 \) from Eqs. (4.25) and (4.26) are the proper estimates for \( q_1 \lambda \). As each outer procedure converges, the solution of the second order approximate problem must converge to zero. As the iterate of POD converges, \( q_1 = \lambda^1 \) and \( q_2 = \lambda^2 \), since \( \delta b \to 0 \). Further, as shown in Appendix E, \( \lambda^1 \) and \( \lambda^2 \), from Eqs (4.25) and (4.26), approach the Lagrange multipliers of the POD problem.

4.4 Numerical Examples

The weapons allocation problem described in Section 2.3.1 is solved by the second order method of this chapter. With the same initial estimates as given in Section 3.3, the solution is obtained only after 8 iterations (Table 7); \( b = [0.0, 0.18186, 0.27273]^T \), with a cost of -2.2340 and the worst case \( a = [0.0, 0.1751, 0.4654]^T \). As compared with the behaviour of iterates in the first order method (Table 1), Table 7 shows that convergence is rapid as the iterates approach the solution. Since the problem is convex, a quadratic rate of convergence can be expected. The other feature is that the maximization procedure for the inner problem, which is an essential part of the first order algorithm, is not necessary; since the second order method accounts for the change in maximum points, as well as
compensating any current error in the nominal solution of inner problems.

The sensitivity coefficient, $-D$ in Eq. (4.7), at the solution, is found to be

$$
\begin{bmatrix}
3.73(-8) & 2.61(-8) & 1.86(-8) \\
9.06(-2) & 4.55(-1) & 7.70(-2) \\
9.74(-2) & 7.70(-2) & 3.58(-1)
\end{bmatrix}
$$

Tables 8 and 9 show the solutions of the vibration isolator design problem (Section 2.3.3), with frequency ranges of $[0.5, 1.5]$ and $[0.9, 1.25]$, respectively. The initial estimate for case (i) is rather good and the method converges rapidly. On the other hand, the initial estimate for case (ii) is rather bad. Since the artificial design variable has been used, the first 6 iterations only adjust the artificial design variable. After iteration number 6, rather good convergence is obtained. It is noted that case (ii) behaves badly, with regard to the system of Kuhn-Tucker equations, (4.20), (4.21), and (4.22). After fixing $y > 0$, determined by the method described in Section 6.3.2, the Newton's method converges very rapidly. This may limit the convergence rate of outer procedure, but the precise affect is not known. The computer time per iteration on an IBM 360/65 was about 0.24 seconds, in FORTRAN(H).

Sensitivity coefficients are obtained as: For case (i), $-D = [0.835, 0.197]$ at $a=0.848$, and $-D =$
[-1.103, 0.300] at \( \alpha = 1.059 \). For case (ii) \(-D = [1.36(-9), \ -8.05(-8)] \) at \( \alpha = 0.9 \), and \(-D = [-0.574, 0.657] \) at \( \alpha = 1.119 \).

McMunn's problem [32], described in Section 2.3.5, is solved, with results in Table 10. This problem has a saddle point solution. As pointed out earlier, however, since one is not sure, at the beginning, how many maxima there are for a given range of free parameters, a certain amount of intuition is necessary. Four initial estimates of maximum points are used here. Table 10 shows that they merge into one point, meaning one maximum point at the optimum design. The same initial design estimates, as given in [32], are used. As in the vibration isolator design case (ii) (Table 9), the first 7 iterations are spent compensating the constraint violations. After the 7-th iteration, it is seen that the rate of convergence is quadratic. The final solution is \( b = [2.099, 0.9133, 1.145]^T \), with \( J = 1.490 \) attained at \( \alpha = 1.505 \). The computer time was about 1 second per iteration. McMunn's solution was \( b = [2.1160, 0.9149, 1.0695]^T \), and \( J = 1.494 \) at \( \alpha = 1.503 \). Note that part of the difference may come from the round-off error in the numerical values of the matrices \( M, D, \) and \( K \). A sensitivity coefficient of \(-D = [0.976, 5.414, 0.447] \) is obtained during the solution procedure.
In the notation of Section 2.2.2, the following Chebyshev approximation problem is taken from [19];

\[ f(a) = \frac{1}{1 + a} , \]

and

\[ F(b, a) = b_1 e^{3a} + b_2 e^{4a} , \quad a \in [0., 1.0] . \]

Table 11 shows the results. In [19], the solution is obtained as \( b = \{0.713835, 0.285966, -0.407327, -2.442953\} \), with the square of maximum error in between 0.23(-7) and 0.76(-7). There is some difference in the solution, although \( \|\delta b\| \) is quite small, satisfying any practical stopping criterion. It was found that even though the iterations were continued no significant improvement was obtained. This may be caused by round-off errors. The computer time was about 0.33 seconds per iteration.
Table 7  Weapons Allocation Problem
(Second Order Algorithm)

| iter | $b_i$  | obj. | $||\delta b^1||$ | $a_i$  | $||\delta a^1||$ | tight $s_i, q_1$ |
|------|--------|------|-----------------|--------|-----------------|------------------|
| 0    | 0.1    | 0.2  | 0.3             | -2.10  | 0.1             | 0.1  0.2         |
| 1    | -0.579 | 0.323| 0.481           | -2.48  | 0.23            | 0.0  0.219       |
| 2    | 0.0    | 0.309| 0.468           | -2.014 | 0.91            | 0.0  0.219       |
| 3    | 0.0    | 0.193| 0.277           | -2.233 | 1.0             | 0.0  0.193       |
| 4    | 0.0    | 0.193| 0.277           | -2.233 | 0.14            | 0.0  0.194       |
| 5    | 0.0    | 0.178| 0.270           | -2.235 | 0.02            | 0.0  0.183       |
| 6    | 0.0    | 0.181| 0.271           | -2.234 | 0.01            | 0.0  0.176       |
| 7    | 0.0    | 0.182| 0.272           | -2.234 | 0.003           | 0.0  0.175       |
| 8    | 0.0    | 0.18186| 0.27273      | -2.2340 | 0.0002       | 0.0  0.1751       | 0.4654 (0.2(-4)  |
Table 8  Vibration Isolator Design, Case (1)
(Second Order Algorithm)

| iter | $b_1$ | obj | $||\delta b^1||$ | $||\delta a^1||_{max}$ | tight constraint, $g_1(a)$ |
|------|-------|-----|----------------|------------------------|--------------------------|
| 0    | 0.15  | 53.4| 22.35         | (5)0.0017              | $g_1(0.865)$            |
| 1    | 0.1416| 43.42| 22.34        | (0)0.0002              | $g_1(0.857)$            |
| 2    | 0.1207| 29.69| 22.30        | (0)0.0075              | $g_1(1.087)$            |
| 3    | 0.1182| 33.94| 19.24        | (1)0.004               | $g_1(0.837)$            |
| 4    | 0.1385| 24.06| 15.66        | (0)0.03                | $g_1(0.837), g_1(1.113)$|
| 5    | 0.1621| 21.40| 3.61         | (1)0.0001              | $g_1(0.843), g_1(1.065)$|
| 6    | 0.1686| 21.06| 0.015        | (0)0.0004              | $g_1(0.848), g_1(1.059)$|
| 7    | 0.16860| 21.060| 0.0008      | (0)0.5(-6)             | $g_1(0.848), g_1(1.059)$|
Table 9  Vibration Isolator Design, Case (ii)
(Second Order Algorithm, γ fixed)

| iter | $b_i$  | obj.  | $|\delta b^1|$ | $|a^1|$ max | tight constraint, $g_1(a)$ |
|------|--------|-------|----------------|------------|-----------------------------|
| 0    | 0.15   | 1.0   | 37.8           | 19.99      | (4)0.0015 $g_1(0.9)$       |
| 1    | 0.15   | 1.0   | 37.8           | 19.99      | (0)0.2(-4) $g_1(0.9)$      |
| 2    | 0.15   | 1.0   | 38.24          | 19.99      | (0)0.9(-6) $g_1(0.9)$      |
| 3    | 0.15   | 1.0   | 38.24          | 19.99      | (0)0.7(-6) $g_1(0.9)$      |
| 4    | 0.15   | 1.0   | 38.25          | 19.99      | (0)0.5(-6) $g_1(0.9)$      |
| 5    | 0.15   | 1.0   | 38.25          | 19.99      | (0)0.5(-6) $g_1(0.9)$      |
| 6    | 0.15   | 1.0   | 38.25          | 0.90       | (0)0.5(-6) $g_1(0.9), g_1(1.13)$ |
| 7    | 0.1575 | 0.9537| 22.84          | 9.75       | (1)0.001 $g_1(0.9), g_1(1.092)$ |
| 8    | 0.1380 | 0.9479| 17.98          | 6.12       | (1)0.002 $g_1(0.9), g_1(1.108)$ |
| 9    | 0.1299 | 0.9485| 16.65          | 3.53       | (0)0.6(-4) $g_1(0.9), g_1(1.112)$ |
| 10   | 0.1263 | 0.9516| 16.61          | 1.30       | (0)0.5(-4) $g_1(0.9), g_1(1.116)$ |
| 11   | 0.1250 | 0.9527| 16.61          | 0.49       | (0)0.6(-5) $g_1(0.9), g_1(1.118)$ |
| 12   | 0.1246 | 0.9531| 16.61          | 0.18       | (0)0.3(-6) $g_1(0.9), g_1(1.118)$ |
| 13   | 0.1244 | 0.9532| 16.61          | 0.064      | (0)0.2(-6) $g_1(0.9), g_1(1.119)$ |
| 14   | 0.12432| 0.95329| 16.605       | 0.008      | (0)0.5(-6) $g_1(0.9), g_1(1.119)$ |
Table 10  Five Degree-of-Freedom Vehicle Problem  
(Second Order Algorithm)  

| iter | $b_1$ | obj. | $||\delta b||$ | maximizing $\alpha$'s | $||\delta \alpha||_{max}$ | violated inner $\xi_i$ |
|------|-------|------|---------------|-------------------------|---------------------------|-----------------------|
| 0    | 0.2   | 0.2  | 0.2           | 16.741                  | 1.0                       | 0.5 1.2 3.5 7.0       | $\xi_1$               |
| 1    | 0.288 | 0.309| 0.216         | 8.259                   | 1.0                       | 1.01 2.0 5.5          | $\xi_1$               |
| 2    | 0.394 | 0.401| 0.236         | 5.191                   | 0.99                      | 0.99 1.3 4.8          | $\xi_1, \xi_2$         |
| 3    | 0.527 | 0.502| 0.268         | 3.554                   | 0.99                      | 0.98 4.0              | $\xi_1$               |
| 4    | 0.688 | 0.619| 0.315         | 2.637                   | 0.95                      | 0.96 3.3              | $\xi_1$               |
| 5    | 0.873 | 0.753| 0.385         | 2.107                   | 0.85                      | 0.96 2.5              | $\xi_1$               |
| 6    | 1.067 | 0.893| 0.475         | 1.804                   | 0.66                      | 0.97 1.8              | $\xi_1$               |
| 7    | 1.250 | 1.023| 0.572         | 1.636                   | 0.47                      | 1.03 1.08             | $\xi_1, \xi_2$         |
| 8    | 1.512 | 1.185| 0.749         | 1.516                   | 0.11                      | 1.429                 | $\xi_1, \xi_2$         |
| 9    | 1.742 | 0.973| 0.885         | 1.496                   | 0.19                      | 1.470                 | $\xi_1, \xi_2$         |
| 10   | 1.968 | 0.938| 1.027         | 1.491                   | 0.06                      | 1.435                 | $\xi_1, \xi_2$         |
| 11   | 2.048 | 0.926| 1.104         | 1.490                   | 0.004                     | 1.505                 | $\xi_1, \xi_2$         |
| 12   | 2.097 | 0.913| 1.141         | 1.490                   | 0.004                     | 1.505                 | $\xi_1, \xi_2$         |
| 13   | 2.097 | 0.914| 1.141         | 1.490                   | 0.5(-3)                   | 1.058                 | $\xi_1, \xi_2$         |
| 14   | 2.0985| 0.9133|1.1448        | 1.4898                  | 0.2(-4)                   | 1.5053                | $\xi_1, \xi_2$         |
### Table 11: Chebyshev Approximation Problem (Second Order Algorithm)

| iter | $b_i$ | obj. | $||\delta b^l||$ | $||\delta a^l||_{max}$ | violated $g_1(a)$ |
|------|-------|------|----------------|-----------------|------------------|
| 0    | 0.7   | 0.3  | -0.4           | -2.4            | 0.13(-4)         |
|      |       |      |                |                 | 0.6(-2)          |
|      |       |      |                |                 | 0.71(-6)         |
|      |       |      |                |                 | 0.9(-23)         |
| 1    | 0.7   | 0.3  | -0.3928        | -2.393          | 0.74(-6)         |
|      |       |      |                |                 | 0.3(-12)         |
|      |       |      |                |                 | 0.71(-6)         |
|      |       |      |                |                 | 0.9(-23)         |
| 2    | 0.700 | 0.300| -0.3927        | -2.393          | 0.71(-6)         |
|      |       |      |                |                 | 0.9(-23)         |
|      |       |      |                |                 | 0.71(-6)         |
|      |       |      |                |                 | 0.9(-23)         |
| 3    | 0.700 | 0.300| -0.3928        | -2.393          | 0.72(-6)         |
|      |       |      |                |                 | 0.3(-36)         |
|      |       |      |                |                 | 0.7(-4)          |
|      |       |      |                |                 | $g_1(0), g_1(0.42)$ |
|      |       |      |                |                 | $g_1(0), g_1(0.417)$ |
|      |       |      |                |                 | $g_1(1.0)$ |

100
4.5 Conclusions

In the present chapter, the sensitivity analysis that gives a first order feedback law and the method of solving the approximate problem, obtained from the PCD problem, have been described.

Several examples are solved and compared with the solutions obtained by the first order algorithm of Chapter 3. The second order method exhibits rapid convergence, once the iterates are near the solution. Since the second order method accounts for the change in the maximum point, due to small changes in the design and compensates any error in the current maximum point, the method does not require separate solution of the inner problems.

The disadvantage of the method lies in the determination of a good initial estimate and solution of the Kuhn-Tucker equations. The method is not reliable unless the problems under consideration have nice properties such as convexity, at least locally, or unless the initial estimates are close enough to the solution.

To make use of the advantages of the first and second order algorithms, some variations will be considered in the following chapter.
5.1 Introduction

In the previous chapters, purely first and second order algorithms were discussed. It has been observed that one numerical approach is not always effective for all problems. There may be a variation on these approaches that is better suited to a given problem. It is the purpose of this chapter to discuss some possible variations of the algorithms described in the preceding chapters.

Once one defines the effectiveness of an algorithm, in terms of rate of convergence and the effort of constructing and running a program, a best combination may be possible for a given problem. In this sense, the selection of approach is an optimization process, which is critical in practical problems. In the following, possible alternatives are given for the POD algorithm and a comparison of computational effort is shown, based on the number of numerical operations required to implement the algorithm.
5.2 Review of Alternatives

As stated earlier, the first order algorithm was developed under the assumption that the subproblem is solved as an integral part of each iteration. Hence, one has freedom to choose any solution method in solving the subproblem. In the second order algorithm, the solution of subproblem is adjusted through use of sensitivity factors, simultaneously with the minimization of the objective function. Also, a first order feedback law was developed, with a correction term for any error in the solution of the subproblem. A full second order approximation in the design variable was necessary to maintain the order of the approximation. From a numerical point of view, however, a first order method such as steepest descent has been found to be effective for the solution of NLP. It is natural to attempt a first order outer procedure, with sensitivity information obtained from a second order approximation of the inner problem.

Variations in methods fall into two categories: One is essentially a first order algorithm with a higher order method of solution of the subproblem. The other is a variation from the second order algorithm and uses a first order approximation in the outer procedure. Since this method, then, uses the first order total derivatives with respect to b as noted in Section 4.3, this method is,
in reality, first order. Including the original first and second order algorithms, four alternative methods are possible. They are:

(1) first order maximization + first order outer procedure,
(2) second order maximization + first order outer procedure,
(3) sensitivity with second order maximization + first order outer procedure, and
(4) sensitivity with second order maximization + second order outer procedure.

The two alternative methods, (1) and (2), have their background in the analysis given in Chapter 3, where it is shown that the first order algorithm for the solution of the POD problem is essentially an alternation of maximization and minimization, as is frequently used in min-max problems. The alternative methods (3) and (4) do not require a separate procedure for solving inner problems, since the sensitivity analysis with error compensation, presented in Chapter 4, gives the necessary change in the solution point. Being first order in nature, method (3) is expected to have sufficient reliability, while maintaining the accuracy of maximum points. On the other hand, the full second order method (4) is too complicated to solve the resulting approximate problem, requiring a Newton's procedure.
5.3 Second Order Method of Maximization

If one puts \( \delta b = 0 \) in the sensitivity analysis of Chapter 4, one has a second order method of maximization. In this section, this approach is examined more closely, since it can be implemented for NLP and can be used in method (2).

Since it has been assumed that the \( \alpha \)-constraints are linear in \( \alpha \), the problem considered here is to maximize
\[
A^T \delta \alpha + \frac{1}{2} \delta \alpha^T \overline{AA} \delta \alpha
\]
subject to
\[
Q^T \delta \alpha < \Delta q,
\]
and
\[
\delta \alpha^T W_q \delta \alpha < \xi^2.
\]

From Section 2.4, the solution of the Kuhn-Tucker necessary conditions is obtained as
\[
\delta \alpha = -\delta \alpha^1 + \delta \alpha^2,
\]
where
\[
\delta \alpha^1 = \phi^{-1} (I - M_{qq}) A,
\]
\[
\delta \alpha^2 = \phi^{-1} M_q \Delta q,
\]
and
\[
\phi = \overline{AA} - 2\nu W_q,
\]
\[
M_q = Q(Q^T \phi^{-1} Q)^{-1},
\]
\[
M_{qq} = M_q^T Q^T \phi^{-1}.
\]

As direct multiplication shows, \( M_{qq} \) is a projection matrix; i.e., \( M_{qq} M_{qq} = M_{qq} \). To interpret this as in the
gradient projection method, the following relations can be verified:

\[(1) \quad \delta a_1^T \phi \delta a_2 = 0, \quad (5.10)\]
\[(2) \quad Q^T \delta a_2 = \Delta q, \quad (5.11)\]
\[(3) \quad Q^T \delta a_1 = 0, \quad (5.12)\]
\[(4) \quad A^T \delta a_1 + \frac{1}{2} \delta a_1^T AA \delta a_1 \geq 0, \quad (5.13)\]

where \( \phi \) is negative semi-definite.

Property (4), combined with the yet undetermined constant \( \xi \), is valuable in practical computation. By choosing \( \nu > 0 \) large enough such that \( \phi \) is negative definite, \( \delta a_1 \) is always in the direction of increasing the objective function (5.1). Hence, one can generate a sequence of points converging to a local maximum point. This may lead, however, to a false impression of convergence, if one chooses very large \( \nu \).

Much literature has been published on Newton's method and its variations \([45,46]\). Most of this literature treats unconstrained problems. When constraints are absent, the method presented here is another version of Newton's method. Same techniques have been studied in the literature \([45,47]\), from a different point of view. Although the reliability of the method can be easily guaranteed, convergence properties are largely dependent on the optimal choice of \( \nu \) \([45]\). An estimate of \( \nu \) and numerical implementation are discussed in Section 6.3.
5.4 A Computational Modification for Alternative Method (3)

As has been discussed in Section 5.2, method (3) is rather efficient. In this section, a computationally efficient modification is described for the case in which no α-constraints are present, i.e., $M_q = 0 = M_{qq}$ in Eq. (4.7).

In the case of the first order outer procedure, the inversion of $\phi$ for the expression (4.14) can be avoided in the following way. From Eq. (4.7), multiplying by $\phi$,

$$\phi \delta \alpha = -D^\prime \delta b - C^\prime$$  \hspace{1cm} (5.14)

where,

$\phi = $ $\overline{AA} - 2\nu W_a$,

$D^\prime = $ $\overline{BA}^T$,

$C^\prime = $ $A$.

Method (3) utilized a first order expansion in Eq. (4.4),

$$\delta g = B^T \delta b + A^T \delta \alpha.$$  \hspace{1cm} (5.15)

To eliminate the second term, let $\kappa$ be determined as the solution of

$$\phi^T \kappa = A.$$  \hspace{1cm} (5.16)

Post-multiplying by $\delta \alpha$, after taking the transpose, one obtains

$$\kappa^T \phi \delta \alpha = A^T \delta \alpha.$$  \hspace{1cm} (5.17)

Hence,

$$\delta g = (B - \kappa T D^\prime) \delta b - \kappa T C^\prime.$$  \hspace{1cm} (5.18)

Therefore, the first order approximate problem, using
sensitivity information, is obtained as: Minimize
\[ \delta f = l J^T \delta b \]  
subject to
\[ \delta \tilde{g} = l \phi^T \delta b - K \phi' \leq \Delta \tilde{g} \]  
where
\[ l J = \frac{\partial f^T}{\partial b}, \]
\[ l \phi = (B - D^T \kappa) J, \]
\[ K_j^\phi = - (\kappa C^\gamma) J, J \in I^e. \]

Here, the subscript \( j \) denotes the quantity calculated for the \( j \)-th inner problem. After solving this approximate problem for \( \delta b \), using the gradient projection method described in Section 2.4, \( \delta a \) is obtained from Eq. (5.14).

It is noted that the inversion of \( \phi \) has been replaced by two solutions of a system of linear equations (5.16) and (5.14), which is a great computational advantage when the dimension of \( a \) is large.

5.5 An Application to the Optimal Design Problem with State Equations Given Implicitly by a Minimum Principle

The type of problems under consideration has been introduced in Section 2.2.3, and can be treated by the method discussed in Section 5.4. In the present section, the case of a function \( H(b,z) \) in Eq. (2.15), which is quadratic with respect to \( z \), is considered. Comparisons are possible, since this results in a common optimal design
problem. Most of the problems in mechanics belong to this category, where $H(b,z)$ usually represents total potential energy of the system. The problem is stated as: Minimize

$$f(b,z)$$ (5.24)

subject to

$$g(b,z) \leq 0,$$ (5.25)

where $z$ maximizes the quadratic function,

$$-H(b,z) = \frac{1}{2}(2z^TF - z^TK(b)z),$$ (5.26)

$K(b)$ is a positive definite matrix, and $F$ is a known vector.

The sensitivity analysis of Section 4.2, with the modification given in the previous section, is applied to the present problem. Noting that the state variable $z$ corresponds to the free parameter $a$, one has

$$\phi\delta z = -D'\delta b - C'$$ (5.27)

where,

$$\phi = -K - 2vW,$$ (5.28)

$$D' = -\frac{\partial}{\partial b}[K(b)z],$$ (5.29)

$$C' = F - Kz.$$ (5.30)

With these interpretations, the optimal design problem becomes, from the linearized expressions of Eqs. (5.24) and (5.25), minimize

$$\delta f = \mathbf{J}^T\delta b$$ (5.31)

subject to

$$\delta \tilde{g} = \mathbf{J}^T\delta b - K\phi \leq \Delta \tilde{g},$$ (5.32)
where

$$L_J = \frac{\partial f^T}{\partial b} - D^T \kappa J,$$

$$L_\phi = \frac{\partial g^T}{\partial b} - D^T \kappa \phi,$$

$$K^\phi = -\kappa^\phi C^\phi,$$

and $\kappa^J$ and $\kappa^\phi$ are solutions of the systems

$$\phi^T J = \frac{\partial f^T}{\partial z},$$

$$\phi^T \phi = \frac{\partial g^T}{\partial z}.$$ (5.37)

This linearized approximate problem can be solved by the gradient projection method described in Section 2.4. Then, the state variable $z$ is predicted as $z + \delta z$, where $\delta z$ is solved from Eq. (5.27).

Note that the state equations implicitly given by Eq. (5.26) can be obtained explicitly as

$$K(b)z - F = 0.$$ (5.38)

The final linearized approximate problem of Eqs. (5.31) and (5.32) is essentially the same as the one obtained directly using Eq. (5.38) [33]. In the present approach, the problem contains new terms $-2\nu W$ and $K^\phi$, which give an additional feature to the method. The factor $\nu$, acting as damping, stabilizes the convergence of the method, as explained in Section 5.3, and $K^\phi$ compensates the error involved in the current solution $z$.

In the case of a quadratic function $H(b, z)$, little computational efficiency is gained but in the general case of state relations given implicitly by a nonlinear programming problem, no other method seems known.
5.6 Numerical Examples

The weapons allocation problem, solved in previous chapters by the first and second order methods, is solved by the hybrid method (3). Table 12 shows that the hybrid method has the advantage of the second order algorithm, in automatic adjustment of maximum points, and it has the reliability of the first order algorithm. Because the maximum points are self-adjusted, better convergence is obtained than the pure first order algorithm. The computer time for this problem was about 0.1 seconds per iteration.

Application of the hybrid method (3) to the vibration isolator design also shows that the method can be superior to the other two. The computer time per iteration was 0.1 seconds.

The solution of the 5 degree-of-freedom vehicle problem is shown in Table 15. Although at the beginning the convergence was rapid, it was slow near the solution. The computer time in this case was 0.7 seconds.

Results for the Chebyshev problem in Table 16 show a similar trend of rapid convergence for the first few iterations. Although the mathematical solution is difficult to attain by the hybrid method, since this method is essentially first order, the solution obtained seems good for engineering purposes. The computer time per iteration was 0.23 seconds, and is about 70% of that for the second order method.
Table 12  Weapons Allocation Problem

(Hybrid Method)

| iter | $b_1$ | objl. | $||\delta b^1||$ | $a_1$ | $||\delta a^1||$ | tight $\xi_1, q_1$ |
|------|------|------|----------------|------|----------------|-------------------|
| 0    | 0.1  | 0.2  | 0.3            | -2.10| 0.795          | 0.0  0.2  0.3     | (4) 0.002 q_1    |
| 1    | 0.095| 0.200| 0.300          | -2.10| 0.792          | 0.0  0.244 0.567 | (0) 0.0006 q_1  |
| 2    | -0.004| 0.145| 0.245          | -2.22| 0.465          | 0.0  0.127 0.444 | (0) 0.02 $\xi_2, q_1$ |
| 3    | 0.0  | 0.327| 0.351          | -2.03| 0.870          | 0.0  0.305 0.536 | (4) 0.007 $\xi_2, q_1$ |
| 4    | 0.0  | 5.194| 0.245          | -2.230| 0.180         | 0.0  0.194 0.445 | (5) 0.004 $\xi_2, q_1$ |
| 5    | 0.0  | 0.181| 0.288          | -2.235| 0.077         | 0.0  0.183 0.454 | (0) 0.014 $\xi_2, q_1$ |
| 6    | 0.0  | 0.172| 0.281          | -2.234| 0.062         | 0.0  0.167 0.471 | (3) 0.002 $\xi_2, q_1$ |
| 7    | 0.0  | 0.179| 0.279          | -2.234| 0.034         | 0.0  0.169 0.471 | (0) 0.002 $\xi_2, q_1$ |
| 8    | 0.0  | 0.182| 0.274          | -2.234| 0.016         | 0.0  0.172 0.470 | (0) 0.001 $\xi_2, q_1$ |
| 9    | 0.0  | 0.183| 0.273          | -2.234| 0.01          | 0.0  0.173 0.469 | (0) 0.001 $\xi_2, q_1$ |
| 10   | 0.0  | 0.183| 0.272          | -2.234| 0.006         | 0.0  0.174 0.468 | (0) 0.001 $\xi_2, q_1$ |
| 11   | 0.0  | 0.18277| 0.27174     | -2.2340| 0.0025      | 0.0  0.1749 0.4663 | (1) 0.0003 $\xi_2, q_1$ |
Table 13 Vibration Isolator Design, Case (1)  
(Hybrid Method)

| iter | $b_1$ | obj.  | $||\delta b^1||$ | $||\delta a^1||$ | max | tight constraint, $g(a)$ |
|------|------|-------|------------------|-----------------|-----|--------------------------|
| 0    | 0.15 | 58.4  | 22.35            | (5)0.0017       |     | $g_1(.865)$              |
| 1    | 0.1507 | 30.84 | 22.31            | (0)0.006        |     | $g_1(.849)$              |
| 2    | 0.1511 | 22.78 | 9.04             | (1)0.0018       |     | $g_1(.835), g_1(1.074)$  |
| 3    | 0.1636 | 21.18 | 3.44             | (0)0.01         |     | $g_1(.835), g_1(1.074)$  |
| 4    | 0.1761 | 21.19 | 4.38             | (1)0.0001       |     | $g_1(.851), g_1(1.054)$  |
| 5    | 0.1636 | 21.12 | 2.88             | (0)0.0016       |     | $g_1(.843), g_1(1.065)$  |
| 6    | 0.1685 | 21.07 | 0.07             | (0)0.0004       |     | $g_1(.848), g_1(1.059)$  |
| 7    | 0.1686 | 21.06 | 0.03             | (0)0.2(-5)      |     | $g_1(.848), g_1(1.059)$  |
| 8    | 0.16857| 21.060| 0.02             | (0)0.8(-6)      |     | $g_1(.848), g_1(1.059)$  |
| iter | $b_1$  | obj.  | $||\delta b^1||$ | $||\delta a^1||_{max}$ | tight constraint, $\xi_i(a)$ |
|------|--------|-------|------------------|------------------------|-------------------------------|
| 0    | 0.15   | 37.8  | 19.99            | (4)0.0015               | $g_1(0.9)$                    |
| 1    | 0.1494 | 24.27 | 19.95            | (0)0.0015               | $g_1(0.9)$                    |
| 2    | 0.1487 | 19.25 | 19.89            | (0)0.0003               | $g_1(0.9)$                    |
| 3    | 0.1480 | 17.89 | 11.53            | (0)0.0002               | $g_1(0.9), g_1(1.088)$        |
| 4    | 0.1310 | 16.75 | 4.28             | (0)0.0015               | $g_1(0.9), g_1(1.112)$        |
| 5    | 0.1161 | 16.73 | 5.63             | (0)0.0007               | $g_1(0.9), g_1(1.13), g_2(0.94)$ |
| 6    | 0.1310 | 16.69 | 4.20             | (0)0.001                | $g_1(0.9), g_1(1.112)$        |
| 7    | 0.1223 | 16.62 | 1.34             | (0)0.0002               | $g_1(0.9), g_1(1.12), g_2(0.94)$ |
| 8    | 0.1271 | 16.62 | 1.85             | (0)0.0001               | $g_1(0.9), g_1(1.115)$        |
| 9    | 0.1251 | 16.61 | 0.50             | (0)0.1(-4)              | $g_1(0.9), g_1(1.118)$        |
| 10   | 0.1247 | 16.61 | 0.27             | (0)0.1(-6)              | $g_1(0.9), g_1(1.118)$        |
| 11   | 0.1244 | 16.61 | 0.09             | (0)0.4(-6)              | $g_1(0.9), g_1(1.118)$        |
| 12   | 0.1244 | 16.61 | 0.03             | (0)0.7(-6)              | $g_1(0.9), g_1(1.119)$        |
| 13   | 0.12432| 16.605| 0.009            | (0)0.6(-6)              | $g_1(0.9), g_1(1.119)$        |
Table 15  Five Degree-of-Freedom Vehicle Problem

(Hybrid Method)

<table>
<thead>
<tr>
<th>iter</th>
<th>( b_1 )</th>
<th>( b_2 )</th>
<th>( b_3 )</th>
<th>( \text{obj.} )</th>
<th>( | \delta b | )</th>
<th>( | \delta a | )_{\text{max}}</th>
<th>\text{violated } g_i(a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>16.741</td>
<td>1.0</td>
<td>(4)0.15</td>
<td>( g_1(0.5) )</td>
</tr>
<tr>
<td>1</td>
<td>0.288</td>
<td>0.309</td>
<td>0.216</td>
<td>8.259</td>
<td>1.0</td>
<td>(4)0.15</td>
<td>( g_1(1.01) )</td>
</tr>
<tr>
<td>2</td>
<td>0.394</td>
<td>0.401</td>
<td>0.236</td>
<td>5.191</td>
<td>0.99</td>
<td>(4)0.15</td>
<td>( g_1(0.95), g_1(1.3) )</td>
</tr>
<tr>
<td>3</td>
<td>0.527</td>
<td>0.502</td>
<td>0.268</td>
<td>3.554</td>
<td>0.99</td>
<td>(4)0.15</td>
<td>( g_1(0.96) )</td>
</tr>
<tr>
<td>4</td>
<td>0.688</td>
<td>0.619</td>
<td>0.315</td>
<td>2.637</td>
<td>0.95</td>
<td>(4)0.15</td>
<td>( g_1(0.96) )</td>
</tr>
<tr>
<td>5</td>
<td>0.873</td>
<td>0.753</td>
<td>0.385</td>
<td>2.107</td>
<td>0.85</td>
<td>(4)0.15</td>
<td>( g_1(0.96) )</td>
</tr>
<tr>
<td>6</td>
<td>1.068</td>
<td>0.894</td>
<td>0.475</td>
<td>1.803</td>
<td>0.66</td>
<td>(4)0.002</td>
<td>( g_1(0.97) )</td>
</tr>
<tr>
<td>7</td>
<td>1.251</td>
<td>1.024</td>
<td>0.572</td>
<td>1.635</td>
<td>0.47</td>
<td>(1)0.003</td>
<td>( g_1(1.027) )</td>
</tr>
<tr>
<td>8</td>
<td>1.396</td>
<td>1.124</td>
<td>0.657</td>
<td>1.551</td>
<td>0.31</td>
<td>(0)0.047</td>
<td>( g_1(1.098) )</td>
</tr>
<tr>
<td>9</td>
<td>1.493</td>
<td>1.185</td>
<td>0.720</td>
<td>1.520</td>
<td>0.15</td>
<td>(2)0.3(-3)</td>
<td>( g_1(1.238) )</td>
</tr>
<tr>
<td>10</td>
<td>1.536</td>
<td>1.195</td>
<td>0.755</td>
<td>1.514</td>
<td>0.096</td>
<td>(0)0.06</td>
<td>( g_1(1.496) )</td>
</tr>
<tr>
<td>15</td>
<td>1.067</td>
<td>1.110</td>
<td>0.638</td>
<td>1.504</td>
<td>0.062</td>
<td>(0)0.002</td>
<td>( g_1(1.484) )</td>
</tr>
<tr>
<td>20</td>
<td>1.740</td>
<td>1.052</td>
<td>0.942</td>
<td>1.497</td>
<td>0.14</td>
<td>(0)0.036</td>
<td>( g_1(1.593) )</td>
</tr>
<tr>
<td>25</td>
<td>1.775</td>
<td>0.857</td>
<td>0.974</td>
<td>1.466</td>
<td>0.08</td>
<td>(5)0.04</td>
<td>( g_1(1.633) )</td>
</tr>
<tr>
<td>30</td>
<td>1.838</td>
<td>0.989</td>
<td>1.005</td>
<td>1.492</td>
<td>0.031</td>
<td>(0)0.016</td>
<td>( g_1(1.493) )</td>
</tr>
</tbody>
</table>
Table 16  Chebyshev Approximation Problem

(Hybrid Method)

| iter | \( b_1 \) | \( b_1 \) | obj. | \( ||\delta b|| \) | \( ||\delta a||_{max} \) | violated \( g_1(a) \) |
|------|------|------|-----|--------|-----------------|-----------------|
| 0    | 0.7  | 0.3  | -0.4| -2.4   | 0.13(-4)        | 0.6(-2)         | \( g_1(1.0) \) |
| 1    | 0.7  | 0.3  | -0.4| -2.4   | 0.13(-4)        | 0.6(-2)         | \( g_1(1.0) \) |
| 2    | 0.7326| 0.3044| -0.377| -2.399| 0.14(-2)        | 0.3(-2)         | \( g_1(0.), g_1(1.0) \) |
| 3    | 0.7038| 0.2993| -0.4046| -2.399| 0.10(-4)        | 0.3(-2)         | \( g_1(0.), g_1(1.0) \) |
| 4    | 0.7060| 0.2930| -0.3978| -2.399| 0.11(-5)        | 0.8(-3)         | \( g_1(0.), g_1(1.0) \) |
| 5    | 0.7058| 0.2937| -0.3988| -2.399| 0.27(-6)        | 0.6(-3)         | \( g_1(0.), g_1(1.0) \) |
5.7 Comparison of Computational Effort

In this section, the effect of the dimension on the overall number of arithmetic operations will be given, in an approximate way. The count given denotes the number of multiplications. Nearly the same number of operations of addition or subtraction is necessary. Operations such as division and logic are not included here.

The computational effort of one iteration, for a full second order algorithm, is proportional to

\[ s \text{ with a factor of } (n^2m^2 + nm^2p + n^2p^2 \ldots), \]
\[ \text{plus } (\text{STATE, } G, \text{ MATINV}(p), \text{ GAUSS}(p), \text{ Q, MATINV}(q)), \]
\[ n^2 \text{ with a factor of } (sm^2 + 4\tilde{n}p \ldots), \]
\[ m^2 \text{ with a factor of } (s(n^2 + np + p^2) \ldots), \]
\[ p^3 \text{ with a factor of } (s(n + q) \ldots), \]
\[ p^2 \text{ with a factor of } (s(n^2 + m^2 + q^2) \ldots), \]

and \( \tilde{n}^2 \) with a factor of \((s + 2n \ldots)\). Also, \text{GAUSS}(n+\tilde{n})\) is necessary as many times as the iterations of Newton's method.

In the above, \( n, m, \) and \( p \) denote the number of design variables, state variables, and free parameters, respectively. The numbers \( s, \tilde{n}, \) and \( q \) are the number of inner problems, active design variable constraints, and active free parameter constraints, respectively; \text{STATE}\) solves the state equations and calculates necessary derivatives; \( G \)
and \( Q \) denote the function evaluations of \( p \)'s and \( q \)'s;
MATINV(p) denotes a p-dimensional matrix inversion; and GAUSS(p) denotes a p-dimensional linear equation solver. The notation \( \cdots \) implies lower order terms are neglected, where \( n > m > p \) is assumed.

In the case of the first order algorithm, the computational effort of one iteration is proportional to \( s \), with a factor of \( (nm + (m+2n)p + \tilde{r}^2 \cdots) \) plus \( \{\text{STATE, } G, Q, \text{ GAUSS}(\tilde{r})\} \), and \( \tilde{r}^2 \) with a factor of \( \{s + 2n \cdots\} \).

It is noted that the increase of computational effort for the second order algorithm, compared with that of first order, is enormous and it depends on the convergence of the Newton's method. For the hybrid method (3), the only increase in the computational effort will appear in the solutions of inner problems.

5.8 Conclusions

In this chapter, modifications of the algorithms described in previous chapters have been presented. The hybrid method (3), which is essentially of first order, has been found quite effective. This is because it makes use of both the advantage of sensitivity information and the reliability of first order outer procedure.

A second order method of solution for a nonlinear programming problem has been discussed in detail, which has appeared in the sensitivity analysis in Section 4.2. Also an application of sensitivity analysis to an optimal design
problem, where state equations are given implicitly by a minimum principle, is discussed.
CHAPTER 6
IMPLEMENTATION AND PROGRAMMING

6.1 Introduction

In this chapter, the description of a computer program, based on the second order algorithm developed in Chapter 4, is given. The program for the first order algorithm can be obtained by removing all the statements involving second order derivatives. A schematic flow chart of the second order algorithm follows a general description of the program. In the following, Newton's method may be replaced by the gradient projection method for the first order outer procedure, i.e., methods (1), (2), and (3). The other modifications are self-evident from Chapter 5.

The algorithms discussed in the previous chapters are rather complicated. This is due partly to the complexity of the problem formulation, but also to the complexity of the underlying method, i.e., the gradient projection method which needs delicate computational skills.

In this chapter, the second order algorithm is conveniently divided into several subalgorithms, or subprocedures. Unfortunately, most of subprocedures work nicely only for problems that have special properties.
In the present thesis, the algorithm is motivated by engineering purpose and is numerical solution oriented. Hence, the major contents of the present chapter are based on numerical experience with a number of engineering problems and contains the description of parameter choice for implementation, a discussion of difficulties involved, and an inclusion of a heuristic step for certain types of problems. As is true with the rather well established methods of solving nonlinear programming problems, such as the gradient projection method, method of feasible directions, and various other steepest descent techniques, there is a trade-off between being mathematically precise and reducing the amount of computational and programming effort.

6.2 Description of Computer Program

6.2.1 Simplified Block Diagram of POD Algorithm

As shown in Figure 7, the whole program consists of five major steps. With the estimated designs and parameters, derivatives and function values are calculated by subroutines. After checking the constraints, various matrices involved in the theoretical algorithm of the previous chapter are constructed. If necessary, a maximization procedure is executed, using the matrices calculated
Figure 7  Simplified Block Diagram of POD
above. The Newton's method is applied to solve for design modifications and Lagrange multipliers. As is the case in the algorithm developed in the previous chapter, signs of the multipliers corresponding to inequality constraints must be checked. If some are negative, associated constraints are eliminated and the active constraint set is redefined. A stopping criteria is checked and iteration is terminated, or is continued with improved designs and free parameters. In the following sections, these major steps are described in detail.

6.2.2 Explanation of the Major Steps

(1) If state equations are involved, a subroutine (STATE) is constructed to solve for the values of state variables and the matrices described in Appendix D. Subroutines are constructed for the functionals of subproblems, in order to construct the necessary derivatives and functional values. At this stage, the constraint functionals are checked for violations. Even though a parametric constraint is strictly satisfied, it is necessary to retain all derivatives required to adjust the worst case, since the maximum point is going to be changed in later steps, and may become an active constraint. It is observed in nonlinear programming that if the iterates are near the solution, the active set remains the same during the iterations. In this case the inactive set can be dropped,
eliminating unnecessary computations. Caution is necessary to retain the global maximum of the subproblem, when it is not a concave programming problem.

(2) With the return of derivatives and function values from the appropriate subroutines, the various matrices in Eqs. (4.15), (4.16), (4.17), and (4.17) are constructed. In constructing the matrices $t^*$ and $L^*$ in Eq. (4.14), the active constraints are defined through use of an $\epsilon$-active index set, introduced in Section 2.4.2. By removing all the inequalities, $g_1 + \lambda_1^T \delta b + \frac{1}{2} \delta b^T L_1^* \delta b - K_1^* < 0$, for which $g_1 < 0$, a zigzagging phenomenon would take place. To reduce this phenomenon, constraints with sufficiently negative values are removed, keeping weakly negative and strictly violated constraints in the active set. The same idea can be used for $\alpha$-constraints.

With these index sets defined, the derivative matrix of Eq. (4.23) is constructed.

(3) In solving the algebraic Eqs. (4.20), (4.21), and (4.22) for $\delta b_1$, $\lambda_1$, and $\gamma$ by the Newton's method, an initial estimate is made according to the suggestion in Section 4.3. From Eq. (4.24), $||\delta b_1||_{W_b} = \delta b_1^T W_b \delta b_1$ is calculated, and used as a stopping criterion. Because of the nonlinearity of the equations, no unique solution is expected. Among those solutions that exist, the solution giving the smallest value of $\delta b_1^T W_b \delta b$ is chosen.
(4) With the designs fixed, a "sufficiently" accurate maximum point for each subproblem is often desired, during the iterations as well as at the beginning of the optimization process, even though the second order algorithm achieves maximization, as Eq. (4.7) shows. For this purpose one may go through the outer iterations to compute the vector C of Eq. (4.7), without calculating irrelevant matrices. This step is denoted as the maximization procedure in Figure 7. The expression for the vector C in Eq. (4.7) is shown to be different from that obtained from the first order gradient projection method (See Section 2.4), only in the matrix ♦ of Eq. (4.11). This similarity arises from the fact that the α-constraint was expanded only up to first order terms, in Eq. (4.5). The algebraic signs of the multipliers associated with the α-constraints, given in Eq. (4.10), must be checked.

The estimation of the undetermined constant v, which determines stepsize, will be considered in the next section.

(5) The solution of the algebraic equations (4.20), (4.21), and (4.22), may not be the desired solution of the approximate problem. One has to satisfy the positivity conditions of the multipliers. Hence, the next step is a check of the signs of these multipliers, including the multipliers corresponding to the α-constraints.
Since these multipliers are implicitly related, one is not sure whether the removal of any $\alpha$-constraints corresponding to negative multipliers can make the negative multipliers corresponding to the $b$-constraints positive. At this stage, the question is not settled.

In the present program, the multipliers corresponding to the $\alpha$-constraints, $\nu$, are checked first. If some are negative, removal of the $\alpha$-constraints corresponding to these negative multipliers follows. At the same time, the sign of multiplier, $\lambda$, corresponding to $b$-constraints is checked. Next, if $\gamma$ is negative, the stepsize constraint is removed.

(6) With all multipliers nonnegative, the design and free parameters are updated by adding the increment formed from the Newton procedure, and Eq. (4.7).

By the solution $\tilde{b}$ and $\tilde{\alpha}_1$ of POD, one means that for fixed $\tilde{b}$, $\tilde{\alpha}_1$ is the maximum point of $g_1$, under the $\alpha$-constraints. Hence, $||\delta a^1||$ should be zero (See Section 2.4). For fixed $\tilde{\alpha}_1$, $\tilde{b}$ is the minimum point of the objective function subject to the $b$-constraints, satisfying $||\delta b^1|| = 0$. 
6.3 Various Other Devices

6.3.1 The Choice of the Multiplier $v$

In Eq. (4.11), the constant $v$ must be known to obtain the matrices $D$ and $C$. It is known that in the first order gradient projection method, the multiplier associated with the stepsize restriction is inversely related to the stepsize in the direction of steepest descent [33]. Like the other multipliers, $v$ could be determined in the first order method by using the stepsize restriction, considered as equality instead of inequality. The stepsize restriction, however, has an undetermined constant $\xi^2$, yet to be decided. In practice, one chooses the stepsize $v$ and lets $\xi^2$ be determined accordingly.

In the first order gradient projection method, since $v$ is the inverse of the stepsize, it is sometimes easy to estimate a value for $v$ based on physical considerations. For the present formulation, however, since $v$ does not have an explicit physical interpretation, one must choose $\xi^2$ in Eq. (4.6) and have $v$ determined correspondingly. The situation here does not allow one to compute $v$ exactly. An approximate estimation is suggested.

Consider the second order maximization described in Section 5.3. From Eq. (5.4), whatever value of $v$ is chosen (assuming that this can assure a small step, $\delta u$), the term compensating the constraint error, $\phi^{-1}M_q\delta q$, is determined
accordingly. By this observation, let the value of \( v \) be determined with the \( \alpha \)-constraints neglected. Even in this unconstrained case, the optimality of this multiplier as related to stepsize is conditional, as long as the choice of \( \xi^2 \) is not optimal. The value of this multiplier, however, can indicate the order of magnitude of the multiplier for the subproblem with the \( \alpha \)-constraints included.

A procedure for finding the multiplier for the subproblem with \( \alpha \)-constraints neglected follows. With \( \delta b = 0 \), this procedure is exactly that of determining the constant for the Newton's method of maximization, described in Section 5.3. It was noted that the approach there gives a different point of view from those in the literature [45, 34]. In this literature, \( v \) is determined so that the combined matrix \( \Phi \) has the property of definiteness, for convergence. Hence, an eigenvalue analysis or decomposition of matrices is necessary for the determination of the constant. In Section 5.3, it has been shown that \( v \) can be interpreted as the Lagrange multiplier for the stepsize restriction. Hence, in the following, \( v \) will be determined in terms of \( \xi \) as a Lagrange multiplier.

For problems that are linear in \( \delta \alpha \), one has from Eq. (5.1), to maximize

\[
A^T \delta \alpha
\]  

subject to
\[ \delta \alpha^T W_\alpha \delta \alpha \leq \xi^2. \quad (6.2) \]

Since the objective is linear, the inequality constraint can be replaced by an equality. Putting

\[ \delta \alpha = \frac{W_\alpha^{-1}}{2} A, \quad (6.3) \]

one may determine

\[ v = \frac{A^T W_\alpha^{-1} A}{2}. \quad (6.4) \]

For problems that are quadratic on \( \delta \alpha \), one has, from Eq. (5.1), to maximize

\[ A^T \delta \alpha + \frac{1}{2} \delta \alpha^T \overline{AA} \delta \alpha, \quad (6.5) \]

subject to

\[ \delta \alpha^T W_\alpha \delta \alpha \leq \xi^2. \quad (6.6) \]

From Eq. (5.4), one finds

\[ \delta \alpha = -\overline{(\overline{AA} - 2v W_\alpha)^{-1} A}. \quad (6.7) \]

To find \( v \) for this problem, an iterative scheme is employed. Let

\[ h(v) = -\overline{(\overline{AA} - 2v W_\alpha)^{-1} A}. \quad (6.8) \]

Assume a \( v^0 \) to get the direction \( h = h(v^0) \) and maximize the objective along \( h \) to find \( \delta \alpha^0 = \beta h(v^0) \), where \( \beta > 0 \). That is, maximize

\[ \delta g = \beta A^T h + \frac{\beta^2}{2} h^T \overline{AA} \cdot h, \quad (6.9) \]

subject to

\[ \beta^2 h^T W_\alpha h \leq \xi^2. \quad (6.10) \]

Now, for the equality case

\[ \beta = \frac{\xi}{\sqrt{h^T W_\alpha h}}. \quad (6.11) \]
For the inequality case, 
\[ A^T h + \beta h^T AA \cdot h = 0, \]
so 
\[ \beta = - \frac{A^T h}{h^T AA \cdot h}. \]  
(6.12)

By choosing the smaller, nonnegative \( \beta \) from the above, one has 
\[ \beta h(v^0) = -(\overline{AA} - 2vW_a)^{-1}A, \]
or solving for \( v \), 
\[ v = \frac{\beta h^T AA \cdot h + h^TA}{2\beta h^T W_a \cdot h}, \]  
(6.13)

which is the improved value of \( v \). Defining the improved direction \( h = h(v) \), the procedure is repeated until the change of \( v \) is within a prescribed limit.

For the POD problem, the value of \( v \) chosen in this way is only an approximation, due to the presence of the term, \( B^T \delta b \), in Eq. (4.7), where \( \delta b \) is still unknown. As noted earlier, in the presence of \( \alpha \)-constraints, the error from the optimal \( v \) would be increased. This latter error, however, would not be significant as long as one could still move on the tangent plane of the active constraints.

Difficulties can be encountered when \( \xi^2 \) is too large. Such problems in the one dimensional case are shown in Figure 8. If \( \xi^2 \) is small enough, these difficulties can be avoided, but this may require excessive computing.

For the first case in Figure 8, there seems to be no
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solution except to use sufficiently small $\xi^2$ from the start. For the second case, one can reduce $\xi^2$ when oscillation is observed.

It is evident that, when oscillation occurs between two points, there exists a local maximum between the point points. To discover this oscillation, the inner product $-\delta a_{(1-1)^T}\delta a(1)/||\delta a_{(1-1)}|| \cdot ||\delta a(1)||$ is checked. If it is larger than a prescribed number, say 0.9, then oscillation is clearly occurring.

As an example of these difficulties, one may have a practical situation of the following form of constraints (which is the subproblem of POD):

$$a|z_1(a)| \leq z_2(a), \text{ for all } a \in A. \quad (6.14)$$

When $a > 0$, there is no difficulty. When $a < 0$ however, at a point where $z_1(a)=0$, one may have a local maximum point, where the derivatives are discontinuous (not satisfying the assumptions of POD). This will give an oscillatory behaviour around that maximum point.

6.3.2 A Suggestion on the Choice of $\gamma$ and $W_b$

In the gradient projection method with constraint error compensation, described in Section 2.4, there is an undetermined constant $n^2$ in the stepsize restriction given by Eq. (2.54). From Eq. (2.55), it is easily seen that the multiplier $\gamma$ is directly related to the stepsize. Since no optimal choice of $n^2$ is known, the precise
determination of \( \gamma \) has little meaning (Compare with the discussion in the previous section). Hence it might be possible to make \( \gamma \) nonzero by assuming that \( n^2 \) were adjusted such that \( \delta b^T W_b \delta b = n^2 \), still satisfying the condition \( \gamma (\delta b^T W_b \delta b - n^2) = 0 \), from the Kuhn-Tucker theorem. In reality, one can think that the stepsize restriction is always active, meaning that \( \gamma \) should be positive. Hence, in the following, \( \gamma > 0 \) will be assumed. Then, from Eqs. (2.54) and (2.62),

\[
n^2 > \delta b^T W_b \delta b = \frac{\delta b^1^T W_b \delta b^1}{4\gamma^2} + \delta b^2^T W_b \delta b^2, \tag{6.15}
\]

since \( \delta b^1^T W_b \delta b^2 = 0 \). This allows an explicit lower bound for \( \gamma \) such that

\[
\gamma > \frac{\delta b^1^T W_b \delta b^2}{2\sqrt{n^2 - \delta b^2^T W_b \delta b^2}}, \tag{6.16}
\]

where \( n^2 > \delta b^2^T W_b \delta b^2 \) is assumed. Otherwise, a compensation procedure, \( \delta b = \delta b^2 \), may first be necessary.

From computational experience, \( W_b \) is usually taken as a diagonal matrix such that

\[
\tilde{b}_i^T W_b \tilde{b}_i = 1, \ i = 1, \ldots, n, \tag{6.17}
\]

where \( \tilde{b}_i \) denotes the magnitude of the estimated design component and \( W_b \) denotes the diagonal element of \( W_b \). Then, \( n \) is taken between 0.01 and 0.1, at the beginning. Adjustment of \( \gamma \) during iterations often leads to a better convergence.
6.3.3 Preliminary Elimination Procedure

In some cases, the vectors $\mathbf{1}_j^j$, $j \in \mathcal{I}_e$, are not linearly independent, giving a singular matrix in Eq. (4.23). This usually happens when several candidates for local maximum points are assumed at the beginning, for the same $\mathbf{g}_1$. With poor initial estimates for designs and free parameters, there can be too many constraints violated. To prevent this from happening, a preliminary elimination procedure may be applied.

According to the theorem due to Fritz John (See Section 2.4), there can be at most $n$ (=dimension of the design variable vector) tight constraints, which are enough to characterize the solution point $\mathbf{b}$. Therefore, if there were more constraints violated than the number $n$, it might be useful to consider only the more "significant" constraints. Suppose $\mathbf{g}_1$ is violated and if $\nabla \mathbf{g}_1 \nabla T = \mathbf{1}_1^T \mathbf{1}_j^T > 0$, one may expect that after an iteration this violation would be compensated for, even though $\mathbf{g}_1$ is removed from the active set. Such constraints are, thus, deleted.

6.3.4 Merge Test

A "merge test" is given as often as required to check whether the assumed local candidate maximum points for $\mathbf{g}_1$ are near enough to give a singular matrix. Since one has to include every local maximum point in the effort to find
the global maximum point for $g_1$, there is a tendency to have more inner problems than are really necessary. The merge test is an important step to reduce the amount of computation by eliminating unnecessary inner problems, as well as preventing linear dependency of the gradients of $g_1$'s. For a check of nearness of two vectors, one may use the maximum norm of the difference vector.

6.4 Integration of the Algorithm

6.4.1 Introduction

Most of the steps described above need to be repeated iteratively to obtain accurate results. Consider the construction of a sequence $b^1$ converging to the limit point $\overline{b}$ by using another sequence $\delta b^1_1, \delta b^1_2, \cdots$, that converges to $\delta b^1$. One then puts $b^{i+1} = b^i + \delta b^i$. This latter construction may be termed a subalgorithm.

Theoretically, one can never compute the exact limit point. In practice, therefore, one has to truncate the construction of the sequence. If one lets the subsequence run too long for each (outer) iteration, one may be using more computer time than is really needed. On the other hand, if one truncates too soon, he may degrade convergence in the outer iteration. The best truncation procedure is not known. An approach to introducing a truncation procedure is described in [36], and is used in the present work.
Since one can measure the closeness of the current iterate to the limit point by a scalar quantity, one relates this quantity to the subalgorithm, such that a correspondingly accurate iterate for the subsequence is obtained. In reality, this quantity is not known until the limit point is obtained. In the algorithm model shown below, one reduces a scalar quantity from a given value by a predetermined ratio, until the value is less than a prescribed small number. Such an algorithm is cited in Figure 9 from [36], where \( S(\epsilon, b^1) \) denotes the subalgorithm, \( c(b^1) \) is a scalar quantity that relates the closeness of the current \( b^1 \) to \( b \), \( a > 0 \), \( \beta \epsilon(0,1) \), \( \epsilon_0 > 0 \) and \( \epsilon_s \epsilon(0, \epsilon_0) \) are predetermined numbers. In certain cases, the regular reducing of \( \epsilon \) by fixed ratio \( \beta \) would result in slow convergence. In this case, the algorithm can be modified by choosing \( \beta \) differently after each iteration. Such a modification is included in the present program.

The truncation procedure, as explained in this section using a decreasing \( \epsilon \), will be termed an \( \epsilon \)-procedure. A convergence property for this algorithm is described in the same reference, under assumptions originally due to Zangwill [48].
Figure 9  An $\epsilon$-procedure for an Algorithm $S(\epsilon,b^1)$
6.4.2 Application of the $\varepsilon$-procedure to POD

For the present problem, the Newton's method employed to generate $b+\delta b$ will be identified as a subalgorithm $S(\varepsilon,b)$, with the $\varepsilon$ involved in the stopping criterion for the Newton's method. The scalar quantity $c(b^1)$ will be identified as $||\delta b^1||$. For a normal problem, the Newton's method should generate points such that $||\delta b^1||$ is reduced. But for POD, several other procedures are involved and often some elements $b^1$ of the sequence, generated during the iterations, are not even feasible points, obscuring the convergence. Convergence is further obscured due to the convergence property of the Newton's method itself, especially for global convergence.

The same type of $\varepsilon$-procedure as applied to the Newton's method above can be used in the truncation of the sequence generated by the maximization procedure and in the sign check of the various multipliers corresponding to $\varepsilon$-active constraints. For the latter procedure, the subalgorithm is similar to that described in [36], except that for the present computer program the Lagrange multipliers and $\delta b$ are calculated by another subprocedure, the Newton's method. Thus the overall algorithm for POD contains several subprocedures, interwoven and nested in such a way that it is much more complex than conventional algorithms for nonlinear programming.
The essential part of the flow chart of the POD program is shown schematically in Figure 10. Major subalgorithms are as follows. Loop (1) denotes a Newton's method, whose number of iterations depends on the parameter $c_A$, which, in turn, is reduced by a factor of $\beta e(0,1)$ when $b^1$ is near the solution. Loop (2) denotes the sign check of various multipliers. Here, also, a slight negative value of multipliers, by an amount of $\epsilon_A$, is considered to satisfy the positivity condition. Whenever the accuracy of the maximum point, compared with that of design variable is poor, the maximization procedure denoted by Loop (3) is executed until an accuracy of $\epsilon_B$ is obtained. In this case, the branching variable MAX is set equal to one. In some situations, a regular decrease of $\epsilon_A$ by a constant factor $\beta$ is inefficient, resulting in too much time in Loop (4), which decreases $\epsilon_A$ to an acceptable value $\epsilon_s$. To check whether this is the case, a rapid decrease in $\epsilon_A$ is inserted in Loop (4) by use of the branching variable IEADJ. When this rapid decrease in $\epsilon_A$ does not stop the program, the original value of $\epsilon_A$ stored in $\epsilon_\Delta$ is recovered. The variables, ITNEW, INNER, IMAX, and ITER register the number of iterations for the subalgorithms, and are supposed not to exceed given allowable numbers, although not explicitly expressed in the flow chart.
**Figure 10 Schematic Flow Chart of POD**

1. **ITER=0, IEADJ=0, \( \varepsilon_A, \varepsilon_B, \varepsilon_S, B \)**
2. **IMAX=0**
3. **INNER=0**
4. **Derivatives for \( g \) and \( q \)**
5. **\( \varepsilon_A \)-active set**
6. **ITNEW=0**
7. **Newton's Procedure**
   - \( \frac{1}{\delta b} \) \( \times \) \( \varepsilon_A \)
   - \( \delta b, \lambda, \gamma, \mu \)
   - **INNER=INNER+1**
   - \( \mu \)-check
   - \( \lambda \)-check
   - **\( \gamma \)-check**
8. **\( \delta a \) MAX=1**
9. **IMAX=IMAX+1**
10. **\( |\delta a| < \varepsilon_B \)**
    - **MAX=0**
    - IF **IEADJ=1**, **IEADJ=0**
11. **\( \delta b \) MAX=1**
12. **IF **IEADJ=0, \( \varepsilon_A=\varepsilon_S \)**
    - **ITNEW=ITNEW+1**
13. **\( \delta a \) MAX=1**
14. **IF **IEADJ=0, \( \varepsilon_B=\varepsilon_S \)**
15. **STOP**
16. **\( \varepsilon_A=\varepsilon_A', \varepsilon_B=\varepsilon_B' \)**
17. **F \( \delta b \)**
18. **STOP**
19. **b=b+\delta b**
6.5 Conclusions

A simplified block diagram of the algorithm developed in Chapter 4 has been described. Several suggestions regarding selection of parameters in the algorithm have been given, based on numerical experience. It is pointed out that the conclusions of the present chapter draw on experimental results. Mathematical investigation of the algorithms developed, thus, must be a subject of future study.
CHAPTER 7
SUMMARY AND CONCLUSIONS

In this thesis, parametric optimal design problems, motivated from the concept of environmental parameters, have been defined. Solution algorithms have been developed and applied to the solution of a series of approximate problems.

The basic theoretical tool employed is the implicit function theorem, applied to the state equations and the expansion procedure described in Sections 2.1.3 and 2.4.6. Algorithms are generated, based on different precision of approximations. In Chapter 3, a first order algorithm is developed, which is equivalent to the alternating maximization and minimization technique for min-max problems. Numerical examples show that, although convergence is slow near the solution, the method is reliable.

In Chapter 4, a second order approximation has been utilized. The inclusion of second order terms is motivated from the desire to adjust the maximum points in accordance with the change in the design variable. This latter idea leads directly to sensitivity analysis for the maximum point. It has been pointed out that this analysis gives a first order feedback law for the inner problem.
This relation is essential to developing various other types of alternative methods. The numerical results given in Chapters 4 and 5 show that, near the solution, this procedure converges rapidly. During the sensitivity analysis in Section 4.2, a compensating term for the error in the nominal maximum point is found to be the same as that obtained from a second order method of solving a nonlinear programming problem. This method of maximization gives a different point of view for the damping factor, as appeared in a damped Newton's method [45,47]. In Chapter 5, the possibility of some other variations to the first and second order algorithms has been discussed, with numerical solutions of example problems presented.

Numerical experimentation with the algorithms shows that their success is problem dependent. That is, the structure of the specific problem and the nature of the functions involved are determining factors. Also, it has been shown in Chapter 6 that the choice of parameters in the algorithm, for a given problem, is crucial.

Table 17 summarizes the general features of the various algorithms, based on the numerical experimentation. In general, the algorithms work well, although there is room for further development. It is hoped that the present development of algorithms; based on the idea of expansion procedures, sensitivity analysis with error compensation, and second order methods of maximization; will
motivate theoretical as well as practical investigation of
the parametric optimal design problem.
<table>
<thead>
<tr>
<th></th>
<th>1-st order algorithm</th>
<th>Hybrid method</th>
<th>2-nd order algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. reliability</td>
<td>excellent</td>
<td>excellent</td>
<td>dependent on initial estimates and problem structure</td>
</tr>
<tr>
<td>2. convergence*</td>
<td>slow</td>
<td>good</td>
<td>fast</td>
</tr>
<tr>
<td>3. programming</td>
<td>simplest</td>
<td>simple</td>
<td>complicated</td>
</tr>
<tr>
<td>difficulty</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. computational</td>
<td>small</td>
<td>reasonable</td>
<td>large</td>
</tr>
<tr>
<td>effort</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. underlying</td>
<td>gradient projection</td>
<td>2-nd order maximization, sensitivity analysis, gradient projection</td>
<td>2-nd order maximization, sensitivity analysis, Newton's method</td>
</tr>
<tr>
<td>methods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. separate</td>
<td>essential</td>
<td>not essential</td>
<td>not essential</td>
</tr>
<tr>
<td>maximizations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. overall</td>
<td>good</td>
<td>better</td>
<td>problem dependent</td>
</tr>
<tr>
<td>justification†</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*The rate of convergence appears to approach that of the first order method (steepest descent) and second order method (Newton's method) of NLP, as the nominal design approaches to the solution. This is because the solutions of inner problems do not change very much and the POD problem behaves like a NLP problem.

†In general, quite problem dependent.
APPENDIX D

THE VARIATION OF g IN TERMS OF \( \delta b \) AND \( \delta a \)

Since it is assumed that the system of state equations is normal, i.e., \( \frac{\partial h}{\partial z} \neq 0 \), \( z = z(b, a) \), \( g(z, b, a) = G(b, a) \).

It is necessary, in Section 4.2, to calculate the derivatives of \( g(z(b, a), b, a) \) with respect to \( b \) and \( a \). By use of the chain rule of differentiation,

\[
\frac{\partial G}{\partial b} = \frac{\partial g}{\partial b} + \frac{\partial g}{\partial z} \frac{\partial z}{\partial b} \\
\frac{\partial G}{\partial a} = \frac{\partial g}{\partial a} + \frac{\partial g}{\partial z} \frac{\partial z}{\partial a} \\
\frac{\partial^2 G}{\partial b^2} = \frac{\partial^2 g}{\partial b^2} + \frac{\partial^2 g}{\partial b \partial z} \frac{\partial z}{\partial b} + \frac{\partial z}{\partial b} \frac{\partial z}{\partial b} \frac{\partial^2 g}{\partial b \partial z} + \frac{\partial z}{\partial b} \frac{\partial^2 g}{\partial b \partial z} \frac{\partial z}{\partial b} + \frac{\partial g}{\partial z} \frac{\partial^2 z}{\partial b^2} \\
\frac{\partial^2 G}{\partial a^2} = \frac{\partial^2 g}{\partial a^2} + \frac{\partial^2 g}{\partial a \partial z} \frac{\partial z}{\partial a} + \frac{\partial z}{\partial a} \frac{\partial z}{\partial a} \frac{\partial^2 g}{\partial a \partial z} + \frac{\partial z}{\partial a} \frac{\partial^2 g}{\partial a \partial z} \frac{\partial z}{\partial a} + \frac{\partial g}{\partial z} \frac{\partial^2 z}{\partial a^2} \\
\frac{\partial^2 G}{\partial b \partial a} = \frac{\partial^2 g}{\partial b \partial a} + \frac{\partial^2 g}{\partial b \partial z} \frac{\partial z}{\partial a} + \frac{\partial z}{\partial b} \frac{\partial^2 g}{\partial b \partial z} \frac{\partial z}{\partial a} + \frac{\partial z}{\partial b} \frac{\partial^2 g}{\partial b \partial z} \frac{\partial z}{\partial a} + \frac{\partial g}{\partial z} \frac{\partial^2 z}{\partial b \partial a}
\]

where

\[
(\frac{\partial g}{\partial z} \frac{\partial^2 z}{\partial b^2})_{ij} = \sum_{k} \frac{\partial g}{\partial z} \frac{\partial^2 z}{\partial b_k \partial b_j}, \text{etc.}
\]

Then, to second order terms

\[
\delta g = \delta G = \frac{\partial G}{\partial b} \delta b + \frac{\partial G}{\partial a} \delta a + \frac{1}{2} \frac{\partial^2 G}{\partial b \partial z} \delta b^2 + \frac{\partial^2 G}{\partial b \partial a} \delta b \delta a + \frac{1}{2} \frac{\partial^2 G}{\partial a^2} \delta a^2,
\]

which is the desired expression. Comparing this formula with Eq. (4.4), the matrices \( B, A, BB, AA, \) and \( BA \) are
identified.

To eliminate various derivatives of $z$ in the most general case, differentiation of $h(z,b,a)=0$ yields

$$\frac{\partial h}{\partial z} \frac{\partial z}{\partial a} + \frac{\partial h}{\partial b} = 0,$$

from which $\frac{\partial z}{\partial b}$ is obtained, either by solving sets of linear equations or computing $\frac{\partial z}{\partial b} = - (\frac{\partial h}{\partial z})^{-1} \frac{\partial h}{\partial b}$, if the inverse is available. Similarly,

$$\frac{\partial h}{\partial z} \frac{\partial z}{\partial a} + \frac{\partial h}{\partial a} = 0, \text{ or } \frac{\partial z}{\partial a} = - \left(\frac{\partial h}{\partial z}\right)^{-1} \frac{\partial h}{\partial a}.$$ 

Differentiating again,

$$\left(\frac{\partial z}{\partial b}\right)^2 \frac{\partial^2 h}{\partial b^2} + \frac{\partial^2 h}{\partial a^2} \frac{\partial z}{\partial a} + \frac{\partial h}{\partial b} \frac{\partial^2 h}{\partial b \partial z} + \frac{\partial^2 h}{\partial b \partial z} \frac{\partial z}{\partial b} + \frac{\partial z}{\partial b} \frac{\partial^2 h}{\partial z \partial b} = 0.$$ 

Hence,

$$\frac{\partial h}{\partial z} \frac{\partial z}{\partial b^2} = \frac{\partial^2 h}{\partial b^2} - \left(\frac{\partial^2 h}{\partial b \partial z} \frac{\partial z}{\partial a} + \frac{\partial h}{\partial b} \frac{\partial^2 h}{\partial b \partial z} \frac{\partial z}{\partial b} + \frac{\partial z}{\partial b} \frac{\partial^2 h}{\partial z \partial b} \frac{\partial z}{\partial a}\right) \frac{\partial z}{\partial a}.$$ 

Similarly,

$$\frac{\partial h}{\partial z} \frac{\partial^2 z}{\partial a^2} = \frac{\partial^2 h}{\partial a^2} - \left(\frac{\partial^2 h}{\partial a \partial z} \frac{\partial z}{\partial b} + \frac{\partial h}{\partial a} \frac{\partial^2 h}{\partial a \partial z} \frac{\partial z}{\partial b} + \frac{\partial z}{\partial a} \frac{\partial^2 h}{\partial z \partial a} \frac{\partial z}{\partial b}\right) \frac{\partial z}{\partial b},$$

and

$$\frac{\partial h}{\partial z} \frac{\partial^2 z}{\partial b \partial a} = \frac{\partial^2 h}{\partial b \partial a} - \left(\frac{\partial^2 h}{\partial b \partial z} \frac{\partial z}{\partial b} + \frac{\partial h}{\partial b} \frac{\partial^2 h}{\partial b \partial z} \frac{\partial z}{\partial b} + \frac{\partial z}{\partial b} \frac{\partial^2 h}{\partial z \partial b} \frac{\partial z}{\partial b} \right) \frac{\partial z}{\partial a}.$$ 

It is observed that if the dimension of the state variable $z$ is small, it may be computationally more profitable to compute $(\frac{\partial h}{\partial z})^{-1}$. In general, however, the computation is very time-consuming. As a close approximation, if the state equations are linearized as follows,

$$\frac{\partial h}{\partial z} \frac{\partial z}{\partial b} + \frac{\partial h}{\partial b} \frac{\partial z}{\partial a} = 0,$$
then, since the second derivatives of $z$ are zero, the computation is enormously reduced.
APPENDIX E

EQUIVALENCE OF LAGRANGE MULTIPLIERS OF NLP AND
THOSE OF ITS FIRST ORDER APPROXIMATE PROBLEM

The Lagrange multipliers for the approximate problem
are given by Eq. (2.56). At the solution \( \bar{b} \), \( \Delta g = 0 \). Hence,
\[
\lambda = -M^{-1}_{\Phi} \Phi W^{-1} \Phi J, \tag{E.1}
\]
where \( M_{\Phi} = \Phi W^{-1} \Phi \), and \( \Phi J \) and \( \Phi \) are calculated at \( \bar{b} \).
The subscript \( \Phi \) denotes the active constraints at \( \bar{b} \).

Now consider the original NLP given by Eqs. (2.43) and
(2.44) without equality constraints. At the solution \( \bar{b} \),
Kuhn-Tucker theorem assures the existence of multipliers
such that
\[
\frac{\partial H}{\partial b} = 0 = \frac{\partial f}{\partial b} + \lambda T \Phi \Phi, \tag{E.2}
\]
where \( H = f + \lambda T \Phi \), and the only possibly nonzero elements
are kept for \( \lambda \). That is, if \( g_j < 0 \), \( \lambda_j = 0 \) so the nonzero ele-
ments of \( \lambda \) correspond to the active constraints only. In
the notation of \( \Phi J \) and \( \Phi \) calculated at \( \bar{b} \),
\[
0 = \Phi JT + \lambda T \Phi \Phi T. \tag{E.3}
\]
Since the existence of \( \lambda \) is insured, postmultiplying
through by \( W^{-1} \Phi \) and transposing, one has
\[
(\Phi T W^{-1} \Phi \lambda = -\Phi T W^{-1} \Phi J, \tag{E.4}
\]
which gives multipliers \( \lambda \), same as obtained in Eq. (E.1).
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