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The research described has been directed toward a better understanding of raindrop damage to vehicles traveling at very high velocities with emphasis upon the erosion of ceramic-type radomes. An accelerator capable of impacting targets with short water jets at speeds up to Mach 5 is described. The validity of using high-speed liquid jets to simulate raindrop impact is demonstrated.

Topics covered include: drop energy-crater volume relations; oblique and multiple impacts; erosion rates; internal fracturing and spallation caused by stress waves; radome coatings; information from rocket sled tests; a theoretical analysis of the cratering process; motion of raindrops in the supersonic shock layer; probability modeling of erosion; and spatial and temporal variations of pressure exerted on the target surface by liquid impacts.
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SECTION I

INTRODUCTION

The requirement of an all-weather capability for high-speed aircraft, space shuttles, rockets, and missiles has made the protection of these systems from rain erosion a vital design factor. Supersonic collisions with raindrops pose a serious threat to both the structural integrity and electromagnetic performance of ceramic radomes.

A large number of papers and reports on this subject have been published over the past few years, including the proceedings of three international conferences on rain erosion and associated phenomena. Many of them have contributed toward a better qualitative understanding of the mechanism of rain erosion and its relationship to material properties. With the exception of some rocket sled tests, most of the research has been limited to relatively low velocities. In a state-of-the-art survey of raindrop erosion, Wheelahan [1] in 1967 found very little quantitative information available on damage caused by raindrops impacting at supersonic velocities. This is generally true today also. Published reports have included a great deal of experimental data and considerable theoretical work. Many of the theories, however, have been deduced from rather arbitrary assumptions. Contradictory empirical relations have been formulated. One only needs to read the discussions following many of the papers in the proceedings of the various rain erosion conferences to see that there is much disagreement among those who are working on this problem. There is considerable disagreement as to the forces that are actually responsible for the cratering and erosion resulting from liquid-solid interactions. According to Eisenburg [2], "There remains the mystery of which mechanism, shock waves or jet formation, is responsible for actual damage." Engel [3], Pyall [4], and others believe that the damage is produced by the introduction of shear and tensile stresses as a consequence of the high localized compressive forces exerted by the liquid.

Regimes of Impact Velocity

The various theories may not be as contradictory as they first appear. In the case of solid-solid impact, there are at least three, and perhaps
four, regimes of the impact phenomena as the projectile velocity increases. These are illustrated by the rather idealized curve of Figure 1 which shows the effect of velocity upon the penetrating power of projectiles into a ductile target. In the low-velocity range the penetration is strongly influenced by the strength of the two materials. In this region the penetration appears to increase as the \(4/3\) power of the velocity. A negligible amount of the projectile energy is converted into stress waves. As the projectile velocity is increased, there is greater deformation and fragmentation of the projectile. At some point there is no increase in crater depth with increased velocity; in fact the depth actually decreases, although the crater volume may continue to increase. There comes a point where the depth begins to again increase with velocity. The crater becomes more hemispherical in shape and the penetration is now roughly proportional to the \(2/3\) power of the velocity. It is clear that a transition region has been crossed. The new regime is usually called the hypervelocity-impact range. The most common criterion for the beginning of this regime is when the ratio of projectile velocity to that of a stress wave in the target material exceeds unity. At these velocities the stresses developed by the projectile's deceleration are much greater than the yield strength of either the projectile or target and the materials' densities affect the cratering process more than that of the other properties such as target and projectile strengths. If the velocity is further increased, an impact region is reached that is, as yet, relatively unexplored. It is called the range of impact explosions, for the tremendous amount of energy becomes sufficient to vaporize both the projectile and a small volume of the target. The partitioning of the projectile's kinetic energy among such items as mechanical deformation, heat generated, stress waves, ejected material, and perhaps vaporization; the influence of material properties; the effects of stress waves; and the mechanism of penetration and cratering are entirely different for the various impact regimes. It is apparent that there are also different mechanisms of erosion and cratering for liquid-solid impacts at various velocities. Whelahan [1] suggests that in the velocity range of 1000 to 3000 ft/sec, erosion rather than cratering is the dominant form of damage, but as the impact velocity is increased above a few Mach numbers the damage is primarily by cratering. Somewhere between these two types of damage there is obviously a region of transition. Those apparently
contradicting models mentioned may not be contradictory at all but each may apply at various impact velocities and for different materials. For a particular target material, the velocity-damage curves would be very different for liquid and solid projectiles but would probably converge in the hypervelocity range. If this be true, it will be possible to simulate the higher velocity liquid impacts with solid projectiles.

Scope of This Research

It is believed that the greatest insight into the mechanics of rain erosion is to be gained from experimental and semi-empirical investigations. This is sometimes called the quasi-theoretical approach. Experimental results are certainly necessary to establish the validity or limitations of theoretical analyses.

The major effort of this research has been directed toward an understanding of the erosion damage to ceramic-type radome materials under various environmental conditions. A large number of 5-inch-square slip-cast fused silica (SCFS) targets of various thicknesses were furnished by Mr. Philip Ormsby of the Army Missile Command, Redstone Arsenal. These were used in most of the experimental work which served as the basis for the majority of the empirical relations given in this report. Because of the relatively small size and sharp corners of these targets, they would crack under high-energy impact loads. Larger and thicker targets were requested so that larger raindrop sizes and higher radome velocities could be simulated. Four 12-inch-diameter, disk-shaped targets 1 inch thick were furnished by the Engineering Experiment Station at Georgia Institute of Technology. These targets were much softer than the original AMC targets. Craters in one of these targets, for example, averaged six times the volume of those in the original targets for identical impact conditions. This is mentioned because the reader may notice the wide differences in the data presented. Data determined from one of these targets could not be combined with those from another target, but data such as the effects of the impact angle or of multiple impacts are given when all are from the same target.

Two water jet accelerators were designed and constructed for use in the experiments. These are described in detail in Section II of this report. Both experimental and theoretical results are presented in
Section III to demonstrate the validity of using high-speed liquid jets to simulate raindrop impact.

Experiments to determine the spatial and temporal variations of the normal pressures exerted on the target surface by high-velocity liquid impacts are described in Appendix A. This information is essential to an understanding of the mechanics of cratering. Craters created by single high-speed jet impacts of SCFS targets are described and energy-volume relations are derived in Section IV. A theoretical model of the cratering process is presented in Appendix B, and fracture toughness—an important property of radome materials—is discussed in Appendix C.

Because rain-erosion damage to high-speed structures is caused by collisions with a large number of drops and because the eroded surface is usually at an angle to the direction of motion, oblique and multiple impacts are discussed in Sections V and VI. As the erosion rate is a function of the drop size distribution in a given rain field, and as any design criterion must be based upon the probability of failure, the derivations and analyses of these factors are given in Appendix D.

Although the rain field may be defined in terms of drop size distribution, velocity, direction, and duration, it cannot be assumed that this describes the conditions in the region between the shock wave of the supersonic radome and the radome surface. It has been shown that water drops passing through the shock wave may be fragmented, slowed down, and deflected before colliding with the surface. Appendix E gives a description of the motion of raindrops in the shock layer.

A high-velocity impact drives a stress wave into the structure. This wave may contribute to fractures at or near the point of impact, or may produce damage by reflection as a tensile wave from the target's rear surface. This problem is analyzed in Section VII and Appendix F. The effects of radome coatings on the potential damage resulting from the stress waves are discussed in Section VIII.

Three radomes that have been eroded by rocket sled tests in simulated rain fields at Holloman Air Force Base, New Mexico, have been examined. The damage has been analyzed, and the results are compared with the relations derived in this study. This is given in Section IX.

The findings of this research are summed up and conclusions stated in Section X. Areas in which more information is needed and recommended
further work are also included. The combined results of all phases of this work are included in the computer code REMRASS given in Appendix G.

It must be emphasized that the seven appendices are essential parts of this report. They were placed in a separate section because some of them were of necessity rather lengthy and because all persons reading this report may not be interested in all of the details given in all the various appendices. As these were prepared by different individuals, some variations in symbols and forms of equations will be found; however, the meanings of all symbols are defined in the text, and there should be no confusion on the part of the reader.
SECTION II
WATER JET ACCELERATOR

Accelerator Description

Devices similar to the one employed by Bowden and Brunton [5] of Cambridge University are used to accelerate small masses of water in the form of short supersonic jets [6]. Velocities as high as 5000 ft/sec are easily attainable, these being limited only by the physical strength of the apparatus.

The heart of the gun is the high-pressure cylinder, and its operation is illustrated schematically in Figure 2. As shown in the first drawing, a nylon piston (P) is inserted into the chamber, and the remainder of the chamber is filled with water (W). It has been found that efficiency and repeatability of this water gun require a tight fit between the piston and chamber. The front end of the piston is flared slightly, and it is pressed into the chamber as shown. The chamber is next filled with water, using a small hypodermic needle inserted in the nozzle. With the nozzle turned upward, water is injected until all air is expelled.

The piston is accelerated by means of a 0.22-caliber bullet (B) striking its base as shown in the second sketch, compressing the water to a very high pressure. This water pressure is so great that even cylinders made of stainless steel were deformed, and the chamber was expanded to the extent that it could not be used more than a few times, and repeatable results were not possible. Tool steel was next used, but it was too hard and the nozzle fractured on the first shot. After much experimentation, cylinders were finally made from a nickel-chrome steel truck axle and then hardened by heating and quenching in oil. These proved satisfactory and could be used for several hundred shots with good repeatability.

As the water is suddenly compressed, a very high-velocity jet is ejected through the nozzle, but before very much can escape, the pressure on the base of the piston is relieved, causing both the remaining water and the piston to rebound as shown in the last sketch. Only a small fraction of the water originally in the chamber is ejected through the nozzle, unless its diameter is very large, in which case the jet velocity would be small.
Details of the high-pressure cylinder and nylon piston are shown in Figure 3. An exploded view and photographs of the jet accelerator are shown in Figures 4 and 5, respectively. The closed box is between the gun muzzle and the high-pressure cylinder so that there will be no danger from the bullet as it ricochets. Holes are in the bottom of the box to permit the escape of gas from the blast.

Jet Damage

Photographs of the high-velocity jet are shown in Figure 6. The jet itself is not seen in these photographs as it is surrounded by vapor and small droplets as the water evaporates at this high velocity. Diameters of the jet and the vapor cloud at various distances from the nozzle are shown in Figure 7. In this case the jet velocity was about 3200 ft/sec, and the nozzle diameter was 0.0625 inch. The approximate limits of the vapor cloud were determined from photographs of the jet. The liquid jet diameter is assumed to be approximately that of the fracture diameter in Lucite. As seen, the cloud increases with the distance from the nozzle, and the water core decreases as more and more of it evaporates. In this case no visible fracture could be seen in the Lucite at distances greater than 3 inches from the nozzle.

In attempts to determine more accurately the liquid jet diameter, 0.25-inch lead plates were used as targets. Shadowgraphs of the jet penetration of a lead plate are shown in Figure 8. An interesting phenomenon can be observed in these pictures; namely, the flash of light visible in the first and third photograph. It must have been rather bright in order to be visible through the back jetting of the liquid. Two photographs of the lead targets are shown in Figure 9. The target in the lower photograph was approximately 1 inch from the nozzle. In this case of a lead target, the diameters of both the liquid core and the vapor cloud can be determined. Although the droplets in the cloud damaged the surface somewhat, it was very minor compared to the sharp perforation of the thick lead plate. The upper photograph shows the damage produced at a distance of 1.5 inches. The damage resulting from the cloud was less severe but covered a larger area, and the hole punched by the liquid was smaller than in the case of a 1-inch nozzle-target distance.
The type of damage caused by a jet varies with different materials, as illustrated in Figure 10 for targets of copper, aluminum, and Lucite. Figure 11 shows the familiar ring fractures on the surface of a Lucite target. The center portion of the surface was not affected. The lower photograph is of the sectioned target so that the depth of fracture can be seen. The photograph, cross-section, and depth contours of another crater in Lucite are shown in Figure 12.

**Bullet Velocities**

It was originally thought that better control of bullet velocities could be maintained by using hand-loaded shells. It was found, however, that the use of commercial shells gives satisfactory results except when higher jet velocities are required. Bullet velocities available from seven commercial and three hand-loaded shells are given in Figure 13. The maximum, minimum, and average velocities from approximately ten shots with each shell are shown. It was found that the Hy-Score 22BB caps (average velocity 925 ft/sec), the ELEY 22-LR TENEX (average velocity 1064 ft/sec), the Western SX22LR (average velocity 1283 ft/sec), and the hand-loaded Winchester cases with 4.2 grains of Unique powder (average velocity 1440 ft/sec) gave the velocity range required for most of the experiments.

**Effect of Nozzle Diameter**

Water velocities resulting from ELEY TENEX bullets striking 0.25-inch-diameter pistons were determined for various nozzle diameters ranging from 0.03125 to 0.09375 inch. The results are shown in Figure 14. The jet velocities decrease for larger diameters as expected. The velocities also decrease in the case of very small diameters, due probably to increased friction. The maximum velocity was reached with a 0.0625-inch nozzle. This diameter has been used in the majority of the experiments, not only because it gives the maximum jet velocity, but because any small variations in its size have negligible effect upon the results. The ratio of water to bullet velocity is 3.2 for these conditions. When larger jets are needed, a nozzle diameter of 0.09375 inch has been used. In this case the water-bullet velocity ratio is 2.8.
Relation Between Bullet Energy and Jet Velocity

The ratios of water to bullet velocities may be of interest, but because of the variation in bullet weights (18 to 45 grains), the relation between the kinetic energy of the bullet and the jet velocity is more significant. When the squares of the jet velocities were plotted as functions of bullet energies, the results were practically linear for piston diameters of 0.25 and 0.375 inch, as shown in Figure 15. It is seen that the greater jet velocities are generated with the smaller piston. As it is not practical to use pistons smaller than the bullets, the 0.25-inch diameter has been used in all experiments described in this report unless otherwise specified.

Amounts of Water Ejected from Nozzle

The water ejected was measured by simply placing the opening of a small can containing cotton over the nozzle, catching the water, and weighing it on a sensitive analytic balance. Immediately following each shot, the can opening was sealed to prevent the loss of any vapor. The container was weighed before and after each shot. The very small variation in weight for each condition was surprising. The results are shown on Figure 16. Each point represents one shot and shows the amount of water in the chamber and the amount ejected. The amount in the chamber was accurately determined by using a calibrated hypodermic needle to fill the nozzle. Most of the shots were made using 0.25-inch pistons, and nozzle diameters were 0.0625 and 0.09375 inch. The shells used are indicated. The water in the chamber averaged 0.5 gm, varying between 0.4 and 0.6. Because of the negligible variation in the amounts of water ejected, it was decided to fire some shots using pistons having a diameter of 0.375 inch and various lengths so that different amounts of water could be injected into the chamber. The results obtained were not as expected. Using ELEY TENFX bullets and a nozzle diameter of 0.0625 inch, the amount of water in the chamber was varied from about 0.4 to 1.2 grams but the amount of water ejected varied only from about 0.07 to 0.08 gram. As previously mentioned, only a small fraction of the water in the chamber is ejected from the nozzle. For the shots shown in this figure, this fraction ranged from about 5% when using the larger piston and smaller nozzle, to about 40% when using the larger nozzle and accelerating the smaller piston with a 204-ft-lb-kinetic-energy bullet.
Deflection of Steel Plates

Because of the very rough and irregular craters produced in materials such as Lucite and ceramics, and because their volumes depend greatly upon whether or not a piece of the fractured material remains in the crater or falls out, considerable variations in crater size are to be expected. For evaluating the effects of various parameters such as the distance between nozzle and target and the amount of water in the high-pressure chamber, it was believed that the deflections of metal plates that did not crater might give more reliable results than the volumes of craters. It was decided to use targets of stainless steel and to measure the displacement of the back surface. The photographs in Figure 17 show sections of two plates after jet impact. The lower plate was perforated by the jet.

The curves in Figure 17 show the deflection of the rear surface of 0.035-inch stainless steel plates as a function of the distance between the nozzle and the target. Western SX22LR and ELEY Tlep EX22LR bullets were used. It is seen that this distance is very critical. A small difference in the target location would cause a large difference in the amount of damage. High-speed photographs show the jet velocity to be the same at the various distances. This difference in damage must, therefore, be due to the change in the amount of water in the jet due to evaporation and the change in its diameter. The curves could not be extended for shorter nozzle-target distances as these targets were perforated.

The amount of water in the chamber was controlled by the piston length. The effect of the chamber water volume upon the plate deflection is shown in Figure 18. This shows that the amount of water injected into the chamber has negligible effect on the target damage unless the amount is so small that a well formed jet is not possible. This confirms the fact that the amount of water ejected is independent of the amount in the chamber.
SECTION III

JET SIMULATION OF RAINDROP IMPACT

Simulation Technique

There is perhaps no substitute for actual in-flight testing to determine the rain-erosion resistance of various materials. Because of the great number of problems encountered in such testing, a wide variety of simulation techniques have been developed. Multiple-impact methods such as those employing whirling arms, sleds, wind tunnels, and ballistics, as well as single-drop techniques, have been described by Fyall [7].

Because rain damage to high-speed structures is caused by collisions with a large number of drops, multiple-impact techniques would better simulate actual conditions. However, before a reliable design criterion for the protection of high-speed aircraft and missiles can be formulated, the fundamental mechanics of the erosion process must be investigated. Before the relations between rain damage and various parameters such as material properties, relative speeds, angles of impact, rainfall rates, and drop size distribution can be determined, the damage sustained by the impact of a single drop must be understood.

In single-impact studies, a drop of the liquid may either be placed in the path of a moving target or the liquid may be accelerated against the target material. Smith and Fyall [8] have achieved excellent results by the first method for velocities up to about 1000 ft/sec. The target material forms the nose section of a lightweight projectile fired from a compressed-gas gun at a drop suspended on an artificial web.

The accelerating of a liquid drop against the target poses several difficulties. In the first place, it is not possible to accelerate a sphere of water the size of a raindrop to a high velocity without the aerodynamic forces causing the drop to break up or shatter into a fine spray of small droplets. Even if the drop integrity could be maintained, it would probably not be desirable to do so. A short water jet may better represent the drop after passing through the shock wave of a supersonic radome than would a perfectly spherical drop. The excellent photograph of water drops between the shock wave and the target in Figure 19 was made by
Lankford and Leverance of the Naval Ordnance Laboratory [9]. These drops certainly have the appearance of jets. Similar photographs have been made by Ranger and Nicholls [10] and by Reinecke and Waldman [11].

Experimental Justification

The high velocities attainable with the jet gun make it a very attractive research tool for determining the erosion resistance of materials, and it seems that the use of the jet for simulating raindrop impact may be justified. First, the appearance of craters formed by the suspended drop method, those on radomes following sled tests, and those formed by jets are all very similar in appearance. Secondly, Brunton [12] has shown that only the head of the jet is responsible for damage to the target and that the diameter of the jet determines the duration of the load. Also, the length of the jet may not be as great as has been estimated. While it is true that water can be seen coming from the nozzle for a rather long period of time (Figures 6 and 8), this may be a negligible volume at a low velocity. If the measured ejected water (Figure 16) were concentrated into spherical drops, their "diameters" would be approximately the same as the diameters of the holes punched in the lead plates (Figure 9) when the targets were placed near the nozzle, so that impact occurred before there could be a breakup of the jet by aerodynamic forces. This seems to strongly suggest that the effective length of the jet is about the same as its diameter. This may also explain why the mass of the jet is independent of the amount of water in the high-pressure chamber.

Theoretical Results

The question may also arise as to the effect the jet length might have on the internal target stresses caused by shock waves. To answer this, the amplitudes of stresses resulting from a drop or very short jet were computed and compared with those resulting from a very long jet by the methods described in Section VII and Appendix B.

The compressive forces exerted on the target by the drop were represented by the equation

\[ p = 603[\exp(-0.57t) - \exp(-4.85t)] \]  

(1)
where the time \( t \) is in microseconds and the pressure \( p \) is in 1000 psi. This function, shown in Figure 20, reaches a peak compressive force of 400,000 psi in 0.5 microseconds and then decays to 60,000 psi in 4 microseconds. The maximum pressure corresponds to the shock pressure for a drop velocity of about 5000 ft/sec. The jet pressure was represented by the equation

\[
p = 412[1 - \exp(-7t)]
\]  

This relation is also shown in Figure 20. The pressure in this case also reaches a magnitude of 400,000 psi in 0.5 microseconds but does not decay as it did in the case of the drop. In fact, it represents a jet of infinite length, always increasing slightly in amplitude. The tangential stresses generated at the surface are also shown. The maximum tensile stress is approximately 300,000 psi for both the drop and jet. The stress histories at a point 0.15 inch from the point of impact in a 0.20-inch Lucite target are shown in Figure 21 for both the drop and jet. The stress waves in the 0.20-inch target are shown in Figure 22 at a time of 1.9 microseconds, just before they reach the rear surface of the target, and also at 2.2 microseconds after the waves have been reflected from the rear surface. The maximum tensile stresses in the target are shown in Figure 23. It can be seen that there is practically no difference between the stresses generated by the drop and by the jet.

In view of both experimental and theoretical results, it is concluded that the high-velocity jet is a useful research tool for simulating raindrop impact.
SECTION IV
CRATERING OF SLIP-CAST FUSED SILICA

Both surfaces of some SCFS targets were painted with black ink before impact so that the extent of any fractures could be more easily seen. The photographs at the top of Figure 24 show the damage to a 0.25-inch target. It was completely penetrated. The fracture as viewed from the back is interesting. The lower photographs of this figure show the damage to a slightly thicker target. The familiar ring crater is seen on the front, and a crack is detected on the rear surface. The ink was not removed from the central area of the crater. Typical cross-sections of this crater are shown in Figure 25. The maximum depth is about 0.0085 inch. Unlike the ring crater in Lucite, the central undamaged portion shows a permanent set. It may be, however, that the material is not compressed but that the crack whose boundaries are seen on the rear surface extend internally to the front crater and that this entire cone of material is pushed backward.

Internal and subsurface material failures are discussed in Section VII. Crater contours are shown in Figure 26.

Typical craters in SCFS targets are shown in Figure 27. These vary from small ring craters with undamaged central area, such as Nos. 582, 699, 705, and 706, to large deep craters with chunks of the material removed, such as No. 423. The scale divisions shown in the photographs are millimeters. Some of the craters and conditions of impact will be described later.

Experimental Conditions

After analyzing the results of many shots made under various conditions, it was decided that for a study of the cratering of SCFS targets, the following would be used:

- Nozzle-target distance - 1.0 inch
- Piston diameter - 0.25 inch
- Nozzle diameters - 0.065 and 0.09375 inch

Jet Velocity and Crater Size Relations

Average crater volume and diameter as functions of jet velocity and nozzle diameter are shown in Figure 28. Each point represents the
average volume or diameter of several craters with the exception of the
largest crater (volume = 25.0 x 10^{-6} \text{ in}^3, \text{diameter} = 0.49 \text{ inch}). These
values were the result of a single shot, as it was the only one that did
not destroy the thickest target (0.75 inch) available at that time.

Crater Size as Function of Jet Energy

The jet velocity-crater size relation depends upon the nozzle diam-
eter, but it was found that the relation between the kinetic energy of
the jet and the crater volume was independent of the nozzle size. Not
only that, but the energy-volume relation plots as a straight line on
logarithmic paper (Figure 29), and the crater volume (V) can be expressed
as a simple function of the jet energy (E), this being
\[ V = 1.66 \times 10^{-6} E^{1.44} \quad (3) \]
where the volume is given in cubic inches when the energy is expressed
in foot-pounds. A plot of the crater areas is also shown. The energy-
area relation can be represented by the equation
\[ A = 0.00741 E^{0.55} \quad (4) \]
giving the area, A, in square inches.

These relations were based upon crater dimensions obtained by
impacting a large number of the original targets furnished for use in
this research. When four larger and thicker targets were received, the
plans were to extend these curves to higher velocities and energies.
When the first of these new targets (No. 1) was impacted, it was found
that the crater volumes were approximately six times larger than those
in the original targets. When the average volumes and areas for differ-
ent impact energies were plotted, it was found that the lines through
the points had the same slopes as the original curves, giving the same
exponent but that the relations had different coefficients (Figure 30).
Each of the three points represents the average of several shots, but
there was much less scatter than in the case of the original targets,
because all craters were in one target, whereas several targets were
used in the original experiment. The energy-volume curve for the second
of the new targets (No. 2) fell between that for the original data and
the one for target No. 1.
An important question at this point is, "Which, if either, of these energy-volume relations can be used to predict the damage to SCFS radomes in a specified rain field?" They are

For the original targets - \( V = 1.66 \times 10^{-6}E^{1.44} \) \( (3) \)

For target No. 1 \( V = 10.1 \times 10^{-6}E^{1.44} \) \( (5) \)

and, For target No. 2 \( V = 3.32 \times 10^{-6}E^{1.44} \) \( (6) \)

These relations plotted on rectangular coordinate paper in Figure 31 give a better comparison of the results obtained by use of the different targets.

It is assumed that better quality control will be maintained in the manufacture of the radomes than was done in the casting of the targets used in these experiments. If some targets of the actual radome material could be supplied, the coefficients of the equations could be more accurately determined. Meanwhile, it seems reasonable to use Eq. (5) for the softest of the targets as a basis for further relations derived in this research. In Section IX of this report, the computed results will be compared with the observed damage to radomes eroded in rocket sled tests.

The energy-volume curve for this target is repeated and the energy-crater area relation

\[ A = 0.022E^{0.55} \] \( (7) \)

is shown in Figure 32.

**Craters Resulting from Lead Impact**

Another target (No. 4) was used in experiments to determine the relation between the energy of lead shot and crater volume. This is also shown in Figure 30. For this curve, each point represents an individual shot and not the average of several shots as in the case of the water jet. It appears that a curve through these points might have the same slope as the curves representing water impact. If so, this would indicate that the exponent of the equation is perhaps dependent upon the target material and independent of the projectile properties. It also seems to indicate that lead pellets might be used to simulate liquid impact as has been suggested by Walton [13]. The crater characteristics are very similar
in the two cases. Some photographs of these craters are shown in Figure 33. As the properties of target No. 4, in which the lead pellets were fired, are perhaps different from the other targets, no comparisons of results can be made. It appears, however, that lead pellets having kinetic energies of from 3 to 10 percent of those of water jets could be used to simulate liquid impact. The craters shown in Figure 34 resulted from a shotgun impact. The No. 7-1/2 lead pellets having velocities of about 1500 ft/sec hit the target at an angle of 30 degrees with its surface.
SECTION V
OBLIQUE IMPACTS

The data presented in the previous sections of this report were determined from experiments in which the direction of the liquid jet was normal to the target surface. In general, the relative velocity vector of a raindrop is not perpendicular to the radome surface. The effect of the impact angle is therefore of great importance.

Effect of Shock Layer Upon Impact Angle

The angle at which a drop impinges upon the radome surface is determined primarily by the radome geometry. It is also affected by its passage through the supersonic shock layer. It was shown in Figure 19 that there is a distortion and fragmentation of the drop. This shattering or fragmenting will have little effect if the time to traverse the shock layer is less than the breakup time. There will also be a deflection or change in the direction of the drop as it passes through the shock layer. If the deflection angles are of sufficient magnitude, the total number of impacts will be reduced. If the raindrops have sufficient momentum to prevent them from being deflected, all drops in the path of the radome will impact. Appendix E is an analysis of the motion of raindrops in the shock layer. Figure 35 shows the effect of the shock on the motion of drops 0.5 and 5.0 mm in diameter at Mach 2.0 and 10.0 for a 15-degree conical radome. In this case, the deflection was very small. For other angles and conditions, the results may be significant.

Effect of Impact Angle Upon Crater Volume

Photographs and average volumes of craters in SCFS formed by 110-ft-lb jets making angles of 90, 70, 52, and 45 degrees with the target surface are shown in Figure 36. Contours of these craters are shown in Figure 37, and the effect of the impact angle upon crater volume is given by the lower curve of Figure 38. It was surprising to find that the crater volume created by normal impact was less than the volume formed by a 70-degree oblique impact. A look at Figure 37 reveals that there are central plateaus in the craters resulting from normal impact. These are not as
distinct as the ring craters formed by lower jet velocities, but the shaded areas shown are surrounded by regions of greater depth. The craters formed by the 70-degree jets do not have these plateaus. Cross-sections of two of the craters show this difference more clearly (Figure 39). It may be that the 70-degree jet simply "washed out" the central high region, thereby eroding out a greater volume than did the normal jet.

If this explanation is correct, it may provide a clue to the high central regions and the apparently unaffected areas in some craters. When a drop or the head of a jet strikes a target at high velocity normal to its surface, the extremely high pressure causes a compression of the liquid. This compressed volume serves to deflect the remainder of the liquid so that it impinges upon the target at an angle to the normal, eroding or washing out a circular ring crater.

This seems to be in agreement with Field's explanation as to why there is no decrease in crater volume until angles greater than 20 degrees with the normal are reached [14]. Investigators have also observed that the angle at which miron-size particles strike a target influences the erosion rate and that the maximum does not occur with normal impact [15].

The upper curve of Figure 38 shows the crater volume for different impact angles of 180-ft-lb jets. The difference in the two curves of this figure is not due primarily to the difference in jet energy, but results from the difference in the properties of the two targets. Normal impact of target No. 2 destroyed the target, and the point shown was determined by extrapolating the curve for this target on Figure 30.

It is apparent that the relation between impact angle and crater volume cannot be determined from these data. One might conclude from these curves that no cratering would occur at impact angles of less than about 30 degrees. This certainly is not the case. Using higher velocities, craters have been formed on some targets at angles of 30 degrees or less, but, because of their small size, the targets were cracked when the angle was increased. Substantial cratering occurs when 15-degree SCFS radomes are sled-tested in a simulated rain field.

As the oblique impact experiments did not give the necessary information, it is necessary to take either an analytical approach or turn to the experiments of others.
Heymann [18] says that the consensus appears to be that the normal component of the impact velocity is primarily responsible for the damage, with the tangential component playing a secondary role, if any.

If it is assumed that cratering at a given angle is governed by the normal velocity component, then by combining this hypothesis with Eq. (5),

$$V = 10.1 \times 10^{-6} E^{1.44}$$

the volume of a crater in a similar target impacted at an angle $\theta$ with the target surface is given by the relation

$$V = (3.73 \times 10^{-6}) (m)^{1.44} (v \sin \theta)^{2.88}$$

where $m$ and $v$ are the jet mass in slugs and velocity in ft/sec, respectively. The volume may also be expressed as

$$V = (7.07 \times 10^{-17}) D^{4.32} (v \sin \theta)^{2.88}$$

where $D$ is the drop diameter in millimeters.

Smith and Fyall question this basic hypothesis concerning the effect of the impact angle [8], and it is not in agreement with the empirical relations derived by Schmitt [17].

It was shown in Section IV that the crater volume resulting from normal liquid impact is a function of the projectile kinetic energy. It was also demonstrated that the crater volume is a function of the kinetic energy of lead projectiles. It has also been shown that the volume of craters in metal targets is a function of the kinetic energy of solid projectiles [18]. This seems to indicate that the mechanics of cratering is very similar for both liquid and solid impacts. It would seem reasonable to assume that the crater volume dependence upon impact angle would also be similar. In the case of solid projectile impact, the crater volume is a linear function of the sine of the impact angle [19].

Because of the results of solid projectile impact experiments and also because it is in agreement with the empirical relations developed by Schmitt [17], who has perhaps analyzed this problem as thoroughly as anyone, it is assumed that the crater volume is also a linear function of the sine of the impact angle of liquid projectiles.

The relation used in this study for determining the erosion of SCFT radomes is, therefore,

$$V = (7.07 \times 10^{-17}) D^{4.32} v^{2.88} \sin \theta$$
Effect of Impact Angle Upon Crater Area

Just as the oblique impact experiments did not provide sufficient information to determine the crater volume dependence upon the impact angle, they were of little help in determining the effect of the impact angle upon the crater area. About all that could be learned from these experiments was that the crater area becomes smaller as the angle with the target surface is decreased but not at as rapid a rate. The craters also became relatively more shallow as the impact angle was decreased.

Reinecke [20] says that a spherical drop impacting a plane surface at an angle \( \theta \) gives an elliptical "imprint" with an area of \( \pi R^2 / \sin \theta \), where \( R \) is the drop radius. This undoubtedly does not refer to the actual crater area, as it would mean a larger area for very acute angles. For example, the drop "imprint" on a 15-degree radome would have an area almost four times as large as for normal impact, and its major axis would likewise be 3.9 times as long as the drop diameter, which is obviously not the case.

If the crater volume is a linear function of the sine of the impact angle, the area of geometrically similar craters would be a function of the \( 2/3 \) power of the sine of the angle. Although none of the oblique impact experiments supply sufficient information to determine this power empirically, the crater contours of Figure 37 do show that the area does not decrease as rapidly as the depth, as the impact angle \( \theta \) decreases. In other words, as the angle decreases, the craters become relatively more shallow. It seems that a value of one-half might be a reasonable value to use for this exponent.

It is believed that the approximate crater area for the SCFS being considered can be found by applying this factor to Eq. (7), giving

\[
A = 0.022E^{0.55} (\sin \theta)^{0.5}
\]  

or, in terms of drop diameter (mm) and velocity (ft/sec),

\[
A = (1.21 \times 10^{-6})D^{1.65} v^{1.10} (\sin \theta)^{0.5}
\]
SECTION VI
MULTIPLE IMPACTS

This research has been directed largely toward an investigation of cratering resulting from single high-velocity liquid impacts. It is realized, however, that radome damage will result from collisions with many raindrops and that one of the problems that must be dealt with is the interaction of stresses developed by multiple-drop impacts.

Some experimental results and illustrations of dual impacts will be given. Shot No. 829 created a crater having a volume of $0.000203 \text{ in}^3$ in the SCFS target. An identical shot (830) impacting the previous crater increased its volume by a factor of 2.7 to $0.000557 \text{ in}^3$. Photographs and dimensions are given in Figure 40. Repeating this experiment, crater 806 was increased by a factor of 3.18 by a second shot (831) as shown in Figure 41. When reference is made to "identical" shots, it simply means that the same type bullets, nozzle sizes, amounts of water, and nozzle-target distances were employed. Shots 806 and 829, for example, were "identical," but the crater volumes were $0.000146$ and $0.000203 \text{ in}^3$, respectively. There is no way of knowing what the results of shots 830 and 831 would have been had they not impacted the previous craters. Conclusions can, therefore, only be based upon the averages of a number of shots. Similar craters are shown in Figure 42 except that the centers of the first (827) and second (832) shots were separated by a distance almost equal to a crater diameter. The combined volumes of the two shots were 2.74 times as great as the first. The craters shown in Figure 43 were separated a greater distance. The first shot (829) resulted in a crater having a volume of $0.000123 \text{ in}^3$. The second shot (833) created a crater having a $0.000150-\text{in}^3$ volume, but of most interest, it caused the volume of the first crater to increase by 30 percent to a volume of $0.000171 \text{ in}^3$. From these data, the relation between the increase in crater volume caused by the second shot and the distance between impact points is shown in Figure 44. From this limited amount of data, it seems that the second impact will have no effect upon the volume of the first crater if the distance between crater centers is at least twice the diameter of the craters.

Figures 45, 46, and 47 show the results of similar experiments using higher velocity jets. In the first two of these, the crater volume increase due to the second impact was 2.46 and 2.85, which agrees very
well with the previous data. The final total volume for the third case was only 2.09 times as great as the first crater volume. It should be noted that the second shot (840) created a crater volume of only \(0.000619\) in\(^3\) as compared with that of the first (836) of \(0.000715\) in\(^3\), but that it caused the volume of the first crater to increase 22 percent. Finally, Figure 48 illustrates the fact that, although the impacts are sufficiently far apart so as not to affect the volume of the first, the first crater may serve as a stress raiser causing fracture of the target. The crack through No. 769 did not occur until No. 770 was fired.

Why is the total crater volume resulting from two impacts greater than twice that of one crater? When the craters coincide or overlap, the target surface is not the same for the second shot as for the first. Experiments have demonstrated that the momentum transfer from jet to target is greater for the second shot. Also, it has been pointed out that one reason for the relatively wide variations in crater size in brittle material is that some of the fractured material may not be completely broken loose but remains in the crater. It is likely that the stress waves from the second shot may detach some of this material, causing an increase in volume.

Radomes will, of course, be eroded by many collisions with drops as they pass through rain fields. The effect of several impacts is illustrated in Figure 49. The average volume of a single isolated crater in this target under the impact conditions of the experiment was \(10.2 \times 10^{-3}\) in\(^3\) per crater. After five impacts the average volume was \(13.3 \times 10^{-3}\) in\(^3\), an average increase of 30 percent per crater. Approximately 14 percent of the total surface area was covered by craters.

The number of shots was increased in steps of five until approximately 70 percent of the surface area was covered, by which time the average crater volume had increased about 90 percent. The ratio of average crater volume to that of a single isolated crater is plotted as a function of the percent of the target surface covered in Figure 50. The empirical relation

\[
\frac{V}{V_1} = 2 - \exp\left[-3P/(132-P)\right]
\]

passes through the experimental points very well and indicates that when the total target surface is covered with craters that the average crater
volume will be approximately twice that of a single crater. This relation will be incorporated in the calculations of damage to SCFS radomes. These data are given in Table 1.

Calculation of the Total Volume of Radome Material Removed by Erosion

The three basic equations derived up to this point are Eqs: (10), (12), and (13). The volume and area of a single crater have been designated by \(V\) and \(A\). As this study will now be concerned with the total volume and area, these designations for a single crater will be changed to \(V_1\) and \(A_1\). Also, the direction of the projectile velocity vector with respect to the target surface has been designated as the angle \(\theta\). In the case of supersonic radomes, this impact angle will not be \(\theta\) but will be the difference between the radome angle and the deflection angle due to the shock layer, \((\theta - \delta)\), as shown in Figure 35.

Equations (10) and (12) now become

\[
V_1 = (7.07 \times 10^{-17})D^{4.32}v^{2.88}\sin(\theta - \delta) \tag{14}
\]

and

\[
A_1 = (1.21 \times 10^{-8})D^{1.65}v^{1.10}[\sin(\theta - \delta)]^{0.5} \tag{15}
\]

It should be kept in mind that the constant coefficients in these equations apply only for SCFS having the properties of the Georgia Tech target No. 1.

These equations together with the probability model derived in Appendix D will be used to calculate the erosion of radomes. It will be noted that the exponents of \(\sin(\theta - \delta)\) in Eqs. (14) and (15) are different from those derived in Appendix D. The reasons for these changes were given in Section V.

The drop size is based upon the well-known Marshall-Palmer exponential distribution function \([21]\).

\[
p(D) = 8000 \exp(4.1R^{-0.21}) \tag{16}
\]

when \(D\) is the drop size in millimeters and \(R\) is the rainfall rate in millimeters/hour.

The percent of the area eroded in a traveled distance of \(S\) feet through the rain field is

\[
P = Sv^{1.1}\sin\theta[\sin(\theta - \delta)]^{0.5}\int_{D_0}^{D_{\max}} D^{1.65}p(D)dD \tag{17}
\]
and the total volume of material eroded per unit area (in³/in²) of radome surface is

\[ V_t = [2 - \exp(-3P/(132-P))]s_8^{2.88} \sin \theta \sin(\theta - \delta) \int_{D_0}^{D_{\text{max}}} 4.32 p(D)dD \]  \tag{18}

It is believed that raindrops less than 0.5 mm in diameter will have negligible effect upon the erosion of radomes; therefore, the lower limit of \( D (D_0) \) in the above integral is taken as this value. The upper limit \( (D_{\text{max}}) \) is given a value of 10 mm. It has been shown that the terminal velocities of raindrops larger than about 6 mm in diameter are sufficiently great to cause them to break up or disintegrate into smaller drops [7]. By extending the upper limit to a value of 10, a slight factor of safety is provided; however, according to the Marshall-Palmer distribution, there would be such a small number of the large drops that taking this upper limit as infinity changes the calculated erosion rate less than 1 percent.

The reader is referred to Appendix D for details of the derivations and the calculation of the various constants and to Appendix G for the computer program used for calculating the various numerical values.

**Calculation of Erosion Rate**

The rate at which the surface is eroded (ER) in inches/second will be the total volume of radome material removed per unit area divided by the time in the rain field. Substituting \( S = vt \) in Eq. (18) and dividing by \( t \) gives

\[ ER = [2 - \exp(-3P/(132-P))]s_8^{2.88} \sin \theta \sin(\theta - \delta) \int_{D_0}^{D_{\text{max}}} 4.32 p(D)dD \]  \tag{19}

**Numerical Results**

Equations (17), (18), and (19) have been solved for rainfall rates of 1, 2, 3, 4, 5, and 6 in/hr; radome angles of 15, 30, 45, 60, 75, and 90 degrees; and velocities of 2500, 5000, and 7500 ft/sec; for distances up to 5000 ft. The deflection of the drops in the shock layer has been neglected.

Tables 2, 3, and 4 give numerical values of the percent of radome surface cratered; the volume of material removed per unit area; the erosion rate; and the erosion rate divided by \( \sin^2 \theta \).

Erosion rates for a 15-degree radome with a velocity of 5000 ft/sec are shown in Figure 51. It is seen that the rate of erosion increases
until the radome surface is entirely covered with craters, after which it remains constant. Figure 52 gives the distance that a radome must travel through a given rain field before its surface is 100 percent eroded. For example, a 30-degree conical SCFS radome moving at a speed of 5000 ft/sec through a 2.5-in/hr rain would travel only 350 feet before being entirely covered with craters.

Erosion Equations

The volume of radome material removed and the erosion rates were computed by solving Eqs. (18) and (19) by numerical integration. The material volume and rate of erosion after the radome is entirely covered by craters can be expressed by the following relations:

\[ V = 1.76 \times 10^{-18} R^{1.12} v^{2.88} \sin^2 \theta \]  \hspace{1cm} (20)

and

\[ ER = 1.76 \times 10^{-16} R^{1.12} v^{3.88} \sin^2 \theta \]  \hspace{1cm} (21)

Values of \( ER/\sin^2 \theta \) for various rainfall rates are shown in Figure 53.

This ER is equivalent to the MDPR (mean depth penetration rate) of Schmitt [17]. He has developed empirical relations based upon ten 5500-ft/sec firings on the rocket sled track at Holloman Air Force Base, New Mexico, and previous work which covered velocities from about 1500 ft/sec to 4000 ft/sec.

It is interesting to compare Eq. (21), determined by water jet gun experiments conducted in the laboratory and the theoretical drop size distribution, with the results based upon rocket sled tests in a simulated rain field. For 7941 fused silica, Schmitt found the erosion rate-velocity dependence relation to be

\[ \text{MDPR(cm/sec)} = 9.22 \times 10^{-17} v^{4.48} \sin^2 \theta \]  \hspace{1cm} (22)

for a rainfall rate of 4.6 in/hr. This relation converted to in/sec is also shown on Figure 53. The properties of the fused silica used in these sled tests may have been quite different from the targets used in the research described in this report.
SECTION VII
SPALLATION AND SUBSURFACE FRACTURE

Up to this point the research described in this report has dealt primarily with cratering and erosion of the radome surface. It is very likely, however, that the most catastrophic damage may be due to subsurface fractures or to spallation of the inner surface as a result of the reflection of stress waves.

Description of Fractures

Figure 54 shows fractures beneath the craters of three SCFS targets. In general these cracks run radially from the surface crater. This can be seen in the photographs of two 0.75-inch targets in Figure 55. Both also show rear surface spall resulting in the complete detachment of material in the lower photograph and the cracks parallel to the rear surface in the upper picture. The large fracture seen at the left of the lower target was caused by a crack through a nearby crater caused by this impact. Both of these targets, as well as those in Figure 56, show defective planes at the center, caused perhaps in the casting process. In most cases the radial cracks extend across this central plane, except in the upper target of this figure the cracks seem to originate at the center.

The fracture of the 0.40-inch target shown in Figure 57 is very similar to the one shown in Figure 24 except for the rear surface spall directly behind the impact point and that the circular crack was somewhat more pronounced. Shortly after the first photographs were made, the entire rear portion shown in the last two photographs of this figure became detached. Upon examination of these fractures, Figure 58 was drawn.

A Possible Explanation of the Target Fracture

The cracks indicated by A, B, and C of Figure 58 are of interest as either of them would cause greater damage to a radome than the ring crater, from either a structural or an electromagnetic viewpoint.
Initially, the path of crack A is determined by the tensile stresses around the immediate impact area. As suggested by Yoffee [22], the crack propagates into the plate normal to the maximum tangential stress near the crack tip. If this maximum stress is caused to shift from its original direction, the direction of the crack propagation would be expected to change. This could be caused by the stress waves generated by the impact and is probably the reason for A not following a straight line. The maximum speed of the crack propagation was analytically determined by Yoffee to be approximately 0.6 times the velocity of the shear wave. This agrees very well with the value of 0.38 times the dilatational wave velocity as observed by Küppers [23] in experiments with glass.

It is apparent that the stress wave associated with the impact travels through the plate and reflects from the rear surface, intersecting the crack before it has time to propagate through the target. It is computed that the crack reaches the first point of branching in approximately 3.5 usec and that the reflected dilatational wave reaches the same point in approximately the same time. The stresses associated with the arrival of this wave will cause a change in the state of stress around the propagating crack tip and is probably the cause of the branching which creates crack C. As the reflected shear wave velocity is less than that of the dilatational wave, it will intersect crack A at a later time and would be expected to cause another branching such as crack B.

Spallation Resulting from Reflected Stress Waves

The fact that considerable damage can result from the reflection of stress waves from the inner surface of a radome has been alluded to several times. This source of potential danger will now be looked at in more detail. First, some experimental results and empirical relations will be considered, and next, the methods of stress calculation will be described.

In addition to creating a crater, a high-velocity impact will drive a strong shock wave into a structure. If the impacted structure, or "target," is sufficiently thin, a puncture will result (Figures 24 and 59). If the target is relatively thick, the shock will rapidly decay into an elastic stress wave. When such a wave encounters a free surface, it is reflected—generally as a tensile wave—and its amplitude may be of sufficient magnitude to produce fractures near the rear surface. When such
fractures do occur, they usually cause spallation or detachment of considerable material, producing greater damage than failure at the point of impact. This is an important problem in radome design, as it may dictate the required thickness. Such fractures may appear as granular cracks near the surface, as rear surface bulges, or as a complete detachment of target material, creating a shrapnel effect. An example of each is shown in Figure 60 for copper, aluminum, and steel targets. Fractures in a transparent acrylic resin (trade names of Lucite or Plexiglas) are also shown in this figure.

Photographs of sections of SCFS targets that fractured as a result of the reflected stress waves have been shown in Figures 55 and 56. Figure 61 shows photographs of both the front and rear surfaces of a 0.5-inch-thick SCFS target that has been impacted with a water jet. As shown in Figure 62, the crater volume is 0.001626 in$^3$ while the volume of material removed by the spall was 0.01868 in$^3$, or approximately twelve times the volume of the crater.

A backing plate was placed behind target 826 which prevented the complete detachment of the fractured material, but which eventually fell out. Figure 63 shows the craters on the front of the target and the rear surface before and after the material was detached. Target 809, shown in Figure 64, was not only damaged by the cratering of the front surface and spallation of the rear surface, but it was also damaged by large cracks through the point of impact. The rear surface of target 706 was fractured as shown in Figure 65.

**Drop Energy Required to Cause Spallation**

The water jet kinetic energies and target thicknesses were plotted for the fifteen targets that had spalled in the course of these experiments. This information was also plotted for eleven other targets that showed no evidence of spallation. It is seen in Figure 66 that except for thin targets a straight line can be drawn separating the spall from no-spall points. This seems to indicate that the target thickness and jet energy are the major factors determining whether or not this type of failure will occur. The empirical relation shown says that spall in SCFS is likely to occur when

$$E > \frac{7-0.3}{0.0043}$$

(23)
where \( T \) is the target thickness in inches and \( E \) is the energy in ft-lbs.

**Stress Relations for Spherical Waves**

Spherical dilatational wave propagation in a homogeneous, isotropic material can be specified by the equation

\[
\frac{\partial^2 \phi}{\partial t^2} = C_1^2 \left( \frac{\partial^2 \phi}{\partial r^2} + \frac{1}{r} \frac{\partial \phi}{\partial r} \right)
\]

(24)

where \( \phi \) is a scalar displacement potential, \( C_1 \) is the wave velocity, \( r \) is the radius vector, and \( t \) is time.

A computer program for the solution of this equation is given in Appendix F.

**Model for Generating Stress Waves**

The mathematical model for generating spherical elastic waves is that described by the author in Reference [24]. To summarize briefly, it is assumed that a time-varying pressure or forcing function is applied to the surface of an imaginary hollow spherical cavity, generating stress waves in the material. This cavity may be located entirely within the material as in the case of simulating underground explosions; with its center on the surface as is usually done in simulating hypervelocity impact of small solid particles such as micrometeorites; or outside the boundary of the target in the case of liquid impacts being considered in this research. The radius of this imaginary cavity (\( R_o \)) is determined by correlating the solutions of the stress wave equation with experimental results.

The pressure applied to the surface of the cavity is an impulse described by the relation

\[
p/p_o = K(\exp a_1 t - \exp a_2 t)
\]

(25)

where \( p_o \) is the maximum pressure, \( a_1 \) and \( a_2 \) are decay constants, \( t \) is the elapsed time, and \( K \) is a constant. By the proper choice of the values of \( a_1 \) and \( a_2 \), various wave forms can be generated.

**Reflected Stress Waves**

The simplest example of the reflection of an elastic dilatation wave from a free surface occurs when the wave strikes normal to the surface. Since the resulting surface stress must be zero, a compressive wave must,
therefore, always be reflected as a tensile wave, and a tensile wave must be reflected as a compressive wave. When such a wave strikes a free surface at an oblique angle, the situation is much more complex. Not only will waves of dilatation be reflected but there will also be generated distortional or shear waves. From an analysis of these waves reflected from a plane surface, it seems that only the incident and reflected dilatation waves need to be considered in determining the maximum tensile stress except at points some distance from the normal axis where fracture is not likely to occur. For this reason, the amplitudes of the reflected shear waves are not computed in this analysis, although their existence is recognized and taken into account in the computation of the magnitude of the reflected dilatation waves.

Relative values of computed principal stresses soon after the wave reflection from a plane surface are shown in Figure 67. Compressive stresses are considered as positive and tensile stresses as negative. At the time shown, the maximum tensile stress has a value of -61 units. It can be seen, however, that this is not the maximum tension that will be created, as at a slightly later time this reflected tensile wave will combine with the tensile "tail" of the incident wave to generate a much higher tensile stress at a somewhat greater distance from the rear surface.

Effects of Material Properties upon Maximum Tensile Stress

Before considering the stress in a SCFC radome material, it might be well to see how the stresses are influenced by the various material properties. This may serve as a guide in the selection of material that will be subject to high-velocity impact. The maximum surface pressure, the pulse rise time and decay time, the imaginary cavity radius, the target thickness, and all other variables remain the same with only Young's modulus (E), Poisson's ratio (ν), and material density (ρ) being varied.

The maximum tensile stresses are shown in Figure 68. In the upper set of curves, the values of ν and ρ remain constant and the value of E is varied from 5 × 10^6 to 40 × 10^6 psi. The influence of Young's modulus is apparent. The maximum tensile stress near the rear surface of this 0.7-inch target is an inverse function of E. It will also be noted that if the strength of the target material is exceeded, the cracks will be perpendicular to the stress direction or
parallel to the rear surface. It will also be noted that the tangential components of the tensile stresses are maximum through approximately the first one-half of the target thickness and that any cracks will be radiating from the region of impact. This was observed to be the case in Figure 54. The middle set of curves represent constant values of E and ν, but with the density varying from \(0.10 \times 10^{-3}\) to \(0.50 \times 10^{-3}\) lb-sec\(^2\)-in\(^{-4}\). As the value of \(\rho\) increases, so does the maximum tensile stress. The lower set of curves show the dependence of the maximum tensile stress upon Poisson's ratio as it varies from 0.1 to 0.4, while values of E and \(\rho\) remain constant. Values of the maximum radial tensile stresses near the target's rear surface are shown in Figure 69, as each of the three material properties E, \(\rho\), and \(\nu\) is varied one at a time while the other two remain at the values indicated by their point of intersection.

**Decay Constants in Terms of Drop Diameter**

The function, \(p/p_0 = K\exp(-a_1 t) - \exp(-a_2 t)\), expressed by Eq. (25) can be used to describe a pressure pulse of practically any form by the proper choice of decay constants, \(a_1\) and \(a_2\). This was seen in Figure 20 when the pressures resulting from the impact of a liquid drop and an infinitely long jet were simulated. Pressure-time curves have been determined experimentally, and typical ones are shown in Appendix A that describe both spatial and temporal distributions of pressure resulting from an impinging jet. The forms of these curves can be described by the above relation if \(a_2/a_1 = 4.5\). If this ratio is denoted by \(A\), the relation becomes, for the purpose of this study,

\[
p/p_0 = K[\exp(-a_1 t) - \exp(-Aa_1 t)]
\]  

(26)

The pulse rise time has been calculated by Huang [25] to be approximately 0.25 of the ratio \(D/c\), where \(D\) is the drop diameter and \(c\) is the wave velocity in the drop. As \(c\) of water is about 1.52 mm/μsec, this relation becomes

\[
t_R = 0.16D
\]  

(27)

where \(t_R\) is the pulse rise time in μsec and the diameter, \(D\), is expressed in millimeters.
The value of \( t_R \) can be found by differentiating Eq. (26) with respect to \( t \) and equating to zero. This gives

\[
t_R = \frac{\ln A}{a_1(A-1)}
\]

(28)

or, for a value of \( A \) of 4.5,

\[
t_R = \frac{0.430}{a_1}
\]

(29)

In terms of drop size, \( D \),

\[
a_1 = \frac{2.69}{D}
\]

(30)

**Maximum Impact Pressure**

It was determined experimentally in Appendix A that the maximum value of the liquid impact pressure occurs at the center of the impact area and has a value of approximately 90 percent of the water hammer pressure, or

\[
p_0 = 0.9\rho v c
\]

(31)

Substituting the values of density and wave velocity of water gives

\[
p_0 = 60.6v
\]

(32)

where the pressure is in lb/in\(^2\) when the velocity \( v \) is expressed in ft/sec.

The constant \( K \) in Eq. (26) has the value that makes the maximum magnitude of \( p \) equal to \( p_0 \). This is found by substituting the value of \( t_R \) as given by Eq. (28) for \( t \), giving

\[
K[\exp(-\ln A/(A-1)) - \exp(-A\ln A/(A-1)))] = 1
\]

(33)

If \( A = 4.5 \), \( K = 1.98 \).

The pressure, \( p \), in lb/in\(^2\) can now be expressed in terms of radome velocity (ft/sec) and drop diameter (mm) as

\[
p = 119.7\sqrt{v[\exp(-2.69t/D) - \exp(-12.11t/D)]}
\]

(34)

To solve this equation for cases of oblique impact, the velocity \( v \) is simply replaced by its normal component, \( v \sin \theta \) [19].
Values of the Radius, \( R_0 \)

The radius of the imaginary cavity to which the preceding forcing function is applied best be determined empirically if sufficient experimental information is available. Its value is chosen so that the computed results will be in as close agreement as possible with observed experimental data. When this is done for one set of data, it has been found that it usually gives results that are in fair agreement with those of other experiments involving the same materials [27]. When the derived quasi-theoretical relations are found to give answers that are in agreement with the results of several experiments, they can then be used with confidence to solve similar problems without the expenditure of time and money that would be required to conduct additional experiments.

It was found that the value of \( R_0 \) is dependent primarily upon the size of the impacting raindrops, its radius being slightly less than one-half of the drop radius. To express \( R_0 \) in inches and the drop diameter in millimeters, the relation used is

\[
R_0 = 0.0085D
\]

Some Numerical Examples

The 0.75-inch targets shown in cross-section in Figure 55 and the lower photograph in Figure 56 were impacted by 0.20-gm jets of water at velocities averaging 4170 ft/sec. This mass of water is equivalent to a 7.26-mm-diameter raindrop.

The following values were computed by the relations previously derived: (1) Pulse rise time, \( t_R = 1.16 \mu \text{sec} \) (Eq. (27)); (2) Decay constants, \( \alpha_1 = 0.37 \) and \( \alpha_2 = 1.66 \mu \text{sec}^{-1} \), respectively (Eq. (30)); (3) Maximum pressure, \( p_0 = 252,700 \text{ psi} \) (Eq. (32)); and (4) The cavity radius, \( R_0 = 0.062 \text{ in} \) (Eq. (35)). The "cavity" was placed so as to just touch the target surface. This produced surface pressures that were in close agreement with pressure distribution determined experimentally in Appendix A.

The resulting stresses throughout the target were computed by use of the program described in Appendix F.

The maximum tensile stresses along the target's normal axis are shown in Figure 70. The tensile strength of SCFS is reported as ranging from about 4000 psi to 6000 psi [28]. As the computed tensile stress was slightly
greater than 6000 psi at a point approximately 0.1 inch from the rear surface, cracks parallel to the surface and spallation would be expected. Also, from the computed stresses, cracks radiating from the impact crater would also be expected. A two-dimensional plot of the maximum tensile stresses is shown in Figure 7.1.

The tensile stresses resulting from equivalent impact energies of 119.6 ft-lb on targets of various thicknesses are shown in Figure 7.2. If the tensile strength of this material is 5000 psi, there would be no spallation of targets thicker than about 0.85 inch.

The 0.5-inch-thick target shown in the upper photograph of Figure 56 was impacted with a 0.19-gm jet of water at a velocity of approximately 3270 ft/sec. The maximum tensile stress was computed to be 6300 psi at a point 0.07 inch from the rear surface. The spallation would have been predicted.

One SCFS radome being considered had a wall thickness of 0.434 inch. Conditions that would cause this radome to fail by spallation will be investigated. First, collision with a rather large, 8-mm-diameter raindrop is considered. For this size drop, the cavity radius, \( R_0 \), is 0.066 in (Eq. (35)) and the decay constants, \( \alpha_1 \) and \( \alpha_2 \), are 0.336 and 1.513\( \mu \)sec\(^{-1} \) (Eq. (30)), respectively. For these conditions, it was found by use of the program of Appendix F that the maximum tensile stress near the rear surface of a SCFS target of 0.434-inch wall thickness could be related to the velocity and impact angle by the simple equation

\[
\sigma_{\min} = 2.34 \, v \sin \theta \tag{36}
\]

If the tensile strength of this material is 5000 psi, this relation says that for a 15-degree radome to fail by colliding with an 8-mm raindrop, its velocity must be 8,250 ft/sec or greater. The velocity-angle-stress relations for this radome colliding with an 8-mm raindrop are shown in Figure 73.

If the maximum diameter is assumed to be 7 mm, the velocity of this 15-degree, 0.434-inch-thick radome must have a velocity of 10,000 ft/sec or greater before spallation failure would be expected to occur.
Probability Relations

In the preceding section reference was made to the fact that the raindrop diameter would probably not exceed 6 mm [7], but in computing the erosion rate it made little difference what this upper limit was assumed to be. In calculating the stresses that may cause spallation of the radome's inner surface, however, the maximum probable drop size must be taken into consideration. The 6-mm maximum diameter was apparently determined for rainfall near the earth's surface, but it may not be the maximum at higher altitudes where the drops may not have reached terminal velocities and the aerodynamic forces caused by the rarefied atmosphere may permit larger drops to form. Because of the lack of information about maximum raindrop sizes at higher altitudes, it seems reasonable to assume an upper limit of 10 mm.

The probabilities of collision under various conditions are discussed in Appendix D. Figures 74 and 75 show the drop size-distance traveled-probability relations for a radome having a base diameter of 18 inches moving through rainfalls of 2.5 and 5.0 inches per hour. From Figure 74, for example, it can be seen that in a 2.5 in/hr rain the probability is 0.20 that this radome will encounter a raindrop as large as 8 mm in diameter in a distance of 1000 feet.

If the allowable probability of failure and the expected rainfall (both rate and extent) are specified, the largest raindrop that a radome of a given size is likely to encounter can be computed. The required wall thickness necessary to prevent spallation of its inner surface for a specified radome angle and velocity can then be computed by the method described and by use of the computer program of Appendix F.

Stresses Resulting from Multiple Impacts

One of the problems that must be dealt with in the analysis of radome damage resulting from rain impact is the effect of multiple drops and the interaction of the stress waves developed by the individual drops. The equations are derived and a computer program is given in Appendix F by which the stresses in a target produced by a number of raindrop collisions can be calculated.
The effect of multiple impacts upon the total crater volumes has been analyzed. The effects of the distance and time between impacts will now be analyzed with respect to the tensile stresses created by reflected waves.

The stresses computed are relative values only, and dimensionless units of time and dimensions are employed. The radome thickness is denoted by \( T \), the stress by \( \overline{\sigma} \), and the time by \( \overline{T} \). A pressure wave typical of high-velocity impact is employed.

First, two impacts at the same time are considered. The maximum tensile stress resulting from two impacts will be generated either directly beneath the points of impact or on an axis midway between these points. Figure 76 gives the values of the tensile stress for different distances between the impact points. The maximum tensile stress for a single impact has a relative value of \( \overline{\sigma} = 115 \). If two drops are very close together at the same time, the resulting stress will obviously be twice this value, or 230. As the distance between drops is increased, the developed stress will decrease. In this case of simultaneous impacts, it can be seen that the maximum stress occurs along the axis between the two points. At a distance of about 0.8 \( T \), the stresses directly beneath the impact points have decreased to those resulting from a single drop, but the stress on the z-axis has a value of almost 200. The stress on this axis continues to decrease as the distance between drops increases. At a distance of approximately 1.8 \( T \), the stress on this axis has decreased to the value created by a single impact. This means that if the distance between two drops is greater than twice the thickness of the target, the maximum stress can probably be determined by computing the stress developed by a single drop and that the interaction of the stress waves can be neglected.

The effect of time (\( \Delta \overline{T} \)) between drops will now be considered. The stresses developed by two drops impacting the same point are shown in the first graph of Figure 77. As pointed out, the tensile stress will have a value of 230 for zero time between impacts. As the time increases, the stress decreases up to a relative time of 0.50, beyond which the stress is the same as for the impact of a single drop. If the distance between drops is 0.4 \( T \), the tensile stress for various times (\( \Delta \overline{T} \)) is given in the
second graph of Figure 77. The first impact is $P_1$ and the later impact
is $P_2$. The other curves give this information for various distances
between impacts.

Further studies have indicated that the probability of a second
impact occurring near the first before the amplitude of the first stress
wave has decayed to a negligible value is so small that it can be neglected.
For this reason, this phase of the research was pursued no further.
SECTION VIII
RADOME COATINGS

Radome surfaces are frequently covered with thin coatings as protection against rain erosion. Many experimental investigations have been conducted to provide information concerning the effects of specific coating-substrate combinations. Others, such as Engel [29] and Springer [30], have made analytical contributions to this subject.

In this analysis, no specific coatings have been considered, but SCFS substrates are assumed. The effects of coating upon the stress waves and the resulting tensile stresses that may cause subsurface fractures or spallation are analyzed. The effect upon cratering and erosion is not considered except to note the interface stresses that may cause the coating to become separated from the substrate.

Pulse Behavior at an Interface

An abrupt change in the physical properties of a material will result in the modification of a pressure pulse as it encounters this change. In general, a portion of the pulse will be transmitted, and a portion will be reflected. The relations which describe the modification of a pulse are based upon the boundary conditions of continuity of pressure and continuity of particle velocity across the interface between the two materials [31]. These relations depend upon the value of \( \rho c \), called the "characteristic impedance." If \( \rho_{1}c_{1} \) is for the first and \( \rho_{2}c_{2} \) is for the second laminate, and \( P_{0} \) is the pulse amplitude in the first, the amplitude of the transmitted component is

\[
P_{t} = \frac{2\rho_{1}c_{1}}{\rho_{1}c_{1} + \rho_{2}c_{2}} P_{0} \tag{37}
\]

and the reflected component is

\[
P_{r} = \frac{\rho_{2}c_{2}}{\rho_{1}c_{1} + \rho_{2}c_{2}} P_{0} \tag{38}
\]

These relations are somewhat simplified by letting

\[
k = \frac{\rho_{1}c_{1}}{\rho_{2}c_{2}} \tag{39}
\]
giving

\[ P_t = \left( \frac{2K}{K+1} \right) P_o \]  (40)

and

\[ P_r = \left( \frac{K-1}{K+1} \right) P_o \]  (41)

Figure 78 gives the relative values of the transmitted and reflected pulse amplitudes as functions of K.

**Effect of Pulse Length and Coating Thickness**

A 5-mil-thick coating (C) on a substrate (S) is shown in Figure 79. The coating does not represent any particular material, but it is assumed that the impedance mismatch between the coating and the water drop \( K_1 \) and between the coating and the SCFS substrate \( K_2 \) have the values shown. It is also assumed that the ratio of the pulse velocity in the substrate to that in the coating \( c_S/c_c \) is 1.2.

The impact pressure is represented by \( P \). Equations (40) and (41) are used to calculate the transmitted and reflected stresses at the interface between the coating and substrate, if no attenuation of the pressure pulse is considered. The pulse having an amplitude of \( \psi_1 = 0.352P \) will be transmitted into the radome. The tensile pulse reflected from this interface will have an amplitude of \(-0.648P\). A portion of this reflected pulse will then be transmitted, \( \psi_2 = -0.042P \), into the liquid drop and a pulse having an amplitude of \(0.606P\) will be reflected back through the coating. Upon reaching the substrate interface, another pulse, \( \psi_3 = 0.213P \), will be transmitted into the radome. This will continue with decreasing amplitudes.

The amplitudes of the respective stresses transmitted into the radome wall are given by the equation

\[ q_n = \left[ \frac{(K_2-1)}{(K_2+1)} \right]^{n-1} \left[ \frac{2K_2}{K_2+1} \right] P \]  (42)

If the thickness of the coating is sufficiently small or if the pulse length is sufficiently large, the train of transmitted pulses will merge into a single wave. For this to occur, the pulse length in the coating, \( \lambda_c \), must be equal to or greater than twice the coating thickness.
In this example, the pulse must have a length, \( \lambda_C \), of at least 0.01 in. before they will merge into a single wave. Suppose, for example, a square pulse or step function having a length, \( \lambda_C \), of 0.05 in. is generated by the collision with the liquid. This pulse will have a length, \( \lambda_S \), of 0.06 in. in the substrate because of the increase in velocity according to the relation

\[
\lambda_S = \frac{c_S}{c_C} \lambda_C
\]  

(43)

The pulse of amplitude \( \sigma_1 \) will be followed by the second pulse of amplitude \( \sigma_2 \). The distances between these pulse fronts in the substrate will be 0.012 in. Those will be followed by the other pulses at equal intervals. These would combine to form the wave front, 0 to A, in Figure 80. The front of the sixth pulse will pass through the coating-substrate interface at the same time as the "tail" of the first pulse. There will, therefore, be a sudden decrease in amplitude equal to \( \sigma_1 - \sigma_6 \) from the peak of 0.819P. The arrival of the tails of later pulses continues to cause step decreases until the wave decays as shown. Figure 80 then represents the resulting shape of the wave transmitted into the substrate.

It is seen that the amplitude of the wave transmitted into the substrate will depend not only upon the properties of the coating material but upon its thickness and the pulse length generated by the liquid impact. The effect of the pulse length, \( \lambda_C \), upon the profile of the transmitted wave is shown in Figure 81. If, for example, \( n = 1 \), \( \lambda_n \) is greater than 0.01(n-1) = 0, and equal to or less than 0.01n = 0.05. In this case the transmitted wave would consist of separate and distinct pulses having the amplitudes shown in Figure 79. These amplitudes are indicated by the points on the curve \( \lambda_1 \) of Figure 81.

If \( \lambda \) is greater than 0.01 in. and equal to or less than 0.02., the pulses will overlap, and the transmitted wave will rise in a stepwise manner to a value 0.565P and then decay as shown by the points on the curve \( \lambda_2 \). If \( \lambda \) is greater than 0.05 in. and equal to or less than 0.05 in., \( n = 5 \) and the transmitted wave would rise in amplitude to point A and then decay as indicated by \( \lambda_5 \). This was the case previously considered and shown in Figure 80. If the generated pulse length is very long, the amplitude of the transmitted wave would approach a value of about 0.9P as shown.
Instead of assuming the impact pressures to be step functions, more realistic impact pressure-time functions as used in Section VII, Eq. (26), will now be considered, together with the decay of the stress wave as it moves through the target and is reflected from the rear surface.

The thickness of the coating, \( T_C \), will be expressed in terms of the pulse velocity in the coating, \( C_C \), and the time, \( \Delta t \), separating the wave fronts in the substrate. These are related by the equation

\[
\Delta t = \frac{2T_C}{C_C}
\]

The stress wave profiles just prior to reaching the rear surface of a 0.5-in. target are shown in Figure 82 for an impedance mismatch of 0.5. The curve for \( \Delta t = 0 \) is that for no coating. When \( \Delta t = 0.10 \), the amplitude is somewhat less, and its shape is changed but little. When \( \Delta t = 0.25 \), the effect of the separate pulses becomes evident. The maximum stress is dependent upon the amplitude of the first two transmitted waves, but not upon the others. For a value of \( \Delta t = 0.5 \), the maximum stress depends only upon the amplitude of the first transmitted wave, and the remaining waves contribute only to the wave length. Also shown in Figure 82 are the curves for an impedance mismatch of 2.0. In this case, the stress amplitude reaches a value much greater than that of an uncoated target.

The stress histories at a given point 0.42 in. from the target's front surface for values of \( \Delta t \) equal to 0.1 and 0.5 and impedance mismatch values of 0.5 and 2.0 are shown in Figure 83. The front of the reflected wave reached the point at a time of approximately 3.2 usec, causing the large tensile stresses. For \( K = 0.5 \) and 2.0, the maximum tensile stresses developed in a 0.5-in. target are shown in Figure 84. Figure 85 summarizes the effects of \( K \) and \( \Delta t \) on the peak stresses occurring in a 0.5-inch substrate.

From these examples it is seen that the use of coatings on radome surfaces sometimes causes a decrease and sometimes an increase in the maximum tensile stresses in the material. If the impedance of the coating is greater than the substrate \((K < 1)\), the stress in the substrate will be lowered; whereas, if the impedance of the coating is smaller than the substrate \((K > 1)\), the stress in the substrate can be considerably greater than the no-coating value. This is a factor that should be taken into consideration when designing an all-weather radome. If the radome wall is
sufficiently thick or the angle of impact is small, spallation may not be a problem at all, and the coating should be designed for erosion and micro-wave effects only. For thin-wall radomes, the stress resulting from reflected waves may be a factor.
SECTION IX
ROCKET SLED TESTS

A rocket sled test program was conducted at Holloman Air Force Base, New Mexico, to determine the rain erosion resistance of slip-cast fused silica at velocities above 5000 ft/sec. The fabrication techniques used at the Georgia Institute of Technology to slip-cast, heat-treat, and flame-glaze the radomes; a description of the test facilities; and the results of six sled tests have been described by Walton and Harris [32]. Radomes from three of these tests have been examined in the course of the present work, and some observations will be made concerning the damages sustained by each. The damage will also be compared with that predicted by the relations of Section VI. Sled test information from Reference [32] is summarized in Table 5.

Radome No. 7R81

Figure 86 is a photograph of the radome of run No. 2. The rain intensity was reported as 2.5 inches/hour, and the average drop size was said to be between 1.5 and 2.0 mm in diameter. The average velocity was about 5300 ft/sec, and the rain field length was 400 ft. A view of the radome with its metal tip broken off and a closer view of some of the craters are shown in Figure 87. The radome dimensions as well as the locations of the centers of the photographs of Figures 89, 90, and 91 are given in Figure 88.

The photographs of Figure 89 were taken around the circumference at 45-degree intervals at a distance of 11.6 inches from the tip. By counting all craters that could be detected, it was found that they averaged 27.1 per square inch. Those of Figure 90 were 8.3 inches from the tip and averaged 40.4 craters per square inch. At a distance of 3.0 inches from the tip, the photographs overlapped (Figure 91), and the number of craters averaged 25.1 per square inch. The radome appearance is certainly different near the tip. Erosion rather than cratering seems to have been the major source of damage. It may be that the craters were largely removed by the high temperatures and fusion caused by aerodynamic heating, or the high temperature may have first fused the surface, and cratering is different in material heated to very high temperatures. No
explanation is offered for the higher density of craters near the middle
of the radome surface. Based upon these photographs, it was estimated
that for the entire radome there was an overall average of 30 craters per
square inch and that about 40 percent of the radome surface was covered.
This radome had been flame-glazed by the use of a plasma jet to fuse the
surface and to provide a coating of non-porous fused silica that served
to seal the surface. Walton and Harris reported that the thickness of
the fused layer varied from 0.03 to 0.04 inch near the tip to less than
0.005 inch near the base.

The depths of some of the craters were measured, and their volumes
were computed. The purpose of this was to learn more of the nature of the
fractures and to determine the extent to which drop impacts can be simu-
lated by the use of the water jet accelerator and by solid projectile
impacts. Crater measurements are being made in Figure 92. Cross-sections
of a somewhat larger-than-average crater near the base of the radome are
shown in Figure 93. The depths were measured from the curved surface.
The first profiles were taken outside the crater and indicate the rough-
ness and irregularities of the surface. As it is impossible to recognize
the actual crater boundaries from the measurements (although they can be
seen visually) because of the surface roughness, the depths shown in Fig-
ure 94 start with the 0.001-inch contour. The volume of this crater was
found to be $5.6 \times 10^{-5}$ in$^3$, and average diameter was about 0.20 inch.
Profiles and crater contours of another crater located near the midpoint
of the radome surface are given in Figures 95 and 96. Although the area
of this crater is less than the previous one, its depth is somewhat
greater. It appeared to be about an average-size crater, and its volume
was $3.1 \times 10^{-5}$ in$^3$, and average diameter was about 0.125 in.

Comparing the depth contours of these craters with those of Figures
25 and 26, several similarities and differences are noted. In both cases
there is a central plateau surrounded by areas of greater depth contain-
ing several rather deep pits. The primary differences are that the radome
craters were more irregular in shape (although the actual boundaries are
not shown), and the crater surface is rougher. Also, the central plateau
of the jet-produced crater was of the original surface, and it is apparent
that some of the original radome material had been removed. The jet impact
was normal to the target's surface at a velocity of about 2000 ft/sec and that of the drop was at an angle of about 16 degrees at a speed of 5300 ft/sec. This slight difference in the shape of the craters produced by normal and oblique impacts was seen in Figure 36.

Although both targets were of SCFS, the surfaces were entirely different. The radome surface was much rougher, and it had also been provided with a coating of non-porous fused silica. Walton had observed that once the impact pressure was sufficient to cause damage to the glazed surface, there was a tendency to chip out a portion of the glaze extending beyond the actual area of impact.

In view of the differences in the material properties of the target impacted by the jet and the radome eroded by raindrops and the great difference in the impact angles, the similarities in the craters are more than would have been expected.

The direction of impact seems to make little difference in the crater's general appearance. It appears that the simulation of a high-velocity impact at a small angle with the surface can be accomplished with a lower velocity impact at a different angle as long as the normal velocity components are the same. For example, the velocity of 5000 ft/sec at 15 degrees with the surface could probably be simulated with a velocity of 2000 ft/sec at an angle of 40 degrees.

Estimates of Erosion

It was previously mentioned that a careful study of the radome photographs indicated that there was an average of about 30 craters per square inch and that approximately 40 percent of its surface was covered. Neglecting the overlapping of craters, this gives an average crater area of 0.0133 in², or an average diameter of 0.13 in. This confirms the fact that the second crater measured (d = 0.125 in, V = 3.1 x 10⁻⁵ in³) was perhaps one of average size. If this is assumed, the total volume of material removed in the 400-ft rain field was (30 x 3.1 x 10⁻⁵), or 9.3 x 10⁻⁴ in³/in², and the average rate of erosion up to that time was 1.23 x 10⁻² in/sec.
Radome No. 7RD1

Figure 97 is a mosaic or composite of photographs made of the surface of the radome of run No. 4. The average rocket velocity was about 4900 ft/sec. The rain field was equivalent to 3000 ft of length at a rate of 2.5 in/hr. The surface had been flame-glazed the same as No. 7RB1. The entire surface was covered with craters, and it was not possible to determine crater volumes or the extent of the erosion. Views of this radome are shown to a larger scale in Figure 98.

Radome No. 7RF2

Only the tip of this radome of run No. 7 survived, as it apparently hit a bird during coast-out after traveling through the same equivalent rain field as run No. 4. The average velocity through the rain was about 5100 ft/sec. The tip is shown in Figure 99. This radome was unglazed, and, although the entire surface was eroded, it did not appear to be as severe as that of No. 7RD1. Because of the eroded surface, it was impossible to measure the crater volumes with any high degree of accuracy.

Comparison of Rocket Test Results with Predicted Values

Equations (17), (18), and (19) have been solved by the computer code REMRASS for the conditions of Holloman run No. 2 (R = 2.5 in/hr and v = 5300 ft/sec) and also taking into consideration the deflection of the drops in the shock layer. The results are shown in Table 6. These calculations indicate that at a distance of 400 ft, 43.2 percent of the radome will be covered with craters, that 6.76 x 10^-4 in^3/in^2 of the material will have been removed, and that the average erosion rate up to that time has been 8.96 x 10^-3 inches/sec.

The following gives a direct comparison of the results:

<table>
<thead>
<tr>
<th>Percent of Area Eroded</th>
<th>Volume Eroded (In^3/In^2)</th>
<th>Erosion Rate (In/Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculated values</td>
<td>43.2</td>
<td>6.76 x 10^-4</td>
</tr>
<tr>
<td>Estimated from radome examination</td>
<td>40.0</td>
<td>9.3 x 10^-4</td>
</tr>
</tbody>
</table>

Keeping in mind the fact that the properties of the radome material and target material are probably not the same, that the surface of the radome had been flame-glazed, increasing its susceptibility to cratering, and that the actual rainfall rate may have been somewhat greater than
2.5 in/hr for the sled tests, it is surprising that the results are in such close agreement.

It was not possible to obtain a similar comparison for the radomes of runs Nos. 4 and 7, as their surfaces were completely covered with craters after traveling through 2000-ft rain fields. The computed results indicate that the radomes would be 100 percent covered at a distance of 925 ft in the rain.
SECTION X

CONCLUSIONS

It has been shown that the water jet accelerator is a valuable tool for simulating the damage caused by collisions of supersonic radomes with raindrops. Cratering and erosion data obtained by use of the accelerator, together with theoretical considerations, give relations that can be employed in the design of high-speed vehicles that must possess all-weather capabilities.

When the rain field is described (i.e., rate, duration, and extent) and the radome profile, wall thickness, velocity, and allowable probability of failure are specified, the methods described in this report can be used to determine the probable damage, provided that the radome material properties and their relations to cratering resistance are known.

It must be remembered that the equations derived and the numerical values computed in this study were based upon only one of the SCFS targets. This target experienced the greatest damage of any of those furnished for use in this research; therefore, the use of these relations in radome design would probably be on the side of safety.

The craters in the weakest of the targets averaged six times the volume of those in the strongest targets (Figure 30). It is not known which of the material properties has the greatest influence on the target's resistance to cratering. The effects of such properties as hardness, porosity, modulus of rupture, Young's modulus, surface finish, and the compressive, tensile, and shear strengths upon the material's resistance to erosion and cratering can be determined by the use of the jet accelerator. Such information would certainly be of great value to the engineer in preparing the radome material and fabrication specifications.

The water jet accelerator is an economical tool for comparing the erosion resistance of different materials as well as determining the effects of coating, laminates, and surface conditions.

Although much has been learned about high-speed liquid impact, it is apparent that much more information is needed. Empirical relations have been derived that will give the probable rain damage to SCFS radomes, but
relatively little is known about the actual mechanics of cratering. The maximum tensile stress has been assumed to be the governing factor relating to subsurface fracture and spallation. This is probably not entirely correct. Other theories of fracture should be investigated. As the required radome wall thickness depends upon the maximum probable raindrop size, more information concerning the drop size distribution is needed, especially for rainfall at various altitudes.
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Figure 1. Regimes of impact phenomena.
FIGURE 2. SCHEMATIC OF WATER EJECTION FROM NOZZLE
FIGURE 3. DETAILS OF HIGH-PRESSURE CYLINDER AND PISTON
FIGURE 9. EXPLODED VIEW OF JET ACCELERATOR
JET VELOCITY APPROXIMATELY 3200 ft/sec

FIGURE 7. JET AND FRACTURE DIAMETERS
FIGURE 9. DAMAGE TO A 0.25-INCH LEAD PLATE
FIGURE II. WATER IMPACT DAMAGE TO LUCITE TARGETS
FIGURE 12. PROFILE AND DEPTH CONTOURS OF CRATER IN LUCITE
### Figure 1A. Bullet Velocities

<table>
<thead>
<tr>
<th>Bullet Type</th>
<th>Velocity (ft/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hy-Score, 22 BB Caps</td>
<td></td>
</tr>
<tr>
<td>Western 22-Shorts, Super X</td>
<td></td>
</tr>
<tr>
<td>Eley 22-LR, Tenex (Orange Box)</td>
<td></td>
</tr>
<tr>
<td>Eley 22-LR, Match (Black Box)</td>
<td></td>
</tr>
<tr>
<td>Western 22-LR, Standard Velocity, XP22LR</td>
<td></td>
</tr>
<tr>
<td>Remington 22-LR, 622</td>
<td></td>
</tr>
<tr>
<td>Western 22-LR, Super X, SX22LR</td>
<td></td>
</tr>
<tr>
<td><em>3.2</em> GR Unique Powder, Lot No. 532</td>
<td></td>
</tr>
<tr>
<td><em>3.7</em> GR Unique Powder, Lot No. 532</td>
<td></td>
</tr>
<tr>
<td><em>4.2</em> GR Unique Powder, Lot No. 532</td>
<td></td>
</tr>
</tbody>
</table>
FIGURE 14. EFFECT OF NOZZLE DIAMETER UPON JET VELOCITY
FIGURE 15. RELATION BETWEEN BULLET ENERGY AND JET VELOCITY
Figure 16. Amounts of water ejected from nozzle.
DISTANCE FROM NOZZLE TO TARGET (inches)

PLATE DEFLECTION (inches)

WESTERN SX22LR

ELEY TENEX 22LR

FIGURE 17. EFFECT OF NOZZLE-TO-TARGET TABLE.
Target-nozzle distance = 2'
ELEY Tenex bullet

Figure 18. Effect of the amount of water in pressure chamber
FIGURE 20. STRESSES RESULTING FROM LIQUID IMPACT
Figure 21. Stress History at a Point
Figure 22. Stresses Resulting from Reflected Waves
DISTANCE - X (INCHES)

CRATER DEPTH (INCHES)

FIGURE 25. CRATER CROSS-SECTIONS (FUSED SILICA)
FIGURE 28. RELATION BETWEEN CRATER DIMENSIONS AND JET VELOCITY
Figure 21. Volume-Area-Energy Relations (original AMC-SCFS targets)
FIGURE 30. ENERGY-VOLUME RELATIONS FOR DIFFERENT TARGETS (LOG SCALE)
FIGURE 4. CRATER VOLUME RELATION TO JET ENERGY FOR A 2-INS. CRATER

TARGET NO. 1
\[ V = 10.1 \times 10^{-6} \times E^{1.44} \]

TARGET NO. 2
\[ V = 3.32 \times 10^{-6} \times E^{1.44} \]

ORIGINAL TARGETS
\[ V = 1.66 \times 10^{-6} \times E^{1.44} \]
FIGURE 32. VOLUME-AREA-ENERGY RELATIONS (SCFS TARGET NO. 1)

\[
V = 10.1 \times 10^{-6} E^{1.44}
\]

\[
A = 0.022 E^{0.55}
\]
FIGURE 33. CRATERS RESULTING FROM LEAD PELLET IMPACTS
FIGURE 49. CRaters RESULTING FROM SHOTGUN PELLET IMPACTS
FIGURE 35. DEFLECTION OF RAINDROPS BY THE RADOME SHOCK WAVE
FIGURE 36. PHOTOGRAPHS OF CRATERS FORMED BY NORMAL AND OBLIQUE IMPACTS
FIGURE 38. EFFECT OF IMPACT ANGLE ON CRATER VOLUME
Figure 39. Comparison of crater profiles.
FIGURE 40. CRATER CAUSED BY SHOTS 829 AND 830
FIGURE 43. CRATERS CAUSED BY SHOTS 829 AND 833
JET VELOCITY = 3430 FT/SEC.

1/16-INCH NOZZLE
(SCFS)

DISTANCE BETWEEN IMPACTS

TOTAL CRATER VOLUMES
SINGLE CRATER VOLUME

DISTANCE BETWEEN CRATER CENTERS
CRATER DIAMETER

FIGURE 44. EFFECTS OF DISTANCE BETWEEN IMPACTS
FIGURE 45. CRATERS CAUSED BY SHOTS 807 AND 837
FIGURE 46. CRATERS CAUSED BY SHOTS 834 AND 838
FIGURE 97. CRATERS CAUSED BY SHOTS 836 AND 840
FIGURE 48. CRACK THROUGH CRATER 769 CAUSED BY SHOT 770
$\frac{V}{V_i} = 2 - e^{-\frac{2p}{132 - p}}$

FIGURE 50. EFFECT OF PERCENT OF SURFACE ERODED ON VOLUME OF MATERIAL REMOVED
Figure 51. Erosion Rate as a Function of Distance Traveled in Rainfield
Example: A 30-degree SCFS radome would travel about 350 feet in a 2.5-in/hr rain at 5000 ft/sec before the entire radome surface became eroded.

\[ \text{scale below and read distance on vertical scale.} \]

**FIGURE 52. RAIN FIELD LENGTH REQUIRED FOR 100 PERCENT SURFACE EROSION**
FIGURE 53. RELATION BETWEEN EROSION RATE AND VELOCITY
FIGURE 55. INTERNAL FRACTURES AND REAR SURFACE SPALL.
FIGURE 57. FRACTURE CORE FROM PERFORATED SCT-S TARGET
FIGURE 59. REAR SURFACE OF PERFORATED TARGET - SHOT 810
FIGURE 60. FRACTURES CAUSED BY REFLECTED STRESS WAVES
FIGURE 61. PHOTOGRAPHS OF CRATER AND SPALL - SHOT 702
CRATER VOLUME = $16.26 \times 10^{-4}$ cu. in.

SPALL VOLUME = $186.8 \times 10^{-4}$ cu. in.

FIGURE 62. CRATER AND SPALL PROFILES
FIGURE 63. PHOTOGRAPHS OF CRATER AND SPALL - SHOT 826
FIGURE 64. PHOTOGRAPHS OF CRATER AND SPALL - SHOT 809
FIGURE 66. KINETIC ENERGY REQUIRED FOR SPALIATION

SPALL IS LIKELY TO OCCUR WHEN:

\[ KE > \frac{1}{0.0043} \]

TARGET THICKNESS (inches)

KINETIC ENERGY (ft-lb)
FIGURE 67. PRINCIPAL STRESSES PRODUCED BY IMPACT
FIGURE 68. EFFECT OF MATERIAL PROPERTIES UPON MAXIMUM TENSILE STRESS
FIGURE 69. MAXIMUM RADIAL TENSILE STRESS AS FUNCTION OF MATERIAL PROPERTIES
FIGURE 70. MAXIMUM TENSILE STRESS ALONG AXIS OF 0.75-INCH TARGET
FIGURE 72. EFFECT OF TARGET THICKNESS ON MAXIMUM TENSILE STRESS
FIGURE 73. SPALLATION THRESHOLD AS A FUNCTION OF VELOCITY FOR A 0.434-INCH-THICK RADOME COLLIDING WITH AN 8-MM RAINDROP

MAXIMUM TENSILE STRESS NEAR INNER SURFACE = 
\[ 2.34 \times V \sin \theta \]
FIGURE 74. DROP DIAMETER-DISTANCE-PROBABILITY RELATION (RFR = 2.5 IN/HR)
FIGURE 75. DROP DIAMETER-DISTANCE-PROBABILITY RELATION (RFR = 5.0 IN/HR)
MAXIMUM TENSILE STRESS DUE TO REFLECTED WAVES RESULTING FROM SIMULTANEOUS IMPACTS

FIGURE 76. MAXIMUM TENSILE STRESS DUE TO REFLECTED WAVES Resulting FROM SIMULTANEOUS IMPACTS
FIGURE 77. DEPENDENCE OF MAXIMUM STRESS UPON DISTANCE AND TIME BETWEEN IMPACTS
FIGURE 78. EFFECT OF IMPEDANCE MISMATCH UPON TRANSMITTED AND REFLECTED PULSE AMPLITUDES
FIGURE 79. TRANSMITTED WAVES IN SUBSTRATE PRODUCED BY MULTIPLE REFLECTIONS IN COATING
FIGURE 80. WAVE IN SUBSTRATE PRODUCED BY 0.05-INCH PULSE IN COATING
FIGURE 9. EFFECT OF THE PULSE LENGTH ON THE TRANSMITTED WAVE IN THE SUBSTRATE
FIGURE 92. STRESS WAVE PROFILES IN COATED RADOMES
FIGURE 83. STRESS HISTORY AT A POINT IN A COATED RADOME
FIGURE 84. MAXIMUM TENSILE STRESSES IN COATED RADOMES
FIGURE 95. MAXIMUM TENSILE STRESS AS A FUNCTION OF K AND Δt
FIGURE 87. RADOME AND CLOSE-UP OF CRATERS - 7RBI
FIGURE 91. PHOTOGRAPHS OF CRATERS NEAR TIP - 7RB1
FIGURE 94. DEPTH CONTOURS
FIGURE 96. DEPTH CONTOURS

Volume = 0.31 \times 10^{-4} \text{in}^3
FIGURE 37. COMPOSITE OF PHOTOGRAPH MADE OF ERODED SURFACE OF EADOME 7RD1
### TABLE 1

**MULTIPLE IMPACTS - 3CFPS**

<table>
<thead>
<tr>
<th>Number of Impacts</th>
<th>Fraction of Total Surface Eroded</th>
<th>Volume of Material Removed ($10^{-4}$in$^3$)</th>
<th>Average Volume per Impact (V)</th>
<th>$V/V_1$ Measured</th>
<th>$V/V_1$ Computed</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.138</td>
<td>66.5</td>
<td>13.30</td>
<td>1.30</td>
<td>1.29</td>
</tr>
<tr>
<td>10</td>
<td>0.275</td>
<td>154.5</td>
<td>15.45</td>
<td>1.52</td>
<td>1.55</td>
</tr>
<tr>
<td>15</td>
<td>0.413</td>
<td>271.5</td>
<td>18.10</td>
<td>1.78</td>
<td>1.74</td>
</tr>
<tr>
<td>20</td>
<td>0.550</td>
<td>377.2</td>
<td>18.86</td>
<td>1.85</td>
<td>1.88</td>
</tr>
<tr>
<td>25</td>
<td>0.687</td>
<td>487.9</td>
<td>19.52</td>
<td>1.91</td>
<td>1.96</td>
</tr>
</tbody>
</table>

**Notes:** Target #1

Jet Energy = 25 ft-lb

$V_1$ = Volume of a single isolated crater ($10.2 \times 10^{-4}$in$^3$)
TABLE 2. VARIATION OF CALCULATED RADOME EROSION WITH RAINFIELD LENGTH AND INTENSITY

VELOCITY=2500 FT/SEC  THETA=15 DEGREES

<table>
<thead>
<tr>
<th>Rainfall (in)</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
<th>0.40</th>
<th>0.50</th>
<th>0.60</th>
<th>0.70</th>
<th>0.80</th>
<th>0.90</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainfall (in)</td>
<td>1.10</td>
<td>1.20</td>
<td>1.30</td>
<td>1.40</td>
<td>1.50</td>
<td>1.60</td>
<td>1.70</td>
<td>1.80</td>
<td>1.90</td>
<td>2.00</td>
</tr>
<tr>
<td>Rainfall (in)</td>
<td>2.10</td>
<td>2.20</td>
<td>2.30</td>
<td>2.40</td>
<td>2.50</td>
<td>2.60</td>
<td>2.70</td>
<td>2.80</td>
<td>2.90</td>
<td>3.00</td>
</tr>
<tr>
<td>Rainfall (in)</td>
<td>3.10</td>
<td>3.20</td>
<td>3.30</td>
<td>3.40</td>
<td>3.50</td>
<td>3.60</td>
<td>3.70</td>
<td>3.80</td>
<td>3.90</td>
<td>4.00</td>
</tr>
</tbody>
</table>

...
TABLE 2. VARIATION OF CALCULATED RADOME EROSION WITH
RAINFIELD LENGTH AND INTENSITY (CONTINUED)

VELOCITY=2500 F/SEC   THETA=45 DEGREES

<table>
<thead>
<tr>
<th>Rainfall (in)</th>
<th>Length (ft)</th>
<th>Value (inches)</th>
<th>Change (inches)</th>
<th>Erosion (inches)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>10</td>
<td>0.01</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>2.0</td>
<td>20</td>
<td>0.04</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>3.0</td>
<td>30</td>
<td>0.06</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>4.0</td>
<td>40</td>
<td>0.08</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>5.0</td>
<td>50</td>
<td>0.10</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rainfall (in)</th>
<th>Length (ft)</th>
<th>Value (inches)</th>
<th>Change (inches)</th>
<th>Erosion (inches)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.0</td>
<td>60</td>
<td>0.12</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>7.0</td>
<td>70</td>
<td>0.14</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>8.0</td>
<td>80</td>
<td>0.16</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>9.0</td>
<td>90</td>
<td>0.18</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>10.0</td>
<td>100</td>
<td>0.20</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rainfall (in)</th>
<th>Length (ft)</th>
<th>Value (inches)</th>
<th>Change (inches)</th>
<th>Erosion (inches)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.0</td>
<td>110</td>
<td>0.22</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>12.0</td>
<td>120</td>
<td>0.24</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>13.0</td>
<td>130</td>
<td>0.26</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>14.0</td>
<td>140</td>
<td>0.28</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>15.0</td>
<td>150</td>
<td>0.30</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rainfall (in)</th>
<th>Length (ft)</th>
<th>Value (inches)</th>
<th>Change (inches)</th>
<th>Erosion (inches)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.0</td>
<td>160</td>
<td>0.32</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>17.0</td>
<td>170</td>
<td>0.34</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>18.0</td>
<td>180</td>
<td>0.36</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>19.0</td>
<td>190</td>
<td>0.38</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td>20.0</td>
<td>200</td>
<td>0.40</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
</tbody>
</table>
TABLE 2. VARIATION OF CALCULATED RADOME EROSION WITH RAINFIELD LENGTH AND INTENSITY (CONTINUED)

<table>
<thead>
<tr>
<th>Velocity: 2500 ft/sec</th>
<th>Theta = 60 Degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle</td>
<td>Erosion Rate</td>
</tr>
<tr>
<td>0°</td>
<td>0.01</td>
</tr>
<tr>
<td>10°</td>
<td>0.02</td>
</tr>
<tr>
<td>20°</td>
<td>0.03</td>
</tr>
<tr>
<td>30°</td>
<td>0.04</td>
</tr>
<tr>
<td>40°</td>
<td>0.05</td>
</tr>
<tr>
<td>50°</td>
<td>0.06</td>
</tr>
<tr>
<td>60°</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Note: The table continues with similar entries for different angles.
TABLE 2. VARIATION OF CALCULATED RADOME EROSION WITH RAINFIELD LENGTH AND INTENSITY (CONTINUED)

VELOCITY=2500 FT/SEC  THETA=75 DEGREES

<table>
<thead>
<tr>
<th>Weekly</th>
<th>Radar Intensity</th>
<th>Binned Rainfall Intensity</th>
<th>Binned Rainfall Duration</th>
<th>Erosion Rate (ft/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.75</td>
<td>25</td>
<td>1</td>
<td>0.0005</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>30</td>
<td>2</td>
<td>0.0010</td>
</tr>
<tr>
<td>3</td>
<td>1.25</td>
<td>35</td>
<td>3</td>
<td>0.0015</td>
</tr>
<tr>
<td>4</td>
<td>1.5</td>
<td>40</td>
<td>4</td>
<td>0.0020</td>
</tr>
</tbody>
</table>

...
<table>
<thead>
<tr>
<th>VELCITY</th>
<th>2500 FT/SEC</th>
<th>THEA-90 DEGREES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>Intensity</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td>21</td>
</tr>
<tr>
<td>22</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>25</td>
<td>26</td>
<td>27</td>
</tr>
<tr>
<td>28</td>
<td>29</td>
<td>30</td>
</tr>
<tr>
<td>31</td>
<td>32</td>
<td>33</td>
</tr>
<tr>
<td>34</td>
<td>35</td>
<td>36</td>
</tr>
<tr>
<td>37</td>
<td>38</td>
<td>39</td>
</tr>
<tr>
<td>40</td>
<td>41</td>
<td>42</td>
</tr>
<tr>
<td>43</td>
<td>44</td>
<td>45</td>
</tr>
<tr>
<td>46</td>
<td>47</td>
<td>48</td>
</tr>
<tr>
<td>49</td>
<td>50</td>
<td>51</td>
</tr>
<tr>
<td>52</td>
<td>53</td>
<td>54</td>
</tr>
<tr>
<td>55</td>
<td>56</td>
<td>57</td>
</tr>
<tr>
<td>58</td>
<td>59</td>
<td>60</td>
</tr>
<tr>
<td>61</td>
<td>62</td>
<td>63</td>
</tr>
<tr>
<td>64</td>
<td>65</td>
<td>66</td>
</tr>
<tr>
<td>67</td>
<td>68</td>
<td>69</td>
</tr>
<tr>
<td>70</td>
<td>71</td>
<td>72</td>
</tr>
<tr>
<td>73</td>
<td>74</td>
<td>75</td>
</tr>
<tr>
<td>76</td>
<td>77</td>
<td>78</td>
</tr>
<tr>
<td>79</td>
<td>80</td>
<td>81</td>
</tr>
<tr>
<td>82</td>
<td>83</td>
<td>84</td>
</tr>
<tr>
<td>85</td>
<td>86</td>
<td>87</td>
</tr>
<tr>
<td>88</td>
<td>89</td>
<td>90</td>
</tr>
<tr>
<td>91</td>
<td>92</td>
<td>93</td>
</tr>
<tr>
<td>94</td>
<td>95</td>
<td>96</td>
</tr>
<tr>
<td>97</td>
<td>98</td>
<td>99</td>
</tr>
<tr>
<td>100</td>
<td>101</td>
<td>102</td>
</tr>
<tr>
<td>103</td>
<td>104</td>
<td>105</td>
</tr>
<tr>
<td>106</td>
<td>107</td>
<td>108</td>
</tr>
<tr>
<td>109</td>
<td>110</td>
<td>111</td>
</tr>
<tr>
<td>112</td>
<td>113</td>
<td>114</td>
</tr>
<tr>
<td>115</td>
<td>116</td>
<td>117</td>
</tr>
<tr>
<td>118</td>
<td>119</td>
<td>120</td>
</tr>
<tr>
<td>121</td>
<td>122</td>
<td>123</td>
</tr>
<tr>
<td>124</td>
<td>125</td>
<td>126</td>
</tr>
<tr>
<td>127</td>
<td>128</td>
<td>129</td>
</tr>
<tr>
<td>130</td>
<td>131</td>
<td>132</td>
</tr>
<tr>
<td>133</td>
<td>134</td>
<td>135</td>
</tr>
<tr>
<td>136</td>
<td>137</td>
<td>138</td>
</tr>
<tr>
<td>139</td>
<td>140</td>
<td>141</td>
</tr>
<tr>
<td>142</td>
<td>143</td>
<td>144</td>
</tr>
<tr>
<td>145</td>
<td>146</td>
<td>147</td>
</tr>
<tr>
<td>148</td>
<td>149</td>
<td>150</td>
</tr>
<tr>
<td>151</td>
<td>152</td>
<td>153</td>
</tr>
<tr>
<td>154</td>
<td>155</td>
<td>156</td>
</tr>
<tr>
<td>157</td>
<td>158</td>
<td>159</td>
</tr>
<tr>
<td>160</td>
<td>161</td>
<td>162</td>
</tr>
<tr>
<td>163</td>
<td>164</td>
<td>165</td>
</tr>
<tr>
<td>166</td>
<td>167</td>
<td>168</td>
</tr>
<tr>
<td>169</td>
<td>170</td>
<td>171</td>
</tr>
<tr>
<td>172</td>
<td>173</td>
<td>174</td>
</tr>
<tr>
<td>175</td>
<td>176</td>
<td>177</td>
</tr>
<tr>
<td>178</td>
<td>179</td>
<td>180</td>
</tr>
<tr>
<td>181</td>
<td>182</td>
<td>183</td>
</tr>
<tr>
<td>184</td>
<td>185</td>
<td>186</td>
</tr>
<tr>
<td>187</td>
<td>188</td>
<td>189</td>
</tr>
<tr>
<td>189</td>
<td>190</td>
<td>191</td>
</tr>
<tr>
<td>192</td>
<td>193</td>
<td>194</td>
</tr>
<tr>
<td>195</td>
<td>196</td>
<td>197</td>
</tr>
<tr>
<td>198</td>
<td>199</td>
<td>200</td>
</tr>
</tbody>
</table>

**Table 2:** Variation of Calculated Radome Erosion with Rainfall Length and Intensity (Continued)
### Table 3. Variation of Calculated Radome Erosion with Rainfield Length and Intensity

**Velocity=5000 ft/sec  Theta=15 Degrees**

<table>
<thead>
<tr>
<th>Length (ft)</th>
<th>Intensity (in/hr)</th>
<th>Erosion (in)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01</td>
<td>0.001</td>
</tr>
<tr>
<td>2</td>
<td>0.02</td>
<td>0.004</td>
</tr>
<tr>
<td>3</td>
<td>0.03</td>
<td>0.009</td>
</tr>
<tr>
<td>4</td>
<td>0.04</td>
<td>0.016</td>
</tr>
<tr>
<td>5</td>
<td>0.05</td>
<td>0.025</td>
</tr>
<tr>
<td>6</td>
<td>0.06</td>
<td>0.036</td>
</tr>
<tr>
<td>7</td>
<td>0.07</td>
<td>0.049</td>
</tr>
<tr>
<td>8</td>
<td>0.08</td>
<td>0.064</td>
</tr>
<tr>
<td>9</td>
<td>0.09</td>
<td>0.081</td>
</tr>
<tr>
<td>10</td>
<td>0.10</td>
<td>0.100</td>
</tr>
</tbody>
</table>

Note: The table continues with similar entries for different velocities and intensities.
TABLE 3. VARIATION OF CALCULATED RADOME EROSION WITH RAINFIELD LENGTH AND INTENSITY (CONTINUED)

VELOCITY=5000 FT/SEC    THETA=30 DEGREES
TABLE 3. VARIATION OF CALCULATED RADOME EROSION WITH RAINFIELD LENGTH AND INTENSITY (CONTINUED)

VELOCITY=5000 FT/SEC   THETA=45 DEGREES
TABLE 3. VARIATION OF CALCULATED RADOME EROSION WITH RAINFIELD LENGTH AND INTENSITY (CONTINUED)

VELOCITY=5000 FT/SEC  THETA=60 DEGREES
TABLE 3. VARIATION OF CALCULATED RADOME EROSION WITH
RAINFIELD LENGTH AND INTENSITY (CONTINUED)

VELOCITY = 5000 FT/SEC  THETA = 75 DEGREES
TABLE 3. VARIATION OF CALCULATED RADOME EROSION WITH RAINFIELD LENGTH AND INTENSITY (CONTINUED)

VELOCITY=5000 FT/SEC  THETA=90 DEGREES

<table>
<thead>
<tr>
<th>Rainfall Length (ft)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainfall Intensity (ft/sec)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rainfall Length (ft)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainfall Intensity (ft/sec)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rainfall Length (ft)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainfall Intensity (ft/sec)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rainfall Length (ft)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainfall Intensity (ft/sec)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rainfall Length (ft)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainfall Intensity (ft/sec)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rainfall Length (ft)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainfall Intensity (ft/sec)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rainfall Length (ft)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainfall Intensity (ft/sec)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>
TABLE 4. VARIATION OF CALCULATED RADOME EROSION WITH RAINFIELD LENGTH AND INTENSITY

VELOCITY = 7500 FT/SEC  THETA = 45 DEGREES

<table>
<thead>
<tr>
<th>Length (ft)</th>
<th>Erosion Rate 1</th>
<th>Erosion Rate 2</th>
<th>Erosion Rate 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>20</td>
<td>0.04</td>
<td>0.06</td>
<td>0.08</td>
</tr>
<tr>
<td>30</td>
<td>0.06</td>
<td>0.09</td>
<td>0.12</td>
</tr>
<tr>
<td>40</td>
<td>0.08</td>
<td>0.12</td>
<td>0.16</td>
</tr>
<tr>
<td>50</td>
<td>0.10</td>
<td>0.15</td>
<td>0.20</td>
</tr>
<tr>
<td>60</td>
<td>0.12</td>
<td>0.18</td>
<td>0.24</td>
</tr>
<tr>
<td>70</td>
<td>0.14</td>
<td>0.21</td>
<td>0.28</td>
</tr>
<tr>
<td>80</td>
<td>0.16</td>
<td>0.24</td>
<td>0.32</td>
</tr>
<tr>
<td>90</td>
<td>0.18</td>
<td>0.27</td>
<td>0.36</td>
</tr>
<tr>
<td>100</td>
<td>0.20</td>
<td>0.30</td>
<td>0.40</td>
</tr>
</tbody>
</table>

NOTE: Erosion rates are in inches per year.
TABLE 4. VARIATION OF CALCULATED RADOME EROSION WITH RAINFALL LENGTH AND INTENSITY (CONTINUED)

VELOCITY=7500 FT/SEC   THETA=30 DEGREES

<table>
<thead>
<tr>
<th>DISTANCE (FT)</th>
<th>PCT AREA</th>
<th>VOLUME (Inch/Inch^2)</th>
<th>VEL (7500FT/ST)</th>
<th>EROSION (10^6/ST)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>100.00</td>
<td>0.00173</td>
<td>2.66</td>
<td>3.00</td>
</tr>
<tr>
<td>200</td>
<td>100.00</td>
<td>0.00345</td>
<td>5.33</td>
<td>6.00</td>
</tr>
<tr>
<td>300</td>
<td>100.00</td>
<td>0.00517</td>
<td>8.00</td>
<td>9.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DISTANCE (FT)</th>
<th>PCT AREA</th>
<th>VOLUME (Inch/Inch^2)</th>
<th>VEL (7500FT/ST)</th>
<th>EROSION (10^6/ST)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>100.00</td>
<td>0.00173</td>
<td>2.66</td>
<td>3.00</td>
</tr>
<tr>
<td>200</td>
<td>100.00</td>
<td>0.00345</td>
<td>5.33</td>
<td>6.00</td>
</tr>
<tr>
<td>300</td>
<td>100.00</td>
<td>0.00517</td>
<td>8.00</td>
<td>9.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DISTANCE (FT)</th>
<th>PCT AREA</th>
<th>VOLUME (Inch/Inch^2)</th>
<th>VEL (7500FT/ST)</th>
<th>EROSION (10^6/ST)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>100.00</td>
<td>0.00173</td>
<td>2.66</td>
<td>3.00</td>
</tr>
<tr>
<td>200</td>
<td>100.00</td>
<td>0.00345</td>
<td>5.33</td>
<td>6.00</td>
</tr>
<tr>
<td>300</td>
<td>100.00</td>
<td>0.00517</td>
<td>8.00</td>
<td>9.00</td>
</tr>
</tbody>
</table>
### TABLE 4. VARIATION OF CALCULATED RADOME EROSION WITH RAINFIELD LENGTH AND INTENSITY (CONTINUED)

**VELOCITY = 7500 FT/SEC  THETA = 45 DEGREES**

<table>
<thead>
<tr>
<th>Distance (ft)</th>
<th>1.00</th>
<th>2.00</th>
<th>3.00</th>
<th>4.00</th>
<th>5.00</th>
<th>6.00</th>
<th>7.00</th>
<th>8.00</th>
<th>9.00</th>
<th>10.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>55-13</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-20</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-27</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-34</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-41</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-48</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-55</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-62</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-69</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-76</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-83</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-90</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-95</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-102</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-109</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-115</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-122</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-129</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-135</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-142</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-148</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-155</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-161</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-167</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-174</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-180</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-187</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-193</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-199</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-205</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-211</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-217</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-224</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-230</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-236</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-243</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-249</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-255</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-261</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-268</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-274</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-280</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE 4. VARIATION OF CALCULATED RADOME EROSION WITH RAINFIELD LENGTH AND INTENSITY (CONTINUED)

VELOCITY=7500 FT/SEC  THETA=60 DEGREES

<table>
<thead>
<tr>
<th>DISTANCE (FT)</th>
<th>RCT AREA</th>
<th>VOLUME (10^3 cu/ft)</th>
<th>SB (10^3 IN)</th>
<th>ETA (DEG)</th>
<th>METAL (10^3 cu/ft)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

... (Continued)
## TABLE 4. VARIATION OF CALCULATED RADOME EROSION WITH RAINFIELD LENGTH AND INTENSITY (CONTINUED)

**VELOCITY=7500 FT/SEC  THETA=90 DEGREES**

<table>
<thead>
<tr>
<th>Distance (ft)</th>
<th>Density (in/hr)</th>
<th>Erosion (in/hr)</th>
<th>Density (in/hr)</th>
<th>Erosion (in/hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.005</td>
<td>0.001</td>
<td>150</td>
<td>0.005</td>
</tr>
<tr>
<td>200</td>
<td>0.010</td>
<td>0.002</td>
<td>200</td>
<td>0.010</td>
</tr>
<tr>
<td>300</td>
<td>0.015</td>
<td>0.003</td>
<td>300</td>
<td>0.015</td>
</tr>
<tr>
<td>400</td>
<td>0.020</td>
<td>0.004</td>
<td>400</td>
<td>0.020</td>
</tr>
<tr>
<td>500</td>
<td>0.025</td>
<td>0.005</td>
<td>500</td>
<td>0.025</td>
</tr>
<tr>
<td>600</td>
<td>0.030</td>
<td>0.006</td>
<td>600</td>
<td>0.030</td>
</tr>
<tr>
<td>700</td>
<td>0.035</td>
<td>0.007</td>
<td>700</td>
<td>0.035</td>
</tr>
<tr>
<td>800</td>
<td>0.040</td>
<td>0.008</td>
<td>800</td>
<td>0.040</td>
</tr>
<tr>
<td>900</td>
<td>0.045</td>
<td>0.009</td>
<td>900</td>
<td>0.045</td>
</tr>
<tr>
<td>1000</td>
<td>0.050</td>
<td>0.010</td>
<td>1100</td>
<td>0.050</td>
</tr>
</tbody>
</table>

- **Note:** The table continues with similar data for different distances and intensities.
### TABLE 5

**SLED TEST INFORMATION (FROM REFERENCE 32)**

<table>
<thead>
<tr>
<th></th>
<th>Run No. 2</th>
<th>Run No. 4</th>
<th>Run No. 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Holloman No.</td>
<td>7RBL</td>
<td>7RD1</td>
<td>7RF2</td>
</tr>
<tr>
<td>Serial No.</td>
<td>2723</td>
<td>3430</td>
<td>1745</td>
</tr>
<tr>
<td>Length of Rain Field</td>
<td>400 ft</td>
<td>2000 ft</td>
<td>2000 ft</td>
</tr>
<tr>
<td>Rainfall Rate</td>
<td>2.5 in/hr</td>
<td>See comments</td>
<td>Same as Run No. 4</td>
</tr>
<tr>
<td>Average Drop Size</td>
<td>1.5 to 2.0 mm</td>
<td>1.5 to 2.0 mm</td>
<td>1.5 to 2.0 mm</td>
</tr>
<tr>
<td>Velocity Entrance</td>
<td>5250 ft/sec</td>
<td>5050 ft/sec</td>
<td>4570 ft/sec</td>
</tr>
<tr>
<td></td>
<td>5443 ft/sec</td>
<td>5100 ft/sec</td>
<td>5430 ft/sec</td>
</tr>
<tr>
<td></td>
<td>5350 ft/sec</td>
<td>4600 ft/sec</td>
<td>5190 ft/sec</td>
</tr>
<tr>
<td>Comments</td>
<td>Surface dimples covered about 50% of surface. Practically every drop caused some surface damage. Flame-glazed 0.035 in. at tip to 0.005 in. near base.</td>
<td>Rainfall equivalent to 3000 ft at 2.5 in/hr, 4000 ft of natural rain at 2.5 in/hr. Factor of 18/13 due to difference in terminal velocity. Moderate surface erosion over entire surface. Maximum damage to forward 5 in. Flame-glazed same as No. 7RBL.</td>
<td>Unglazed. Erosion much less than No. 7RD1. Hit bird during coast-out.</td>
</tr>
</tbody>
</table>
### TABLE 6

**CALCULATED EROSION OF RADOME 7RB1**

<table>
<thead>
<tr>
<th>Distance (Ft)</th>
<th>Pct Area</th>
<th>Volume (In$^3$/In$^2$)</th>
<th>ER (In/Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.00</td>
<td>5.40</td>
<td>0.525852E-04</td>
<td>0.568003E-02</td>
</tr>
<tr>
<td>100.00</td>
<td>10.80</td>
<td>0.118118E-03</td>
<td>0.625027E-02</td>
</tr>
<tr>
<td>150.00</td>
<td>16.19</td>
<td>0.192697E-03</td>
<td>0.680864E-02</td>
</tr>
<tr>
<td>200.00</td>
<td>21.53</td>
<td>0.276297E-03</td>
<td>0.732186E-02</td>
</tr>
<tr>
<td>250.00</td>
<td>26.99</td>
<td>0.367770E-03</td>
<td>0.779673E-02</td>
</tr>
<tr>
<td>300.00</td>
<td>32.39</td>
<td>0.465863E-03</td>
<td>0.823024E-02</td>
</tr>
<tr>
<td>350.00</td>
<td>37.78</td>
<td>0.569225E-03</td>
<td>0.861970E-02</td>
</tr>
<tr>
<td>400.00</td>
<td>43.13</td>
<td>0.676448E-03</td>
<td>0.896293E-02</td>
</tr>
<tr>
<td>450.00</td>
<td>48.58</td>
<td>0.786099E-03</td>
<td>0.925850E-02</td>
</tr>
<tr>
<td>500.00</td>
<td>53.98</td>
<td>0.896784E-03</td>
<td>0.950591E-02</td>
</tr>
<tr>
<td>1000.00</td>
<td>100.00</td>
<td>0.191364E-02</td>
<td>0.101423E-01</td>
</tr>
<tr>
<td>1500.00</td>
<td>100.00</td>
<td>0.287046E-02</td>
<td>0.101423E-01</td>
</tr>
<tr>
<td>2000.00</td>
<td>100.00</td>
<td>0.382729E-02</td>
<td>0.101423E-01</td>
</tr>
<tr>
<td>2500.00</td>
<td>100.00</td>
<td>0.478411E-02</td>
<td>0.101423E-01</td>
</tr>
<tr>
<td>3000.00</td>
<td>100.00</td>
<td>0.574093E-02</td>
<td>0.101423E-01</td>
</tr>
<tr>
<td>3500.00</td>
<td>100.00</td>
<td>0.669775E-02</td>
<td>0.101423E-01</td>
</tr>
<tr>
<td>4000.00</td>
<td>100.00</td>
<td>0.765457E-02</td>
<td>0.101423E-01</td>
</tr>
<tr>
<td>4500.00</td>
<td>100.00</td>
<td>0.861139E-02</td>
<td>0.101423E-01</td>
</tr>
<tr>
<td>5000.00</td>
<td>100.00</td>
<td>0.956822E-02</td>
<td>0.101423E-01</td>
</tr>
</tbody>
</table>
APPENDIX A

Pressure Due to High-Velocity Impact of a Water Jet

The transient pressure distribution across the impact area of a small high-velocity water jet is studied by means of a pressure transducer technique
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Abstract

A pressure transducer technique was developed for determining the transient distribution of pressure on a surface caused by the impact of a high-velocity jet. Jet parameters known to be effective in producing ring craters were selected for the study. The average jet velocity was 2100 ft/s (640 m/s) and its approximate diameter was 0.26 in. (0.66 cm). A hardened, small-diameter (0.039 in., 0.099 cm) "pressure pin" was used to transmit the pressure from the impact surface to the pressure transducer. The average pressure was thus found over an area of 0.001192 in.² (0.007690 cm²) at several locations within the impact area.

Results show the greatest pressure to occur at the center of the impact area. These results refute the idea that ring craters are produced by the existence of higher pressures near the jet edge.
Introduction

To explain cratering or fracturing due to high-velocity impact of water drops or jets, knowledge is needed of the spatial and temporal variation of the normal pressure exerted on the target surface due to the impact. With this information an attempt can be made to determine the transient state of stress within the solid. Combining the stresses with the correct fracture criterion may eventually lead to a better understanding of the cratering mechanism. In practice, cratering due to drop rather than jet impact is of primary importance, but since jets have been used considerably in the laboratory to simulate drop impact, it is important to understand the pressure due to a jet impact.

When a jet impinges on a flat solid, an initial pressure occurs which is comparable to the water hammer pressure of Cook.¹

\[ P = \rho v_c \]  \hspace{1cm} (1)

where \( P \) is the pressure, \( \rho \) is the liquid density, \( c \) is the sonic velocity in the liquid, and \( v \) is the impact velocity. The initial high pressure given by equation (1) decays very rapidly due to release waves propagating into the jet from its circumference followed by lateral jetting. If impingement continues until a steady state is reached, the pressure approaches the hydrodynamical pressure,

\[ P = \frac{1}{2} \rho v_c^2 \]  \hspace{1cm} (2)

By taking account of the compressibility of the solid being impacted as well as the properties of the jet, DeHaller² showed that equation (1) would be modified slightly to contain the density and sonic velocity of the solid.

For the impingement of a spherical liquid drop, Engel³ proposed

\[ P = \frac{a}{2} \rho v_c \]  \hspace{1cm} (3)

where the factor \( a \) depends on the impact velocity and approaches unity for high velocities. The maximum pressure proposed by Engel would thus be \( \frac{1}{2} \rho v_c \).

In an experimental study Brunton⁴ impacted a water jet onto a pressure trans-
ducer. The resulting pressure peak exhibited a rise time of 1 μs and decayed in a time of less than 3 μs, which was somewhat greater than the time required for release waves to propagate from the circumference to the center of the jet. The longer decay times were believed to be due to the fact that the head of the jet was neither flat nor parallel to the surface. The jet velocity was 2400 ft/s (731.7 m/s) and the jet diameter was 0.17 in. (0.43 cm). The average pressure exerted over the impact area was 134,000 psi (924 MN/m²) whereas equation (1) yields 153,000 psi (1058 MN/m²). Thus the average pressure found by Brunton was 0.874 pvc. Brunton's experiment permitted the determination of average pressure only, rather than the actual distribution of pressure. High-speed photographs made by Brunton showed that fracturing due to the jet impact was completed within the first 3 μs of impact. Therefore, the initial peak of high pressure is of primary interest and the small remaining pressure after decay is of little consequence.

While equations such as (3) provide an estimate of the maximum pressure exerted by the jet, they give no information about the distribution of pressure or its variation with time. Recent numerical solutions by Huang 5, 6, 7, 8 provide results for both spatial and temporal variations of pressure due to the impact of drops of various geometries onto a flat surface. He used a numerical scheme known as the Compressible-Cell-and-Marker technique. Both slip and non-slip boundary conditions between the drop and the surface have been considered. His results confirm the rapid rise and decay times observed by Brunton. With a free-slip boundary condition and a water velocity of 980 ft/s (299 m/s) the maximum pressure ranged approximately from 0.7 pvc for a spherical drop to 1.2 pvc for a finite-length cylindrical jet. Results were slightly higher for the non-slip boundary condition. As a percentage of pvc, results were also greater for higher impact velocities. In all cases the maximum pressure occurred at the center of impact.

Recent experimental results by Johnson and Vickers 9 showed the maximum pres-
sure to occur near the edge of the jet. The pressure was approximately 0.67 psi near the center and jumped to 1.5 psi near the edge of the jet. This does not agree with Huang's prediction of maximum pressure at the center. The velocity used by Johnson and Vickers was 151 ft/s (46 m/s), and the jet diameter was 1.97 in. (50 mm). Both parameters are one order of magnitude removed from those usually considered relative to drop impact.

A recent experiment by Rochester and Brunton\textsuperscript{10} for the impact of a liquid disk and cylinder agrees with Johnson and Vickers in finding a ring of high pressure. A thin rectangular bullet containing a small piezoelectric ceramic was fired into a water disk held between two Perspex windows or into a vertical water jet. Impact velocity was 328 ft/s (100 m/s). The greatest pressure at the center and in the annular region at a distance 0.2 of the disk radius from the center was 0.7 psi and 1.8 psi, respectively.

There is considerable disagreement between the analytical and experimental results. It was thus felt that an experimental investigation should be undertaken using the actual jet geometries and velocities, which have recently been used in the laboratory to simulate drop cratering\textsuperscript{11}. An experimental program was undertaken for one set of jet test parameters. The aim was twofold: (1) to check analytical predictions of the pressure distribution, and (2) to provide, for one test case, the dynamic loads required as input in theories for determining the transient stress state in the impacted solid, ultimately leading to methods of predicting the extent of fracturing due to high-velocity drop impacts.

**Experimental Method**

The experiment employed a pressure transducer which provided a voltage output displayed on an oscilloscope screen. The pressure transducer was mounted in a plate which could be moved accurately by means of a micrometer so that the impact area could be traversed. Figure 1 shows three views of the pressure transducer
assembly. The first photograph shows the transducer positioned in front of the water jet accelerator box, the oscilloscope, and the transducer power source mounted on top of the oscilloscope. The last two photographs show the back and front sides, respectively, of the pressure transducer assembly. The pressure transducer was Model 101A03, manufactured by PCB Piezotronics, Inc., of Buffalo, New York. The transducer had a rise time of 1 μs, a natural frequency of 400 KHz, a sensitivity of 0.5 ± 0.05 mv/psi, and a range of 10,000 psi for a 5-volt output.

The pressure was transmitted to the transducer by means of a small cylindrical pin mounted in a hole in the impact plate, Figure 2. The diameter of the small end of the pressure pin was 0.039 in. (0.099 cm). Hence, the average pressure was determined over an area of only 0.001197 in.² (0.00769 cm²), small enough to approximate the pressure at a point. The nominal dimensions of the pin are shown in Figure 2. The final length of the pin was determined by assembling the pin, surface plate, and transducer, and machining the protruding end of the pin flush with the impact plate. A flat, smooth impacting surface was thus provided for the impingement of the water jet.

In the initial stages of the investigation stainless steel was used for the impact plate and the pressure pin. Stainless steel proved to be too soft. After a few impacts the pin became plastically compressed; thus, the end of the pin gradually receded into the hole in the impact plate and the diameter of the pin increased slightly. The stainless steel impact plate after a few shots became dented on the surface in the impacting area. A solution for the impact plate was found by replacing the stainless steel with tool steel which was hardened by heating and quenching in oil. Pins were machined from 1/16 rod and hardened in the same way. These pins proved to be too brittle, fracturing at the junction of the small diameter part with the base after only one impact. This problem was finally solved by heating and hardening only the small diameter part of the pin. Thus an impact plate and
pressure pin evolved which would withstand several impacts before suffering any visual damage or measurable change in dimensions. Figure 3 shows a photograph of two views of an impact plate with the pressure pin removed.

The experiment was conducted by accurately positioning the pressure transducer in line with the water jet nozzle 1 inch from the nozzle. The water was accelerated by impacting a nylon piston in a water-filled nozzle with a Hy-Score BB cap bullet, Figure 2. The average velocity of the head of the water jet was 2100 ft/s (640 m/s). The diameter of the jet core was 0.094 in. (0.238 cm) and the diameter of the jet head was 0.26 in. (0.66 cm). These parameters have been used extensively for making craters in slip-cast fused silica targets. More details of the water jet accelerator are given in Section II of this report.

A trace of the transducer voltage output was obtained on the oscilloscope screen for each shot. The oscilloscope was triggered internally by the transducer output. The impact area was traversed by means of the micrometer, Figure 1, using increments of 0.040 in. (0.102 cm). In order to get an average value of the pressure at any given point, several shots were made at each setting of the micrometer. Considerable scatter was experienced from shot to shot. Some of the scatter is due to the fact that, as pointed out by Brunton, not all jet heads will be equally well formed. After each shot the pressure pin was removed and dried. The diameter of the pressure pin was measured frequently with a micrometer to determine if any deformation had occurred.

Results and Discussion

Figure 4 shows a sample of the oscilloscope trace of the transducer output at various distances from the center of impact. The vertical dimensions represent voltage output which, by means of the transducer calibration, was converted to pressure at the transducer. Pressure on the transducer was converted to pressure at the impact area by multiplying the transducer pressure by the ratio of the transducer area
and pin area. The rise time was approximately 3 μs and the decay time was 5 to 6 additional μs.

Figure 5 shows the distribution of pressure (transducer voltage) across the impact area obtained by plotting the peak pressure for each location, r. The effects of scatter were minimized by obtaining several data points at each location. The broken line is drawn through the mean of peak pressures obtained at each point. It is evident that the largest pressure occurs at the center of the impact area and not near the edge. The profiles of two ring craters made in slip-cast fused silica with the same jet parameters are included in Figure 5. Figure 6 shows photographs of the same two craters. It has been suggested by Engel\textsuperscript{12} that ring craters may be due to larger pressures near the edge of the impact area. From Figure 5 it appears that this may not be the correct explanation for the formation of ring craters.

The observation of largest pressures at the center agrees with the calculations of Huang\textsuperscript{5,6,7,8}. For large times after the initial impact, Huang's results show that the center pressure decays and that for those times the pressure near the edge may exceed the center pressure, but this pressure is much smaller than the maximum pressure which initially existed at the center.

It must be remembered that the curve in Figure 7 represents the mean of peak pressures that occurred at each location. With the present experimental arrangement the pressure at all locations for some constant time after the initial impact could not be obtained. Since the oscilloscope was triggered internally by the transducer output, then, for say a semi-spherical jet front, triggering for points remote to the center would occur later than for points near the center.

The distribution shown in Figure 5 should ideally be symmetric about the center. The averages shown approximate symmetry to a surprising degree, considering the amount of scatter encountered. To enforce symmetry, the mean voltage of
all equal-distance points was computed before converting voltage to pressure.

The resulting pressure envelope, nondimensionalized by \( \rho_{vc} \) and \( R \), the jet head radius, is shown in Figure 7. It was fortuitous that the normal distribution curve

\[
\frac{P}{\rho_{vc}} = 0.915 e^{-1.22(r/R)^2}
\]

where \( r \) is distance from the center, represented the experimental points almost exactly. The normal distribution was used by Banks and Chandrasekhar\(^{13}\) for the steady state impact of a liquid jet. The maximum pressure is 0.915 \( \rho_{vc} \) or 125,100 psi (862.8 MN/m\(^2\)). This compares with the results of Huang\(^{5,6}\) of 0.70 \( \rho_{vc} \) for a spherical drop and 1.12 \( \rho_{vc} \) for a cylindrical jet. Some of Huang's results, taken from the graphs in references 5 and 6, are also plotted in Figure 7. The present results fall between the results of Huang for a spherical drop and a cylindrical jet. Since the jet used in the present experiment corresponds to neither a spherical drop nor a flat-ended cylinder, it seems reasonable that the experimental results should fall between the results for those two cases. The jet speed used by Huang was 980 ft/s (299 m/s) whereas the speed in the present experiment was 2100 ft/s (640 m/s). For the non-slip boundary condition, reference 8, Huang's results are somewhat higher for higher speeds. The pressures measured by the transducer may have been attenuated somewhat by the transfer of pressure through the pin. Certainly it seems that some energy could have been dissipated in the pin, but it is pointed out that a pin typically withstood many shots with no measurable deformation. Considering the above, it is felt that the present results support the magnitude of pressures found by Huang.

Contrary to the results of Johnson and Vickers\(^9\), no ring of high pressure was found in the present study. The ring of high pressure found by Johnson and Vickers was at the edge of the jet. In the present experiment this corresponds to the edge of the jet core (\( r = 0.047 \) in.), not the jet head (\( r = 0.13 \) in.). It may be that the radial increment (\( \Delta r = 0.04 \) in.) used in the present study
was too coarse to detect the ring, but it also seems possible at the present velocity of 2100 ft/s (640 m/s) that the formation of the jet head is considerably different from that of the Johnson and Vickers study, where the velocity was only 151 ft/s (46 m/s). A recent theoretical development by Huang may resolve the difference in the two experiments. His theory indicates that for a rigid target material the maximum pressure will occur at the center whereas for a deformable material the maximum pressure may shift to an annular region. In the present experiment a hardened tool steel was used for the target.

The rise times observed in the present experiment were relatively large, Figure 4. A typical value is 3 μs. The response time of the transducer in the present experiment would account for 1 μs of the rise time and the rise time may have also been affected by the behavior of the stress waves in the pin. The reason for the large rise times is not completely understood at the present, but because of the larger jet in this experiment, a pressure pulse of approximately twice that observed by Brunton would be expected.

Conclusions

Using a pressure transducer, the spatial distribution of peak pressures due to high-velocity jet impact of a rigid target has been determined. The observed rise time was approximately 3 μs followed by a 6 μs decay. The maximum pressure was 0.915 pvc, and occurred at the center of the impact area rather than near the edge, even though the jet had been used to make numerous ring craters in slip-cast fused targets. The present results support those of Huang.
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HYDRODYNAMIC MODELS FOR HIGH-SPEED LIQUID IMPACT

by Vireshwar Sahai, Peter Hsu, and Jer-Shong Ueng

INTRODUCTION

Cratering due to liquid droplet impingement on solid surfaces is a serious and limiting problem in the design of objects that fly at high speed through rain. A review of literature (for recent comprehensive surveys, see Heymann [1], Eisenberg [2], and Field [3]) has shown that there have been many recent advances toward an understanding of liquid impact damage. However, while an impressive amount of experimental data has been generated, very little work has been done toward the development of a physical theory for quantitative prediction of erosion damage. This is understandable in view of the very complex nature of the damage mechanism. The theoretical analysis described below is not in itself expected to quantitatively predict all the rain erosion characteristics of materials; nevertheless, it is hoped that it will provide a better understanding of the mechanism of cratering due to liquid impact.

As indicated in Appendix A, the pressure distribution over the contact area that is produced when a liquid drop strikes a solid surface is not yet known with certainty. It is, however, generally accepted that a sharp peak of pressure, of the order of magnitude of the water hammer pressure, occurs in the initial stages of impact. The models proposed in the present study are based upon the assumption that this initial impact pressure and its rate of application are high enough to cause the target material to be liquified in the neighborhood of the impact area. This assumption allows the target material to be treated as a fluid during the cratering process.
Such a fluid-fluid impact model was first conceived by Opik [4]. Recently this model was studied both experimentally and analytically by Engel [5, 6]. Her analytical study, however, was semi-empirical, and it involved an arbitrary assumption with regard to partition of the energy of the impacting drops.

Two fluid-fluid impact models will be considered in the present study. The first model is based on an analogy with the impingement of a high-speed liquid jet on a liquid surface. The formulation of this model was prompted by a remark by Cheslak et al [7] that the cavities formed by the impingement of high-speed jets on a liquid surface bear a striking resemblance to those formed on solid surfaces by high-speed impact. While high-speed jets are commonly used to simulate rain erosion, little theoretical work has been done to exploit this analogy.

In the jet model considered here, an equation developed by Rosler and Stewart [8] in connection with their study of capillary jet impingement on liquid surfaces will be used. They developed the governing equation for the cavity profile using the principle of conservation of momentum. In the present study, the Rosler-Stewart equation will be used to determine the size and shape of the cavities formed in not only liquid-liquid impacts but in liquid-solid impacts as well.

The second model is based upon the concept of apparent mass which deals with a body moving through an infinite stationary mass of fluid. As is the case with all hydrodynamic models of high-velocity impact, it is assumed here as well that the target material behaves as a liquid in the vicinity of the point of impact. The concept of apparent mass allows the flow of the target material around the projectile to be described in rather simple terms. Although the concept is being
overextended somewhat in the present application, it is hoped, nevertheless, that it will provide an appropriate simple picture of the high-velocity impact phenomenon.

The apparent mass model was first conceived by Ludloff [9]. A major portion of his work was devoted to the resolution of an apparent discrepancy in results obtained from momentum and energy considerations. He was also concerned with the kinetic energy of the ejected mass of the target material. Only a limited amount of comparison was made with experimental results for impact of solid projectiles on solid targets.

The purpose of the present study is to apply the Ludloff model not only to solid-solid impacts but also to liquid-solid impacts. One of the very attractive features of this model is that it describes the impact cratering as a time-dependent process. In addition to the prediction of maximum crater depth, it also allows the calculation of the rate of crater growth. This latter feature of the apparent mass model will be exploited in the present work.

A problem that confronts all cratering theories, especially those involving hydrodynamic models, is the determination of the proper value to be used for target strength. The problem is further complicated by the fact that the material strength is likely to vary in different phases of the cratering process. Fortunately it was possible, however, to determine simple strength criteria for the two models considered here, which adequately and consistently predict the cratering characteristics.

Because of the nature of the models, the theory is most directly applicable when the target material is ductile. The validity of the models will therefore be checked against available experimental results for impact against metal surfaces. Hydrodynamic models cannot completely
characterize the cratering process in brittle materials such as ceramics used in the construction of radomes. It will be demonstrated, however, that the jet model, under certain circumstances, can adequately predict the maximum depths and volumes of the craters formed in slip-cast fused silica (SCFS) targets due to liquid impact.

Even though the models considered here are of doubtful validity in the case of brittle materials used in radome construction, the analyses presented below are significant in two respects. First, the results may be directly applicable because some designs of radomes suggest that metals may be incorporated in the attachment to the afterbody of the vehicle or in the nose as a protection against rain erosion. Microwave engineers have shown that such a use of metals is possible without serious detriment to radar performance. Second, the development of a reliable theory must be based upon materials on which the test data is repeatedly reproducible. Metals are such materials.

JET MODEL

As indicated earlier, this model is based upon the assumption that for high speeds of impact, the initial pressure developed is high enough to liquify the target material allowing the impact to be categorized as a fluid-fluid impact. Based on the arguments of Plesset and Chapman [10] and others, it is assumed, however, that the high contact pressure due to the initial impact decays very soon and is reduced to the stagnation level. The calculations of Plesset and Chapman showed that the duration of the stagnation pressure pulse is an order of magnitude higher than the period over which the initial water hammer pressure acts. They further expressed the opinion that this longer acting stagnation pressure pulse may be the primary source of damage caused by fluid impact.
Based upon the above-mentioned arguments, a simple idealized model of steady-state impingement of a cylindrical liquid jet on a liquid surface will be used. The drop is replaced by a cylindrical jet in order to simplify mathematical analysis. This simplification is prompted by the fact that jets are often used with success to simulate rain erosion. Because of its importance in industrial processes (such as the oxygen conversion process in the steel industry), the jet impingement on liquid surfaces has been studied extensively both experimentally and analytically. Some of this work is described below.

Banks and Chandrasekhara [11] presented an experimental investigation of normal penetration of a high-velocity gas jet through a liquid surface. Banks and Bhavamai [12] extended this study to a more general one—experimental study of the impingement of a liquid jet on the surface of a heavier liquid. Some 300 experiments were made to measure the sizes of cavities formed due to impact of oil jets on water and water jets on carbon tetrachloride.

From the viewpoint of the present application, the most useful analytical study of the problem is by Rosler and Stewart [8]. They derived the governing differential equation for the cavity profile using a steady-state force analysis. However, since their eventual purpose was to explore the instability of the indentation formed by the impact, they did not verify their equation against experimental results such as those cited above. In what follows, a general form of the Rosler-Stewart equation, applicable to any given pressure and shear distribution on the liquid surface, will be derived. After testing the theory against experimental results of Banks and Bhavamai [12] for the case of impact of a liquid jet against a liquid surface, it will be applied to determine the crater sizes in the high-speed
impingements of water and mercury drops against metals. Attempts will be made to determine the correspondence of surface tension with some strength property of the target material. Experimental results of Engel [13, 14] will be used for this purpose. An approximate form of the Rosler-Stewart equation and its solution will also be presented. In addition it will be shown that, even though the governing assumptions are not entirely valid for a brittle target material, the model is capable of yielding good results for SCFS if a suitable value is used for the strength parameter.

Governing Equations

It is assumed that the cavity formed by normal impact is axisymmetric. The configuration of the cavity and the coordinate system used are shown in Figure 1. The forces acting on an infinitesimal segment ds along the cavity profile are shown in Figure 2. Here

\[ p = \text{pressure difference across the interface} \]
\[ t = \text{shear stress on the interface} \]
\[ \sigma = \text{surface tension of the target liquid} \]
\[ W = \text{weight of the impinging jet occupying the cavity} \]
\[ B = \text{buoyant force} \]

For the cavity to be in equilibrium, the sum of the vertical components of these forces must vanish. Hence

\[ 2\pi rds p \cos \theta + 2\pi [\cos \theta]_r \]
\[ = 2\pi rds \sin \theta + 2\pi r dr (\rho_1 - \rho_2) gh + 2\pi [\cos \theta]_r dr = 0 \]

Here \( \rho_1 \) and \( \rho_2 \) are jet and target densities respectively, \( g \) is the gravitational constant, and \( \theta \) is the angle between ds and a horizontal line. Noting that \( ds = dr / \cos \theta \) and taking the limit results in

\[ p - t \tan \theta = (\rho_2 - \rho_1) gh + (\sigma / r) d/dr (r \sin \theta) \]  \( \text{(1)} \)
Finally, if the trigonometric relation \( \tan \theta = -dh/dr \) and a corresponding one for \( \sin \theta \) are used, Eq. (1) becomes

\[
h'' + \left( \frac{h'\gamma}{r} \right) \left[ 1 + (h')^2 \right] = \left( \frac{1}{\sigma} \right) \left[ (\rho_2 - \rho_1) gh - p - \gamma h' \right] \left[ 1 + (h')^2 \right]^{3/2}
\]  

(2)

Here \( h \) and \( r \) are coordinates describing the cavity profile (see Figure 1) and the primes denote differentiation with respect to \( r \). Equation (2) is the governing equation for the cavity profile and is to be solved subject to the following boundary conditions:

\[
h' = 0 \text{ at } r = 0 \text{ and at } r = \infty \text{ both } h' \text{ and } h \rightarrow \infty
\]  

(3)

Equation (2) is a highly nonlinear second order differential equation. The input information needed for its solution includes the two densities, the surface tension of the target fluid, and the pressure and shear distributions along the cavity profile. Unfortunately no analytical forms of pressure and shear distributions are available for high-speed impacts. Approximate forms based on experimental results will therefore be needed.

Before discussing the possible forms of pressure and shear distributions for the solution of Eq. (2), it will be convenient to nondimensionalize the equation. The following relationships are used for this purpose:

\[
h^* = \frac{h}{\beta R}, \quad r^* = \frac{r}{\beta R}, \quad p^* = \frac{p}{(\rho_1 V^2)}, \quad \gamma^* = \frac{\gamma}{(\rho_1 V^2)}
\]  

(4)

Here \( R \) is the jet radius, \( V \) is the impact velocity, and \( \beta \) is an adjustable nondimensional parameter chosen so that \( r^* = 1 \) will be the location of zero pressure point. The starred quantities are nondimensional. The dimensionless form of Eq. (2) can then be written as follows:

\[
h'^* + \left( \frac{h'^*}{r^*} \right) \left[ 1 + (h'^*)^2 \right] = \left[ A h^* - B (p^* + \gamma h'^* \gamma^*) \right] \left[ 1 + (h'^*)^2 \right]^{3/2}
\]  

(5)

Here \( A = \left[ (\rho_2 - \rho_1) g \beta^2 R^2 \right] / \sigma \) and \( B = (\gamma \rho_1 V^2 \gamma \beta / \sigma \). \( A \) and \( B \) are both dimensionless parameters. Approximate forms of the pressure and shear distributions will now be described in terms of the new dimensionless variables.
Pressure Distribution

In view of the assumptions stated above, the form of pressure distribution needed is that for steady-state impact of a liquid jet on a flat surface. Banks and Chandrasekhara [11] used a normal distribution

\[ p^* = \exp(-kr^*^2) \]  

which served as a fair approximation to the measured data of Gibson [15]. This distribution, however, does not take the possible negative pressure near the cavity edge into account. Rosler and Stewart [8] used a different distribution to fit Gibson's data, a modified form of which is given by

\[ p^* = F \sin(1-r^*)\pi/2 \]  

where

\[ F = \begin{cases} 
1, & 0 \leq r^* < 1 \\
0.015 \frac{(r^*-1)}{3}, & 1 \leq r^* < 3 \\
0, & 3 \leq r^* 
\end{cases} \]

This sectionally continuous distribution does take the negative pressure near the cavity edge into account. A conservation of momentum analysis showed that the parameter \( \beta \) in the definition of \( r^*(r^* = r/BR) \) must be equal to 2.72. However, a value of \( \beta = 2.0 \) provides a better fit with the experimental data of Gibson. The pressure distributions given by Eq. (6) and Eq. (7) with \( \beta = 2.0 \) and \( \beta = 2.72 \) are compared with Gibson's results in Figure 3a.

Another useful equation for pressure distribution is that by Leech and Walker [16]. They carried out an extensive set of experiments and fitted their results with the following polynomial:

\[ p^* = 1 - 3r^*^2 + 2r^*^3, \quad \beta = 2.6 \]  

Their results however do not differ significantly from those of Gibson. A pressure distribution which is close to that of Leech and Walker and
which takes negative pressures near the cavity edge into account is given by the equation

\[ p^* = (1 - r^2) \exp(-r^2), \quad \beta = 2.5 \]  

(9)

The pressure distributions given by Eqs. (7), (8), and (9) are compared with each other in Figure 3b.

Shear Distribution

Banks and Chandrasekhara [11] and Chasalak, et al [7] concluded from their experimental results that the viscosity of the impinging jet has a negligible effect on stable cavities on liquid surfaces. In the impact of drops on solid surfaces, however, the shear stresses may not be negligible because the velocity of the lateral flow is expected to be very large. To take the shear stresses into account, the following approximate distribution suggested by Rosler and Stewart [8] will be used:

\[ \tau^* = (a^2)(0.564/Re_s^{3/4})(1 - \exp[-(s/R)^2]) \]  

(10)

Here \( Re_s = \rho_L \nu v_s / \mu \) is the local Reynolds number based on the distance \( s \) along the cavity profile. \( \mu \) is the viscosity of the jet fluid. The numerical factor \( a \) (to be called the shear factor) has been introduced to take care of the possibility that the lateral flow velocity may be larger than the normal impact velocity. In the case of liquid-solid impacts, several experimenters (see, for example, Heymann [1]) have found the lateral flow velocity to be several times the velocity of impact.

Numerical Solution

A generalized program (for a listing of the program, see Hau [17]) using a fourth-order Hamming's method based on an interval-halving iterative technique was developed to solve the governing equations on a Xerox
Sigma 6 computer. This program was used to determine the cavity shapes and sizes in the case of jet impingement on liquid surfaces as well as liquid drop impact on solid surfaces.

Because the nonlinear nature of the governing equation and the nature of the boundary condition made convergence difficult, several subroutines were written to take care of the various difficulties. The final form of the computer program seems to provide fast and stable convergence in all cases under consideration.

Discussion of Results

First, the effect of various parameters in the governing equation was investigated. For simplicity, the center line velocity of the jet was assumed to remain unchanged upon impact, thus neglecting the effect of jet spreading. The parameters used were those for impact of an air jet on water. As shown in Figure 4, the cavity depth increases with increasing velocity. When the velocity exceeds a certain limit, the cavity shape is no longer shallow, and a cavity lip is created. Both the cavity depth and the lip height continue to grow until a maximum cavity size is reached at a critical velocity. Beyond this value the cavity depth starts to decrease while the lip height continues to increase. It might be mentioned, however, that the pressure distribution used becomes less and less accurate as the cavity gets deeper.

In Figure 5, the effect of increasing the shear factor on the cavity size is presented. The shear factor seems to have a more significant influence on deep cavities than on shallow cavities. Note also that the numerical solution is capable of providing the cavity profile as well as the cavity depth. Figure 5 also shows the presence of a cavity lip in the case of deep cavities.
Next, the effect of increasing the surface tension was investigated. As expected, the depth of the cavity decreases as the surface tension is increased. The effect of changing the parameter $\beta$ in the pressure distribution will be discussed later.

The theory was then checked against experimental results of Banks and Bhavamai [12] for impacts of oil jets against water and water jets against carbon tetrachloride. The effect of turbulent spreading of the jet was taken into account in this case.

Figure 6 presents the results for the case of the impact of an oil jet on water. The coordinates used are the same as those used by Banks and Bhavamai. The ordinate $h_{\text{max}}^*$ is the cavity depth nondimensionalized with respect to the jet elevation. The abscissa $N^*$ represents nondimensional jet momentum. The experimental points of Banks and Bhavamai for various nozzle elevations are plotted on this graph. Also plotted are the calculated results of the present theory using pressure distribution Eq. (7) with $\beta = 2.72$ and $\beta = 2.0$. In view of the considerable scatter in the experimental data, the agreement seems to be satisfactory.

An empirical equation obtained by Banks and Bhavamai which fits their experimental data is compared with the present theory in Figures 7 and 8 for oil-water and water-carbon tetrachloride impacts respectively. The ordinate used here represents a normalized cavity depth defined in Banks and Bhavamai [12] or Hsu [17]. Specific comparisons with experimental results showed that the higher value of $\beta$ is better for cases of deep penetration while lower values of $\beta$ are more suitable for shallow cavities.

This model was also applied to the case of the impact of a water drop on water surface. This case was considered by Engel [5] as a model for
high-speed liquid-solid impingements. In Figure 9 her experimental results are compared with those computed from the present theory. The agreement is satisfactory.

The fluid-fluid impact model was then applied to the impact of liquid drops on solid surfaces. The premise on which this model is based has already been discussed earlier. In this analysis, the pressure distributions given by both Eqs. (7) and (9) were used, but no significant difference was noted. As far as the shear distribution given by Eq. (10) is concerned, it was found that increasing the shear factor \( \sigma \) to a value up to 4 does not significantly change the results; therefore, \( \sigma \) was fixed at a value of 1. In fact, it was found that the shear term in Eq. (5) is small compared with other terms in the equation.

One of the difficulties in applying the proposed model to liquid-solid impacts is that of relating the surface tension parameter \( \sigma \) to some strength property of the solid. Experimental results of Engel [13, 14] were used to roughly test the order of magnitude of \( \sigma \) by a backward integrating process. After considerable experimentation, it was found that the use of dynamic compressive yield strength as the strength parameter yields the most consistent results.

Figures 10, 11, 12, and 13 present the calculated results for the impact of 2-mm water and mercury drops on copper and aluminum targets at high velocities. Engel [14] carried out experiments to measure pit depths in such impacts. Mercury drops were used because they are capable of imparting large momenta due to their high densities. Experimental results of Engel are also plotted on the figures for comparison. Calculated results seem to be surprisingly good in view of the crude nature of the model used. Because of the assumption that the target
material behaves as a fluid, the model should be more applicable at higher values of the momentum. This is apparent from the figures; the correspondence between calculated and measured pit depths is better for the mercury impact than for the water impact. Also, in the case of water impact, the calculated results get closer to the measured data as the impingement velocity increases.

**Approximate Solution**

Examination of the relative importance of the various parameters in the nondimensional form of the governing equation (Eq. (5)) revealed the possibility of a simple approximate solution. In the case of liquid-solid impacts, \( \sigma \) is very large and consequently the nondimensional parameter \( A \) is very small. The first term on the right-hand side is therefore negligible in comparison with other terms. As suggested earlier, the shear term makes an insignificant contribution. In addition, the cavities are expected to be shallow, therefore \((h^{**})^2 \ll 1\). With these approximations, Eq. (5) simplifies to

\[
\frac{h^{**}}{r^*} + \frac{h^{**}}{r^*} = -Bp^*
\]

An exact solution to Eq. (11) can be obtained if the approximate form of the pressure distribution given by Eq. (9) is used. The solution of Eq. (11) subject to the proper boundary conditions (Eq. (3)) is then, simply,

\[
h^* = \left(\frac{B}{4}\right) \exp \left(-r^* \right)
\]

The maximum cavity depth which occurs at \( r^* = 0 \) is given, in dimensional form, by the following expression:

\[
h_{\text{max}} = \rho_1 V^2 \frac{R^2}{8g}
\]

The approximate solution given by Eq. (13) is compared with the numerical solution of the entire equation and with the experimental
results of Engel in Figures 14 and 15 for impacts of mercury drops against 2024-0 aluminum and steel respectively. It can be concluded that the approximate solution is quite adequate. Similar correspondence was found in other cases not presented here.

Cratering of Slip-Cast Fused Silica

The mechanism of cratering in a brittle material such as SCFS is significantly different from that in ductile materials. The assumptions associated with the jet model therefore are not completely valid for SCFS. It is interesting, nevertheless, to investigate if the model can yield meaningful results for such a material.

One of the difficulties in applying the model to SCFS is to determine the appropriate value to be used for the strength parameter. It will be recalled that in the case of metals, their dynamic compressive yield strength, which is an order of magnitude higher than the ordinary static strength value, was used. In the case of SCFS a corresponding value of dynamic strength is not available. It was decided therefore to use a value for the strength parameter equal to ten times the value of ordinary fracture strength for SCFS.

The results obtained by solving the governing Eq. (5) for the jet model are presented in Figures 16 and 17. These results correspond to the test conditions of the experiments carried out by Dr. R. Kinslow, the results of which are presented in Section IV of the report. Figure 16 presents the variation of the maximum crater depth with the jet velocity. No comparison has been made with experimental results since there was a wide variation in measured values under apparently the same test conditions. There was considerable variation in values of crater volumes.
measured under the same test conditions, but the averages of these values are more likely to be representative of the true conditions. These average values of the crater volumes are plotted along with the computed values in Figure 17. The agreement seems fair and even surprising in view of the nature of the model used. The inapplicability of the model to brittle materials, however, must be kept in mind; therefore, the results described above should be used with care.

APPARENT MASS MODEL

The apparent mass model, just like the jet model, is a rough, approximate hydrodynamic model. This model, based on a concept first used by Ludloff [9] in connection with his study of hypervelocity impact, is characterized by the following assumptions:

1. As in all other hydrodynamic theories of high-velocity impact, it is assumed here as well that the target behaves as a fluid in the immediate vicinity of the point of impact.

2. Upon impact a fraction of the initial kinetic energy of the projectile is expended in melting the target material surrounding the point of impact. This material is in a highly compressed state. While the projectile is penetrating through the target, this stressed and liquified target material is set in motion. The crater grows until the material strength, which resists this motion, is finally able to stop the penetration.

3. Based upon the penetration mechanism described above, the flow of the target material will be represented in terms of a fluid mass set in motion due to a body moving through it.
Such a motion can be described most conveniently in terms of the apparent mass associated with the moving body. The concept of apparent mass is often used in impulsive motion problems (see for example Batchelor [18], page 471).

4. Based upon experimental evidence (see, for example, Engel [19]) it is assumed that the crater formed is approximately hemispherical.

5. The force resisting the penetration is taken to be $-2\pi r^2 S$ where $r$ is the radius of the growing hemispherical crater and $S$ is a parameter representing some measure of strength of the target material. Correspondingly the energy expended in forming the crater is assumed to be $\frac{2}{3} \pi r^3 S$.

According to the concept of apparent mass, the equation of motion governing the flow of the target material is given by

$$\frac{d}{dt} [(m + m')r] + 2\pi r^2 S = 0$$

Here $m$ is the mass of the projectile and $m'$ is its associated apparent mass. The dot denotes differentiation with respect to time. It is assumed that the motion is axially symmetrical.

Two cases will be considered. In the first case, the apparent mass will be treated as a constant. This treatment comes closest to the fluid dynamics definition of apparent mass. However, this case is an oversimplification because it does not consider the growing size of the crater in which the apparent mass moves with the projectile. In reality, the apparent mass should vary while the size of the crater is growing. However, the assumption of constant apparent mass will give a simple model for the high-velocity impact problem.
The second case deals with the more realistic problems of variable apparent mass. This does take into account the growth of the crater.

**Constant Apparent Mass**

As indicated earlier, the constant apparent mass case does not take into account the growing size of the crater in which the flow takes place. The assumption of constant apparent mass, however, simplifies the governing equations considerably. Two shapes of projectile will be considered in this simplified case—spherical and disc-shaped. The purpose of using two different shapes for the projectile is to consider the effect of the shape of the projectile on the cratering process. The common shape for both solid and liquid projectiles is spherical. However, the projectile is expected to be flattened by impact and thus assume a disc-like shape.

**Spherical projectile.** The apparent mass associated with the motion of a sphere (see Batchelor [18]) is given by

\[ m' = \frac{4\pi}{3} \rho_c a^3 \]

and the mass of the projectile is

\[ m = \frac{4\pi}{3} \rho_p a^3 \]

where \( a \) is the radius of the sphere and \( \rho_p \) and \( \rho_t \) are respectively the densities of the projectile and target materials. Substitution of these expressions in Eq. (14) results in the following equation:

\[ (4\pi a^3/3)(\rho_p + \rho_t/2)r^2 + 2\pi a S = 0 \]

This equation may be integrated to yield

\[ (2\pi a^3/3)(\rho_p + \rho_t/2)r^2 + (2\pi/3)a^3S = (2\pi a^3/3)\rho_p V^2 \]

where the integration constant on the right-hand side represents the given initial kinetic energy, \( \frac{1}{2} m V^2 \), of the projectile. Here \( V \) is the velocity of impact. When the projectile comes to rest, the following condition applies:
Using the above condition, the maximum crater depth is determined from Eq. (16) to be

\[ h_{\text{max}} = a(\rho_p V^2/S)^{1/3} \]  \hspace{1cm} (17)

It is now convenient to express Eq. (16) in terms of a dimensionless coordinate \( y = r/h_{\text{max}} \). Equation (16) then becomes

\[ (1 + \rho_t/2\rho_p)(a/V)^2(\rho_p V^2/S)^{2/3}y^2 = 1 - y \]

This equation can be integrated directly to give

\[ \bar{T} = a\kappa(1 + \rho_t/2\rho_p)^{1/2}(h_{\text{max}}/SV)^{1/3} \]  \hspace{1cm} (18)

Here \( \bar{T} \) is the "penetration time" defined to be the period of time measured from the beginning of penetration to the end of penetration. The constant \( k \) is given by

\[ k = \int_0^1 (1 - y)^{-1/2} dy = 1.376 \]

**Disc-shaped projectile.** The apparent mass for a disk with radius \( a \) and thickness \( h \) is given by (see Batchelor [18])

\[ m' = \frac{8}{3} \rho_t a^3 \]

and the mass of disk projectile is

\[ m = \rho_p \pi ha^2 \]

The momentum Eq. (14) becomes, in this case,

\[ \left( \pi a^2 \rho_p + \frac{8}{3} a^3 \rho_t \right) \dot{r} + 2\pi Sr^2 = 0 \]  \hspace{1cm} (19)

Integration of this equation results in the following energy equation:

\[ \frac{1}{2} \left( \pi a^2 \rho_p + \frac{8}{3} a^3 \rho_t \right) \dot{r}^2 + \frac{2}{3} \pi Sr^3 = \frac{1}{2} \pi a^2 \rho_p V^2 \]  \hspace{1cm} (20)

Where the integration constant on the right-hand side is the given initial kinetic energy of the projectile with \( V \) as the impact velocity. When the projectile comes to rest, it has made a crater of final penetration depth \( h_{\text{max}} \) in the target. This condition can be written as
The penetration depth $h_{\text{max}}$ can now be calculated from Eq. (20) by using the above condition. It is given by

$$ h_{\text{max}} = \left(3a^2 \rho_p \frac{V^2}{4S}\right)^{1/3} \quad (21) $$

It is convenient again to introduce dimensionless coordinate $y = r/h_{\text{max}}$ where $h_{\text{max}}$ is given by Eq. (21). Then the momentum and energy equations become, respectively,

$$ (3\pi a^2 \rho_p + 8a^3 \rho_t)/(\dot{y}/2Sh_{\text{max}}^2) = -3y^2 \quad (22) $$

$$ (3\pi a^2 \rho_p + 8a^3 \rho_t)/(\dot{y}^2/4\pi Sh_{\text{max}}^3) = 1 - y^3 \quad (23) $$

The penetration time is given by

$$ \overline{T} = k(3\pi a^2 \rho_p + 8a^3 \rho_t)^{1/2}(4\pi Sh_{\text{max}}^3)^{1/2} \quad (24) $$

Here the constant $k$ is again equal to 1.375.

As indicated earlier, it is of interest to consider the effect of the shape of projectile on cratering. For the purpose of comparison, consider a disc-shaped projectile having the same volume as a spherical projectile of equal radius. Thus

$$ \pi a^2 h = \frac{4}{3} \pi a^3 $$

or

$$ h = \frac{4}{3} a $$

Then the maximum crater depth given by Eq. (21) reduces to

$$ h_{\text{max}} = a(\rho_p V^2/S)^{1/3} $$

Thus a disc-shaped projectile produces the same maximum crater depth as a spherical projectile of equal volume. For this equivalent disc projectile the penetration time is given by

$$ \overline{T} = ka\left(1 + \frac{2}{\pi} \frac{\rho_t}{\rho_p}\right)^{1/2}(h_{\text{max}}/SV)^{1/3} \quad (25) $$

A comparison of this equation with Eq. (18) shows that the only difference in the two equations is in the coefficient of $\rho_t/\rho_p$. This results in a
slightly greater time of penetration of the disc as compared to that for the sphere, but the difference is not very significant in most cases.

**Variable Apparent Mass**

One of the primary objectives of Ludloff [9], the proposer of the apparent mass model, was to determine the momentum and kinetic energy of the ejected mass. He found that the constant apparent mass model gives an expression for the energy of ejecta which is in contradiction with the experimental results. He, therefore, proposed a modified model in which the apparent mass was assumed to be variable and proportional to \( r^3 \), where \( r \) is the radius of the growing crater. This latter assumption makes the model more realistic inasmuch as it takes the growth of the crater into account. Ludloff, however, found that this modified model leads to an apparent discrepancy. As will be shown below, the momentum and energy approaches lead to two different results. A major portion of Ludloff's work was devoted to the resolution of this discrepancy.

In the present work, an arbitrary factor \( a \) will be introduced in the expression for the variable apparent mass. A major part of the effort here will be directed towards using this model to characterize crater growth as a time-dependent process. Ludloff's primary effort was directed towards the determination of the energy of the ejected material.

For simplicity only a spherical projectile will be considered. It has been shown in the case of constant apparent mass that the shape of the projectile has a very little effect on the results. Furthermore, inclusion of the adjustable parameter \( a \) in the expression for the variable apparent mass makes the results applicable to other shapes as well.
In accordance with the variable apparent mass model described above, the apparent mass associated with a transiting sphere can be written as

\[ m' = a \frac{2}{3} \rho_t \pi r^3 \]

Equation (14) then becomes

\[
\frac{d}{dt} \left[ \left( \frac{4}{3} \pi a^3 \rho_p + a \rho_t \frac{2\pi}{3} r^3 \right) a \right] + 2\pi S r^2 = 0
\]

where \( 2\pi S r^2 \) is the force of resistance to penetration. This equation can be expanded to

\[
\left( \frac{4}{3} \pi a^3 \rho_p + a \rho_t \frac{2\pi}{3} r^3 \right) a + a \rho_t 2\pi S r^2 = 0
\]

(26)

The maximum crater depth may be found by integrating Eq. (26) subject to the condition \( r = h_{\text{max}} \) when \( r = 0 \) and is given by

\[
(h_{\text{max}}/a)^3 = \frac{2}{a} \left( \frac{\rho_p}{\rho_t} \right) \left( 1 + \alpha \frac{y^2}{S} \right)^{1/2} - 1
\]

(27)

The penetration time \( \overline{T} \) is obtained by a second integration of Eq. (26) subject to the condition \( r = V \) when \( r = 0 \) and is given by

\[
\overline{T} = \left( \frac{a \rho_t}{S} \right)^{1/2} h_{\text{max}} \int \left[ \frac{[(1+8)/(y^3+B)]^2 - 1} \right]^{-1/2} dy
\]

(28)

Here \( y \) is the dimensionless coordinate defined earlier and \( B \) is a constant given by

\[
B = \frac{2a^3 \rho_p}{(ah_{\text{max}}^3 \rho_t)}
\]

As indicated earlier, the energy approach gives results that are somewhat different than the momentum approach described above. The total moving mass, as before, is given by

\[
(2\pi/3)(2a^3 \rho_p + a \rho_t r^3)
\]

The application of the energy conservation principle then gives

\[
mV^2/2 = \left( \frac{\pi}{3} \right) \left( 2a^3 \rho_p + a \rho_t r^3 \right) \frac{V^2}{2} + (2\pi/3)S r^3
\]

(29)

The condition \( 0 = h_{\text{max}} \) where \( r = h_{\text{max}} \) then yields the maximum crater depth to be

\[
h_{\text{max}} = a \left( \rho_p \frac{y^2}{S} \right)^{1/3}
\]
This crater depth equation is the same as that derived for the case of constant apparent mass; however, it differs from the one obtained by the momentum approach above (Eq. (28)).

The penetration time $\bar{T}$ can be obtained by integrating Eq. (29) and is given by

$$\bar{T} = C \int_0^1 \frac{(1 + h_{\text{max}} y^3)/(1 - y^3)}{1/2} dy$$

where $C = (\rho_p y^2/S)^{1/3} (a/V)$. The details of integration for both momentum and energy approaches may be found in Ueng [20].

In order to establish the validity of the apparent mass model, the results obtained from equations derived above need to be compared with available experimental data. These comparisons of results are presented below.

Discussion of Results

In order to make numerical computations, the values of the densities $\rho_p$ and $\rho_t$, the size of the projectile, impact velocity, and the strength parameter $S$ are needed. While the values of the first three parameters are easily available, the determination of the proper value to be used for target strength is not so straightforward. This is a problem that confronts all cratering theories, especially those involving hydrodynamic models. The problem is further complicated by the fact that the material strength is likely to vary in different phases of the cratering process.

The problem is less acute in the determination of the maximum crater depth since in this case the process is represented on an integrated, average basis. Still, however, the problem remains as to which strength criterion should be used. Ludloff [9], the proposer of the models presently under consideration, has suggested the use of latent heat of melting (or
fusion) as a strength parameter. The argument involved is that, at high-velocity impact, the target material changes from the solid state to the liquid state (melting) and then from the liquid state to the solid state (fusion) at a very fast rate. It stands to reason then that the energy expended in melting and fusion is related to the latent heat of the material. A discussion of the role of melting and vaporization in hypervelocity impact may be found in Olshaker and Bjork [21].

In the present work, latent heat will be used as a strength parameter in the determination of the maximum crater depth. The energy $E$ expended in melting a hemispherical crater of varying penetration depth $r$ is assumed to be equal to the latent heat of fusion for the mass of the instantaneous hemispherical crater. This is given by

$$E = \frac{2}{3} \pi r^3 \rho_t H_m$$

where $H_m$ is the latent heat of fusion per unit mass. Let the strength of the material $S$ be expressed in terms of the latent heat of fusion as follows

$$S = \rho_t H_m$$

Then

$$E = \frac{2}{3} \pi r^3 S$$

Table 1 presents some typical values of the strength of the material $S$ calculated in terms of the latent heat of fusion. As indicated, the strength of the target material is not expected to remain constant over the entire period of impact. This suggests that in the determination of crater depth as a function of time, one should use a time-dependent constitutive relationship for the target material. Even if such a relationship could be found, it would complicate the analysis, so as to negate
the main advantage of the model--its simplicity. Efforts were therefore
directed towards finding a measure of strength that is easily available
and yet gives a good verification of the experimental results on an average
basis. It was found that the dynamic yield strength (also used as a
strength parameter in the jet model) serves this purpose in an adequate
manner.

Table 1

Some Typical Values of the Strength of the Material S
Calculated in Terms of the Latent Heat of Fusion

<table>
<thead>
<tr>
<th>Material</th>
<th>Latent heat</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><em>(H_m,cal/GFW)</em></td>
</tr>
<tr>
<td>Aluminum</td>
<td>2550</td>
</tr>
<tr>
<td>Copper</td>
<td>3120</td>
</tr>
<tr>
<td>Iron</td>
<td>3670</td>
</tr>
<tr>
<td>Lead</td>
<td>11.71</td>
</tr>
<tr>
<td>Nickel</td>
<td>4210</td>
</tr>
<tr>
<td>Platinum</td>
<td>4700</td>
</tr>
<tr>
<td>Tantalum</td>
<td>7500</td>
</tr>
<tr>
<td>Tin</td>
<td>1720</td>
</tr>
<tr>
<td>Titanium</td>
<td>3700</td>
</tr>
<tr>
<td>Zinc</td>
<td>1765</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>(ρ_t, gm/cm^3)</em></td>
</tr>
<tr>
<td>Aluminum</td>
</tr>
<tr>
<td>Copper</td>
</tr>
<tr>
<td>Iron</td>
</tr>
<tr>
<td>Lead</td>
</tr>
<tr>
<td>Nickel</td>
</tr>
<tr>
<td>Platinum</td>
</tr>
<tr>
<td>Tantalum</td>
</tr>
<tr>
<td>Tin</td>
</tr>
<tr>
<td>Titanium</td>
</tr>
<tr>
<td>Zinc</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Material Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>(S, dyne/cm^2)</em></td>
</tr>
<tr>
<td>Aluminum</td>
</tr>
<tr>
<td>Copper</td>
</tr>
<tr>
<td>Iron</td>
</tr>
<tr>
<td>Lead</td>
</tr>
<tr>
<td>Nickel</td>
</tr>
<tr>
<td>Platinum</td>
</tr>
<tr>
<td>Tantalum</td>
</tr>
<tr>
<td>Tin</td>
</tr>
<tr>
<td>Titanium</td>
</tr>
<tr>
<td>Zinc</td>
</tr>
</tbody>
</table>

*Elliot [22]*

Numerical results will now be presented for maximum crater depth,
penetration time, and instantaneous crater depth for several different
cases. Whenever possible, these results will be compared with available
experimental data.
Maximum penetration depth. Two equations have been derived for maximum penetration depth. The constant apparent mass model and the energy approach for the variable apparent mass model yield identical results given by Eq. (17). On the other hand, in the case of the momentum approach for the variable apparent mass model, the maximum crater depth is given by Eq. (27). Equation (17) gives higher value of penetration depth than Eq. (27). However, in the range of low impact velocities (impact velocities under 40,000 cm/sec) these two equations give almost the same result.

The results of present theory will now be compared with experimental data by means of the crater-depth-versus-velocity curves.

The model applies most directly in the case of impact of solid projectile against solid targets. Figures 18 and 19 present some representative results. The results computed from Eq. (17) are compared with the experimental results of Engel [23] in Figure 18 for the impact of steel spheres against aluminum. Similar comparisons with experimental data of Engel [19] for the case of impact of copper spheres against copper targets are presented in Figure 19. In each case the theory seems to fit the experimental results fairly well. A more extensive comparison with available experimental data may be found in Ueng [20].

At high velocities of impact, the only properties of the projectile that materially affect the crater depth are the velocity and density. This indicates that the results of studies of the effects of impacts of solid on solid can be used to predict the effects of high-velocity impacts of liquid drops on solid. Unfortunately, very little experimental data is available for single impacts of liquid drops on solid targets at velocities over $10 \times 10^4$ cm/sec. This is undoubtedly because of the experimental difficulties associated with accelerating liquid drops to very high
velocities. Engel [13] partly overcame this problem by using mercury drops which, because of their density, are capable of generating a high value of momentum even at low velocities of impact.

The present theory will be compared with the experimental data of Engel [13] in Figures 20, 21, and 22. The crater-depth-versus-velocity curves calculated by use of Eqs. (17) and (27) for collision of 0.10-cm drops against lead are shown in Figure 20. It can be seen that the two curves fit the experimental data of Engel fairly well. The calculated curves for collisions of 0.10-cm mercury drops against aluminum plates are shown in Figure 21. It would appear that near the impact velocity of about 40,000 cm/sec, the present theory gives good predictions, but a curve that would fit the experimental data would have a slope considerably more than that of the calculated curves. Figure 22 shows calculated curves of Eq. (17) for collisions of mercury drops of two sizes against plates of copper. It can be seen that the present theory is in good agreement with the experimental data. It must be noted, however, that the present model is somewhat inferior to the jet model in the prediction of crater depths.

Time of penetration. For the case of constant apparent mass, two different shapes for the projectile were considered. The penetration time for a spherical projectile is given by Eq. (18) and the penetration time for a disc projectile having the same volume as a spherical projectile of equal radius is given by Eq. (24). As observed earlier, the results obtained from the two equations are not expected to be significantly different. This is corroborated by the results presented in Figure 23 which gives the penetration times produced in impacts of aluminum projectiles \((D_p = 0.635 \text{ cm})\) against aluminum targets obtained by using Eqs. (18) and (24).
The approach of constant apparent mass does not give satisfactory results for penetration time. For this reason, an improved model using variable apparent mass was developed. For this model, the momentum and energy approaches yield two different results. The equations for penetration time for momentum approach and energy approach of variable apparent mass are, respectively, Eqs. (28) and (30).

In Figure 24 the penetration time produced in impacts of mercury spheres $D_p = 0.10$ cm against copper plates are plotted. It can be seen that the time of penetration obtained by using the energy approach of variable apparent mass model keeps increasing with increasing impact velocities, while the corresponding values obtained by using the momentum approach tend to level off.

As far as the authors are aware, measurements have not been made for penetration time for impact of liquid drops against solids. However, the time of penetration shown in Figure 24 (2 microseconds) checks out with the usual impact times reported in the literature (1-3 microseconds). For the impact of solids against solids, there is some experimental data available which treats the penetration as a time-dependent process. However, comparison with experimental data can best be made in terms of the instantaneous crater depth expressed as a function of time. These results are presented below.

Instantaneous crater depth. There were three differential equations derived earlier, the solution of which will yield crater depth expressed as a function of time. Equation (16) is based on the constant apparent mass model, while the variable apparent mass model gives two equations, Eqs. (26) and (29), based on momentum and energy approaches, respectively.
A considerable amount of testing with the help of available experimental data was done to determine which one might yield the best results. It was found that Eq. (16) based on the constant apparent mass model was unsatisfactory in all cases tested. This is to be expected in view of the restrictive assumptions made with respect to this model.

While the energy approach of the variable apparent mass model is capable of giving satisfactory results in a few of the cases, Eq. (26) obtained by using the momentum approach gives the most consistent results. The results presented in the following discussion are all based upon this equation. The differential equation was integrated by using a fourth-order Runge-Kutta procedure.

An important factor, already discussed, that affects the results significantly is the value of the strength parameter $S$. For reasons stated earlier, dynamic yield strength will be used for calculations of instantaneous crater growth. In Figure 25, however, results using two different values of $S$ (dynamic yield strength and latent heat value) are compared for the case of impact of aluminum spheres ($D_p = 0.635$ cm) against aluminum plates with two different impact velocities. Here $R$ is the instantaneous crater depth and $D_p$ is the diameter of the projectile. The coefficient of variable apparent mass $\alpha$ has been taken to be 0.5. In the same figure, the results of the present theory are also compared with the computed results of Rosenblatt [24]. Rosenblatt used a sophisticated numerical procedure using a rather complicated constitutive equation. In view of the simplicity of the apparent mass model, the present results from Eq. (26) seem to be satisfactory.

As far as the author is aware, Kineke [25] and Kineke and Vitali [26] are the only ones who have made extensive and careful measurements of
crater depth as a function of time. In what follows, the calculated results from the present theory will be compared with their experimental results. Figures 26 and 27 present results for the impact of 0.18 gram steel disc against lucite and aluminum targets, respectively. The impact velocity for the aluminum target was 5.01 km/sec and for lucite it was 4.6 km/sec. As indicated earlier, the effect of the shape of projectile is not significant. Therefore, results were calculated from Eq. (26) using a spherical projectile of equal weight. In these cases the present theory has been compared with the experimental results of Kineke [25].

In Figures 28, 29, 30, and 31, results are presented for the cases of four different weights of steel projectile, impacting with different impact velocities against lead targets. In these cases the present theory has been compared with the experimental results of Kineke and Vitali [26].

In the variable apparent mass model, the value of \( \alpha \) is adjustable. It is seen from Figures 26 through 31 that, for most cases, the optimum value of \( \alpha \) lies between 0.1 and 0.5.

Fair agreement between the theory and the experimental result was obtained in all of the cases tested. This is gratifying in view of the crudeness of the model used in the calculations.
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Figure 14. Impact of Mercury drops against 2024-O aluminum.
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FIGURE 19. IMPACTS OF COPPER SPHERES AGAINST COPPER
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FIGURE 26. INSTANTANEOUS CRATER DEPTH IN IMPACTS OF STEEL PROJECTILES AGAINST LUCITE
**Figure 27.** Instantaneous crater depth in impacts of steel projectiles against aluminum.
Figure 29: Instantaneous crater depth in impacts of steel projectiles against lead.


**Figure 30.** Instantaneous crater depth in impacts of steel projectiles against lead.
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FIGURE 31. INSTANTANEOUS CRATER DEPTH IN IMPACTS OF STEEL PROJECTILES AGAINST LEAD
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FRACTURE TOUGHNESS OF SCFS

by Dallas Smith and Mikkilineni Chowdary

INTRODUCTION

This appendix is concerned with the fracture toughness of the slip-cast fused silica (SCFS). While this material has been intensively investigated as a missile radome material, its fracture toughness has not been determined. This quantity, an intrinsic property of the material, is a measure of the resistance of the material to brittle fracture. It serves as a useful basis of comparison of the fracture properties of the material with those of other materials and as an indication of the influence of certain fabrication variables, such as firing temperature, etc., on the fracture behavior of the material. The immediate object of the investigation was to determine the plane-strain critical stress intensity factor $K_{IC}$ and to demonstrate the possibility of increasing the fracture strength by impregnating the material with a fluid known as Almag oil.

For most ceramics and glasses the theoretical cohesive strength is approximately 100 times the normal engineering strength [1]. This discrepancy was first explained by Griffith [2]. Griffith postulated that a brittle material contains a population of fine cracks prior to loading which produce a stress concentration of sufficient magnitude so that the theoretical cohesive strength is reached in localized regions at a nominal stress which is well below the theoretical value. The fracture criterion developed by Griffith can be applied not only to micro-cracks but to large cracks and flaws as well.
Different approaches have been used to apply Griffith's fracture criterion, but the stress intensity factor (SIF) approach is the one which is most widely accepted. The plane-strain stresses near the tip of a crack loaded by tension forces are [3]

\[
\sigma_x = \frac{K_I}{\sqrt{2\pi r}} \cos \frac{\theta}{2} \left[ 1 - \sin \frac{\theta}{2} \sin \frac{3\theta}{2} \right]
\]

\[
\sigma_y = \frac{K_I}{\sqrt{2\pi r}} \cos \frac{\theta}{2} \left[ 1 + \sin \frac{\theta}{2} \sin \frac{3\theta}{2} \right]
\]

\[
\tau_{xy} = \frac{K_I}{\sqrt{2\pi r}} \sin \frac{\theta}{2} \cos \frac{\theta}{2} \cos \frac{3\theta}{2}
\]

\[
\sigma_z = \nu(\sigma_x + \sigma_y); \quad \tau_{xy} = \tau_{yz} = 0
\]  \(1\)

where \(K_I\) is the stress intensity factor for the opening mode (mode I), \(r\) and \(\theta\) are polar coordinates, and the stress components are given in Figure 1. The stress intensity factor does not depend on the coordinates, \(r\) and \(\theta\), hence it controls the intensity of the stress field but not the distribution. The stress intensity factor is a function of geometry of the specimen, crack geometry, and type of loading. In general the SIF is given by

\[
K_I = \sigma a (\pi a)^{1/2}
\]  \(2\)

where \(\sigma\) is the stress, \(a\) is crack length, and \(\alpha\) is a geometric factor which can be determined by solving the appropriate equations of elasticity for a particular geometry. Fracture occurs when the value of \(K_I\) calculated from Eq. (2) approaches \(K_{IC}\), the critical value of \(K_I\). The critical strain energy rate \(G_{IC}\) of Irwin [4] is given in terms of \(K_{IC}\) by

\[
G_{IC} = \frac{(1-\nu^2)K_{IC}^2}{E}
\]  \(3\)
where $E$ is Young's modulus and $\nu$ is Poisson's ratio. The critical strain energy release rate is just twice the surface energy $\gamma$

$$G_{IC} = 2 \gamma$$

where $\gamma$ represents the work per unit area required to create fracture surface. The surface energy $\gamma$ is the sum of the thermodynamic free energy, $\gamma_s$, and the surface energy associated with plastic work along the fracture surface, $\gamma_p$:

$$\gamma = \gamma_s + \gamma_p$$

To find $K_{IC}$ a cracked specimen is tested for which $K_I$ is known, the failure load or stress is observed, and $K_{IC}$ is calculated from Eq. (2). The values of $G_{IC}$ and $\gamma$ then follow from Eqs. (3) and (4).

**TEST METHOD**

Fracture studies of ceramics have traditionally focused on the surface energy. Primarily, two different methods have been used: the double cantilever beam method and the integral work of fracture method. Explanations of the double cantilever beam method are given by Gillis and Gilman [5] and Wiederhorn et al [6]. The integral work of fracture method, used by Nakayama [7] and Simpson and Wasylyshyn [8], employs a three-point bend specimen with a special-shaped crack which allows stable crack extension. For stable extension all the work expended goes to the creation of fracture surfaces. This demands that energy losses such as stored energy in the testing machine, kinetic energy of the fragments, etc. must be kept to a minimum. To find $\gamma$, the total work expended is divided by the area of fracture surfaces created. The main disadvantage lies in the possibility of energy losses occurring during unstable crack extension.
In the present work the three-point bend specimen recommended by ASTM [9] for fracture toughness testing of metals was used. This specimen has the advantage that it has been thoroughly investigated and $K_I$ is accurately known as a function of load and dimensions. It is universally accepted for the testing of brittle metals. Swartzberg [10] used this specimen for the testing of fused silica glass. One disadvantage is the necessity of having an actual crack in the specimen prior to the test.

The SCFS plates, 5 inches by 5 inches, from which the specimens were machined, were fabricated and supplied by the U. S. Army Missile Command. The silica slip was prepared by wet grinding fused silica to a particle size in the range 1-50 microns with an average size of 7.5-8 microns. The slip was poured into plaster molds of the required dimensions and allowed to harden throughout. The firing treatment given to the castings was as follows: The castings were heated to 1800°F in a period of 3 hours and held for 30 to 45 minutes at that temperature. Then the castings were heated to 2310° to 2320°F in 2-3/4 hours and soaked at that temperature for 30-45 minutes. The castings were then air-cooled in the furnace to room temperature in a period of approximately 17 to 18 hours. The total amount of impurity is 200 ppm. For the above firing the amount of cristobalite is approximately 1 percent. The approximate properties of the SCFS at room temperature are:

- Young's modulus: $6.5 \times 10^6$ psi
- Modulus of Rupture: $5.0 \times 10^3$ psi
- Poisson's ratio: 0.155
- Density: $0.186 \times 10^{-3}$ lb-$\text{sec}^2$ \text{in}^{-4}$
- Percent porosity: 13 percent

The effects of firing temperature and firing time on the properties of SCFS have been studied extensively by Walton and Poulos [11].
A photograph of a beam ready for testing is shown in Figure 2. The beams were prepared of three nominal thicknesses—0.25, 0.40, and 0.50 inch. The first two were the thickness of the castings; the last was machined to 0.50 inch from a 0.75-inch casting. The depth and length of the beams were 1.0 inch and 4.5 inches, respectively. The beams were machined to size by means of a 20-inch-diameter diamond-impregnated saw. The saw thickness was 0.075 inch and the speed was 1725 rpm. Water was used as a cutting lubricant.

The crack-starter slot was introduced into the specimens by using a circular diamond-impregnated saw blade of 4-inch diameter. The blade speed was 200 rpm. The notch width was 0.04 inch, and the depth was maintained within the limits of 0.45 inch to 0.50 inch to meet ASTM requirements. It is important that the notch terminate with a sharp crack. The following procedure was used to accomplish this. The slot was extended an additional 0.02 inch by means of an 0.008-inch diamond-impregnated wire saw. A hacksaw blade—ground as a sharp knife edge along the sides of the teeth—was used to further extend the notch. The hacksaw notch extended an additional 0.02 inch, terminating in a tip radius of approximately 0.002 inch. This last cut caused small cracks to extend a distance of 0.01 to 0.02 inch. This procedure was developed by using glass so that the crack-tip could be observed. Figure 3 shows photographs of two typical crack tips taken at 45° through the sides of the glass beams. That the small notch-root cracks existed in the SCFS specimens as well as in glass specimens was verified by inspection of the SCFS fracture surfaces after each test. Figure 4 shows the approximate shape of the final crack tip.

An autographic curve of load versus crack-opening-displacement (COD) is required by ASTM to establish the critical load. A standard COD gage
was attached across the notch, Figure 2, by means of knife edges cemented to the SCFS beam with epoxy. The load rate was controlled by means of a spring of suitable stiffness (85 lb/in) inserted between the specimen and the cross head, Figure 2. Using a cross head speed of 0.1 inch/minute, the resulting load rate was approximately 8.5 lbs/minute. This resulted in a test duration of approximately the same as for a typical metal when using the load rate specified by ASTM. A 1000-lb-capacity load cell was used for the tests. The 0-20-lb range was used for 0.25-inch-thick specimens, and the 0-50-lb range was used for the 0.40- and 0.50-inch-thick specimens. The load fixture was machined in accordance with the ASTM specimens.

To obtain an average, at least three dry samples of each thickness were tested. To avoid any environmental effects on the crack tip, the final crack tip was made just prior to the test. Several samples were also tested after being soaked for different periods in Almag oil (a metal-working lubricant manufactured by the Texaco Company). In this case the final crack was made just before immersing the specimen in the oil.

The precise crack length was measured after specimen fracture. With the crack length, specimen dimensions, and critical load known, the critical stress intensity factor $K_{IC}$ was calculated by the following formula [9]

$$K_{IC} = \frac{P_{IC} S}{B W^{3/2}} f\left(\frac{a}{W}\right)$$

where: $P_{IC}$ = the critical load,
$B$ = thickness of the beam, inch,
$S$ = span length = 4 inches,
$W$ = depth of the beam, inch,
a = crack length, inch, and
RESULTS

The individual and average values determined for $K_{IC}$ and $G_{IC}$ for all the dry and oil-impregnated samples are shown in Table I. For the dry samples the average values of $K_{IC}$ are 644, 638, and 692 psi-in$^{1/2}$ for the 0.25-, 0.4-, and 0.5-inch-thick specimens, respectively.

Contrary to the usual behavior in metals, the highest value occurred for the thickest specimen. There is a simple explanation for this. The 0.25-0.40-inch-thick beams were the same thickness as the castings; the sides of the beams contained the original casting surfaces. The casting surfaces were noticed to be of poorer quality than the average; in some cases chipping and flaking occurred. The presence of these surfaces lowered the value of $K_{IC}$ for the thinner specimens. The 0.50-inch-thick specimens were machined from casting 0.75 inch thick, and hence did not contain the original casting surfaces. Thus, the value of fracture toughness believed to be representative of slip-cast fused silica is 692 psi-in$^{1/2}$.

Another material fabrication effect was noticed. A layer of material at the mid-plane of the castings apparently had properties different from the average. This layer was easily visible in the oil-soaked samples. The photograph in Figure 5 clearly shows the layer. The properties of the mid-plane layer, if significantly different from the average, would exert a strong influence on the strength of the thinner beams.

In general, scatter was low except for the 0.40-inch-thick beams. These beams exhibited a considerable thickness variation from one end to
the other, sometimes varying as much as 0.06 inch. This tapering probably explains the scatter encountered for the 0.40-inch-thick beams. This thickness variation resulted from inaccurate casting.

The increase in $K_{IC}$ due to soaking the SCFS in Almag oil is also shown in Table I. For the 0.25-inch-thick specimens the increase is 12.5 percent for 12 hours of soaking and 17 percent for 15 hours. The increase was not as great for the specimens soaked for 24 hours. This may have been due to the high humidity in the laboratory on the day these samples were tested. The relative humidity on that day was 73 percent, whereas the average relative humidity was near 40 percent. Even after 24 hours of soaking the 0.25-inch beams were not completely impregnated with oil. The oil gives the SCFS a yellowish appearance, but after fracture a whitish region could be observed at the interior of the beam where the oil had not penetrated. Two 0.50-inch-thick beams were soaked for 60 hours. They show an average $K_{IC}$ value of 17 percent more than the 0.50-inch-thick dry specimen. These specimens, too, were not impregnated at the interior. Figure 6 displays the improvement in fracture strength of SCFS due to impregnation with Almag oil.

Almag oil was an example fluid chosen primarily because of its penetrating characteristics. Impregnation--perhaps with other materials such as epoxy--appears to be a promising way to increase the fracture strength of SCFS. A silicone resin has been used on some SCFS radomes. Unfortunately, depletion of the test material prevented a more thorough study of the effects of impregnation.

The mechanism by which impregnation with Almag oil increases the fracture toughness of SCFS is not understood at this time. A number of reasons, however, can be suggested. By chemical reaction the oil may blunt the tip of the crack slightly, decreasing the stress concentration, thus requiring
another load for fracture. In soaking into the SCFS, the oil fills the pores. It is not inconceivable that this permits the transfer of stress across pores in such a way as to redistribute the stress and decrease microscopic stress concentrations.

Photographs of fracture surfaces made by the scanning electron microscope, Figures 7 and 8, show a striking difference in the dry and oil-soaked samples. The fracture surfaces of the oil-soaked samples have the appearance of numerous small globules. Dark angular particles of fused silica 10-20 μm in size are visible on the surfaces of the dry samples. These large particles in general are not visible in the oil-soaked samples. It suggests that in the dry samples the crack progressed around the boundaries of the large particles, while in the oil-soaked samples the crack passed through the large particles, breaking them into rough surfaces. This would effectively increase the fracture surface area, thus increasing K IC. Why the oil would cause this behavior is not known.

All the above explanations for the increase in K IC due to soaking in Almag oil are tentative. Further research is needed to settle this question and to suggest other ways to enhance K IC.

Conclusions

The ASTM three-point bend specimen was used to find the fracture toughness of slip-cast fused silica. The critical stress intensity factor K IC as determined to be 692 psi-in 1/2. Some material inhomogeneities due to the casting technique caused slightly lower values for thinner specimens.

It was observed that the fracture toughness was increased by impregnating the specimens with Almag cutting oil. The amount of increase depended upon specimen thickness and time of soaking in oil. The greatest
increase observed in $K_{IC}$ was approximately 17 percent. An inadequate supply of material prevented an extensive investigation.

As a missile radome material, SCFS has one main disadvantage: its relatively low resistance to cratering due to rain impact. This property limits the maximum speed of missiles flying through rain fields. To obtain higher velocities a way must be found to increase the capability of the SCFS to resist rain erosion. It is an important finding of this research that oil impregnation is one way to do this. Since a significant increase in fracture toughness was observed due to oil soaking, a similar increase in erosion resistance would be expected. Considerably more research is needed on this topic.

In order to find the fluid which provides the greatest permanent increase in toughness, experiments are needed using impregnating materials other than Almag oil. For a given fluid, studies of the impregnation technique will be required. Such a program might eventually lead to a greatly improved radome, permitting much higher all-weather missile velocities.
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### TABLE I.

**EXPERIMENTAL VALUES OF $k_{IC}$**

<table>
<thead>
<tr>
<th>Condition</th>
<th>Thickness, Inches</th>
<th>R.H.</th>
<th>Temp °F</th>
<th>$K_{IC}^{1/2}$ PSI-In</th>
<th>Avg $K_{IC}^{1/2}$ PSI-In</th>
<th>Avg $G_{IC}$ Lb-In/In²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry</td>
<td>0.2716</td>
<td>45</td>
<td>69</td>
<td>657</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2702</td>
<td>40.5</td>
<td>69</td>
<td>623</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2702</td>
<td>40.5</td>
<td>69</td>
<td>658</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2678</td>
<td>40.5</td>
<td>69</td>
<td>639</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dry</td>
<td>0.4090</td>
<td>60</td>
<td>70</td>
<td>737</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.4513</td>
<td>48</td>
<td>68</td>
<td>649</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.4527</td>
<td>48</td>
<td>68</td>
<td>540</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.4652</td>
<td>48</td>
<td>65</td>
<td>624</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dry</td>
<td>0.4912</td>
<td>53.5</td>
<td>70</td>
<td>682</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.4942</td>
<td>53</td>
<td>70</td>
<td>698</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5120</td>
<td>48</td>
<td>68</td>
<td>695</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soaked for 12 hours</td>
<td>0.2677</td>
<td>44</td>
<td>70</td>
<td>781</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2586</td>
<td>50.5</td>
<td>70</td>
<td>663</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2612</td>
<td>50.5</td>
<td>70</td>
<td>718</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soaked for 15 hours</td>
<td>0.2752</td>
<td>42</td>
<td>69</td>
<td>742</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2605</td>
<td>42</td>
<td>69</td>
<td>756</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2694</td>
<td>48</td>
<td>65</td>
<td>761</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soaked for 24 hours</td>
<td>0.2710</td>
<td>73</td>
<td>69</td>
<td>735</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2734</td>
<td>73</td>
<td>69</td>
<td>697</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5010</td>
<td>65</td>
<td>70</td>
<td>807</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soaked for 60 hours</td>
<td>0.5016</td>
<td>65</td>
<td>70</td>
<td>817</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Coordinates measured from the leading edge of a crack and the stress components in the crack tip stress field.
Figure 2. View of the loading setup.
Figure 3. Two typical crack tips observed at 45° through the sides of the glass beam.
Figure 4. The shape of the final crack tip.
Figure 5. The mid-plane inhomogeneity.
Figure 6. The improvement of the fracture strength of SCFS due to soaking in Almag oil.
(a) Fracture surface of dry sample - 700X.

(b) Fracture surface of 12-hour oil-soaked sample - 700X.

Figure 7. Scanning electron micrographs showing comparisons of dry and 12-hour oil-soaked fracture surfaces.
Figure 8. Scanning electron micrographs showing comparison of dry and 15-hour oil-soaked fracture surfaces.
APPENDIX D

PROBABILITY MODEL FOR RAIN EROSION DAMAGE

by Leland L. Long

I. INTRODUCTION

Natural rainfall exhibits all the properties necessary to be classified as a stochastic process. Thus, probability modeling is the only effective means whereby the process can be adequately described mathematically.

This report presents such a modeling approach with particular emphasis on rain erosion damage caused by high-velocity impact. A model is also developed which displays the interrelationship between rainfall rate, drop diameter range, and distance traveled as they affect the cumulative probability of exactly K impacts in a circular surface of radius r as it travels through the rainstorm.

Curves are presented which graphically display the information available from the mathematical results.

II. PROBABILITY MODEL FOR DISTRIBUTION OF RAINDROPS WITH DROP SIZE

Considerable work has been done in the study of the distribution of raindrops with size. Most of this effort has been directed toward applying the results to weather observation and related atmospheric problems. However, these results are applicable to the present study and have been used with good results.

The keynote article on drop size distribution is a paper by Marshall and Palmer [1] which established what has come to be a standard reference for most other studies involving this subject. They concluded that, excep
for small drop diameters (less than 0.5 mm), the drop size distribution is well described by the exponential distribution function

\[ p(x) = N_0 e^{-Ax} \]

where

\[ N_0 = 8000 \]
\[ A = 4.1R^{-0.21} \]
\[ R = \text{Rainfall rate (mm/hr)} \]
\[ x = \text{Drop diameter (mm)} \]

Since \( p(x) \) represents a continuous type distribution, it follows that the corresponding probability density function (p.d.f.) is

\[ f(x) = \begin{cases} 
8000 c \exp(-4.1R^{-0.21}x), & x > 0 \\
0 & \text{elsewhere}
\end{cases} \]

The constant \( c \) is obtained from

\[ 8000 c \int_0^\infty \exp(-4.1R^{-0.21}x)dx = 1 \]

which gives

\[ c = 4.1R^{-0.21}/8000. \]

Therefore

\[ f(x) = \begin{cases} 
4.1R^{-0.21} \exp(4.1R^{-0.21}), & x > 0 \\
0 & \text{elsewhere}
\end{cases} \]

Now let \( X \) be a continuous type random variable with p.d.f. given by (2), then

\[ \Pr(X = x_1) = 0 \]

where \( x_1 \) is a fixed drop diameter. Thus, the only measure of probability which can be established is with reference to an interval. That is,

\[ \Pr(a < X < b) = \int_a^b f(x)dx \]

In this study most results are based on probability measure for drop diameters greater than a preset value. Hence, if \( x_0 \) represents the smallest
drop diameter to be considered, then
\[ \Pr(X > x_o) = \int_{x_o}^{\infty} f(x) dx \]

It is also important to realize that, based upon the assumed continuous probability distribution, the number of drops of given diameter must be considered within a drop size interval. For example, the expected number of drops per m³ in the interval 1 mm to 2 mm is
\[ N = \int_1^2 p(x) dx \]

This concept is used in the development of expressions for accumulated volume of erosion and accumulated eroded area.

III. ACCUMULATED AREA OF EROSION

If a water drop strikes a given surface with energy \( E(\text{ft-lb}) \), then the resulting crater area is (see Section IV of main report)
\[ A_c = C_a E^{0.55} \text{ in}^2 \]

where \( C_a \) is a constant which depends on the given material being impacted.

It can be shown that
\[ E = C_e x^3 v_n^2 \text{ ft-lb} \]

where \( C_e \) is a conversion constant and
\( x = \) drop diameter (mm)
\( v_n = \) normal component of the impact velocity (ft/sec)

Therefore,
\[ A_c = C_a (C_e x^3 v_n^2)^{0.55} = C_a C_x^{0.55} x^{1.55} v_n^{1.1} \text{ m}^2. \]

Now subdividing the Marshall-Palmer equation (1) into subintervals of equal length for \( x > x_o \) gives
\[ n_1 = p(x_1) \Delta x \text{ drops/m}^3 \]
as an approximation of the number of drops per m³ in the drop interval
\(x_{i-1}\) to \(x_i\). If these drops are intercepted by a nose cone traveling at a
velocity \(v\) ft/sec, then
\[v_n = v \sin \theta\]
where \(\theta\) is the angle of the nose cone with the horizontal. Since the
drops will be deflected by the shock wave along the nose cone, we write
\[v_n = v \sin(\theta - \delta(z,x))\]
where
\[\delta = \text{deflection angle}\]
\[z = \text{position along nose cone}\].

Now the crater area is
\[A_c = C_a C_e 0.55 v^{1.1} \sin(\theta - \delta(z,x))^{1.1} x^{1.65} \text{ in}^2.\] (3)

The number of drops per m² (in the drop-size interval \(x_{i-1}\) to \(x_i\))
which the nose cone will intercept when traveling a distance \(S\) (meters)
through a given rain field is
\[n_i = S p(x_i) \sin \delta \Delta x \text{ drops/m}^2.\]
The net effect of these intercepted drops in relation to eroded area is
\[\Delta A_e = A_c n_i' \text{ in}^2/\text{m}^2\]
or
\[\Delta A_e = C_a C_e 0.55 v^{1.1} \sin(\theta - \delta(z,x_i))^{1.1} x_i^{1.65} S p(x_i) \sin \delta \Delta x\]
\[= C_a C_e 0.55 v^{1.1} \sin \theta \sin(\theta - \delta(z,x_i))^{1.1} x_i p(x_i) \Delta x.\]

Taking the Riemann sum limit, the accumulated area of erosion caused by
drops having diameter \(x > x_0\) is
\[A_e = C_a C_e 0.55 v^{1.1} \sin \theta \int_{x_0}^{\infty} \sin(\theta - \delta(z,x))^{1.1} x^{1.65} p(x) dx \text{ in}^2/\text{m}^2.\] (4)
Conversion to $\text{in}^2/\text{in}^2$ gives

$$A_e' = (2.54)^2 \times 10^{-4} A_e \text{ in}^2/\text{in}^2.$$  \hspace{1cm} (5)

Thus, the percentage area of erosion is

$$P = 100A_e'.$$

IV. ACCUMULATED VOLUME OF EROSION

If a water drop strikes a given surface with energy $E(\text{ft-lb})$, then the resulting crater volume is (see Section IV of main report)

$$V_c = C_v E^{1.44} \times 10^{-4} \text{ in}^3,$$

where $C_v$ is a constant which again depends on the material being impacted.

As with the crater area derivation,

$$E = C_e x^{3} v_n^2 \text{ ft-lb}$$

Thus,

$$V_c = C_v C_e^{1.44} v_n^{2.88} \times 2.88 \times 10^{-4} \text{ in}^3$$

Taking a nose cone at angle $\theta$, we use

$$E = C_e x^{3} v_n^2 \sin \theta \text{ ft-lb}$$

It follows that the crater volume is

$$V_c = C_v C_e^{1.44} v_n^{4.32} \left[ v^2 \sin(\theta - \delta(z,x)) \right]^{1.44} \times 10^{-4} \text{ in}^3$$

$$= C_v C_e^{1.44} v_n^{2.88} \left[ \sin(\theta - \delta(z,x)) \right]^{1.44} \times 10^{-4} \text{ in}^3$$

Again, there are

$$n_i' = S p(x_i) \sin \theta \Delta x$$

drops/m$^2$ in the drop diameter interval $x_{i-1}$ to $x_i$ which impact the nose cone. Therefore, the volume eroded by these drops is

$$\Delta V_e = V_c n_i' \text{ in}^3/\text{m}^2$$

or
\[ AV = C_y C_v 1.44 S_v^2 \sin^6(\sin(\theta - \delta(z,x))) 1.44 x_1^{4.32} p(x_1) dx \times 10^{-4} \text{in}^3/\text{m}^2. \] (7)

Taking the Riemann sum limit, the accumulated volume of erosion caused by drops having drop diameter \( x > x_o \) is

\[ V_e = C_y C_v 1.44 S_v^2 \sin^6(\sin(\theta - \delta(z,x))) 1.44 x_1^{4.32} p(x) dx \times 10^{-4} \text{in}^3/\text{m}^2. \] (8)

It is convenient again to convert to \( \text{in}^3/\text{in}^2 \). Therefore

\[ V_e' = (2.54)^2 \times 10^{-4} V_e \text{ in}^3/\text{in}^2 \]

is the accumulated volume of erosion (in\(^3\)) from one square inch of material.

Finally, the total eroded volume as a function of \( V_e' \) and \( P \) is given by the relation

\[ V_t = V_e' (2 - \exp(-3P/(132-P))) \text{ in}^3/\text{in}^2. \] (9)

V. PROBABILITY MODEL FOR RAINDROP IMPACTS

If rainfall rate is fixed at a constant value, then it is legitimate [2] to assume that the number of drops per unit volume is represented statistically as a Poisson process. Let the random variable \( Y \) represent the number of drops impacting a given surface area, \( A \), which travels through the given rainfield a distance \( S \). Then the probability density function of \( Y \) is

\[ f(y) = \begin{cases} \frac{y^y e^{-\lambda}}{y!}, & y = 0, 1, 2, 3 \ldots \\ 0, & \text{elsewhere} \end{cases} \] (10)

where

\[ \lambda = NSA. \]

Note that \( N \) represents the average number of drops per unit volume.

It should be recalled that \( N \) will depend on the drop size interval being considered. That is, if \( x_o \) and \( x_m \) represent, respectively, the smallest drop and the largest drop diameters being considered, then
where $p(x)$ is again the function representing drop size distribution.

If it is desired to consider all drops having diameters greater than $x_0$, then

$$N = \lim_{x \to x_0} \int_{x_0}^{x} p(x) \, dx$$

$$= \int_{x_0}^{x} p(x) \, dx.$$

Now consider the area, $A$, to be that of a circle of radius $r$ so that $A = \pi r^2$. Let the random variable $R$ represent the radius of the circle with exactly $k$ raindrop impacts. Then,

$$\Pr(R > r) = \Pr(Y=0)+\Pr(Y=1)+\ldots+\Pr(Y=k-1)$$

$$= \sum_{y=0}^{k-1} m y^y e^{-\frac{NS}{r^2}} \frac{(NSr^2)^y}{y!}.$$

It follows that

$$\Pr(R \leq r) = 1 - \Pr(R > r)$$

$$= 1 - \sum_{y=0}^{k-1} \frac{(NSr^2)^y}{y!} e^{-\frac{NS}{r^2}}.$$

But, by definition, the cumulative distribution function of the random variable $R$ is

$$G(r) = \Pr(R \leq r).$$

Therefore,

$$G(r) = 1 - \sum_{y=0}^{k-1} \frac{(NSr^2)^y}{y!} e^{-\frac{NS}{r^2}}.$$

(11)
As an example, consider the case where \( k = 1 \) (i.e., one impact).

Then,
\[
G(r) = 1 - e^{-N_S r^2}.
\]

(12)

It follows that the probability density function of \( R \) is
\[
g(r) = G'(r)
\]
\[
= \begin{cases} 
2N_S r e^{-N_S r^2}, & r > 0 \\
0, & \text{elsewhere.}
\end{cases}
\]

(13)

Two interpretations are possible in regard to the expression \( G(r) \) for a given value of \( k \). These are:

1. Fix the value of \( r = r_0 \) and calculate \( G(r_0) \). For example, suppose \( G(r_0) = .80 \) and \( k = 4 \). Then if 100 samples are taken for a circular region having radius \( r_0 \), it should be true that, on the average, for 80 of these samples the radius to the \( k \)th hit will be \( \leq r_0 \).

2. Fix \( G(r_1) = .95 \) (or any chosen probability) for a given value of \( k \) and obtain the resultant value \( r = r_1 \). Then, if 100 samples are taken for a circular region having radius \( r_1 \), it should be true that, on the average, for 95 of these samples the radius to the \( k \)th hit will be \( \leq r_1 \).

It is important to note that the parameters which control \( G(r) \) are

(a) Rainfall rate (contained in \( p(x) \)),

(b) Minimum drop diameter, \( x_o \),

(c) Number of impacts, \( k \), and

(d) Distance, \( S \).

Solving Eq. (12) for \( N \) gives
\[
N = \frac{1}{wS} \ln \left( \frac{1}{1-G(r)} \right).
\]

(14)
The value of \( N \) may be obtained by the use of Eq. (1) so that

\[
N = \int_{x_o}^{x_m} N_o e^{-Ax_o} dx
\]

\[
= \frac{N_o}{A} (e^{-Ax_o} - e^{-Ax_m}).
\]  

Equation (15)

Setting the two expressions for \( N \) equal to each other and solving for \( S \) gives

\[
S = \frac{A \ln(\frac{1}{1-G(r)})}{\pi N_o r^2 (e^{-Ax_o} - e^{-Ax_m})}
\]  

Equation (16) is very important since, for a given rainfall rate and radius \( r \), it establishes the distance \( S \) for which the probability is \( G(r) \) that a single raindrop having diameter between \( x_o \) and \( x_m \) will strike the surface.

VI. DISCUSSION OF RESULTS

The resultant erosion formulas which are developed in Sections II, III, IV, and V of this appendix are used extensively in the report. Thus, for a fuller appreciation of their usefulness, it is necessary to refer to the corresponding graphical presentations and computer calculations which are presented there.

Also, reference should be made to the discussion of FORTRAN subroutines presented in Appendix G. In particular, SUBROUTINE PCTA and SUBROUTINE VONE produce outputs, respectively, which are given by the formulas in Sections II, III, IV, and V. That is:

\[
PCTA \rightarrow \text{Percentage of area eroded}
\]

\[
VONE \rightarrow \text{Accumulated volume of erosion}
\]

The results agree quite well with available experimental data.
The results of Section V of this appendix are shown graphically in Figures 1 through 5. As stated, Eq. (11) gives the cumulative probability,

\[ G(r) = 1 - \sum_{y=0}^{k-1} \frac{(NSwr^2)^y e^{-NSwr^2}}{y!} \]

of exactly \( k \) raindrop impacts in a circular region of radius \( r \), for a given rainfall rate and distance travelled.

The graph of Figure 1 shows the effect on \( G(r) \) versus \( r \) when different values of \( k \) are assumed. Here the rainfall rate is 2.5 in/hr and the distance is 500 ft.

Figure 2 demonstrates the shift in the \( G(r) \) curves when distance is used as a parameter with a rainfall rate of 2.5 in/hr and \( k = 1 \). In Figure 3, the same effect is noted with a rainfall rate of 2.5 in/hr but with \( k = 2 \).

Changes in rainfall rate will also affect \( G(r) \). This is noted in Figure 4 which shows \( G(r) \) versus \( r \) for various rainfall rates. Here \( k = 1 \) and \( S = 500 \) ft.

Since \( N = \int_{x_0}^\infty p(x)dx \)

then changes in \( x_0 \) will also cause a shift in the graphs of \( G(r) \) versus \( r \). This is demonstrated in Figure 5, where rainfall rate is again 2.5 in/hr, \( k = 1 \), and \( S = 500 \) ft.

These results were all obtained by use of SUBROUTINE PROB (see Section VII). Similar graphs are available through use of this subroutine with choice of parameters left to the user.

Equation (16),

\[ S = \frac{1}{6000wr^2} \frac{1}{\exp(-Ax_0) - \exp(-Ax_0')} \]
is also very useful as is demonstrated in Figure 6. Here, the rainfall rate is set at 2.5 in/hr and \( x_m = 10 \) mm. The resultant graphs show how \( S(\text{ft}) \) changes with increasing value of the minimum drop diameter, \( x_o \). To use the curves, let it be assumed that a nose cone is to travel through a rainstorm of 2.5 in/hr and suppose that a raindrop size greater than 8 mm in diameter must be avoided (at a given velocity). Also, assume that it is desired that the probability of impact with a single drop \( (k = 1) \) be small \((.05)\). Then the vertical intercept \( (x_o = 8 \text{ mm}) \) with the desired probability curve \( (G = .05) \) will give the resultant distance on the \( S(\text{ft}) \) axis. Obviously there are variations on the use of these curves as for example the distance might be fixed by the extent of a given rainstorm through which the vehicle is to travel.

If other values of rainfall rate, etc., are to be used, then similar families of curves can be obtained by use of SUBROUTINE BGDROP. The listing of this subroutine follows in Section VII.
VII. SUBROUTINE LISTINGS

SUBROUTINE DDROP

MAIN TO SUBPROGRAM

G1: CUMULATIVE PROBABILITY
R1: RAINFALL RATE (IN/HR)
R2: RADIUS OF CIRCULAR REGION IMPACTED
R3: MINIMUM DROP DIAMETER (MM)
NOTE THAT X0<10

SUBPROGRAM TO MAIN

SFT: DISTANCE (FT)

SUBROUTINE DDROP(3,R,RAD,XO,SFT)
PI=3.14159
RMM=25.4*R
RAD4=.0254*RAD
CON1=ALOG(1/(1+3))/((PI+3000)*RAD**2)
CON2=4.1*RMM**(-.21)
SFT=CON1+CON2/(EXP(-.042*XO)-EXP(-10*CON1))
SFT=3.28084*SFT
RETJR
END
30 CONTINUE
58 INC=FLOAT(M1)/20
   IF(INC.EQ.0)INC=1
   RI=1000.*0.8*INC
   RRM=0.*0
   DO 89 J=INC,M+INC
   RRM=RRM+RI
   AREA=PI*RRM**2/25.*4.*2
85 WRITE(6,4)RRM,M1,AREA
40 F=41
   2 FORMAT(1X,'NUMBER OF DROPS IN RADIUS=',110//)
   3 FORMAT(1X,'RADIUS (M)  CUMULATIVE PROBABILITY'
   1 AREA (IN**2)'/1X,14X,14X,E14.6)
   4 FORMAT(1X,F10.2,F14.3,F14X,E14.6)
   RETURN
END
REFERENCES


Figure 1. Cumulative probability, \( G(r) \), at \( K \) impacts in a radius of \( r \) (mm).
FIGURE 2. CUMULATIVE PROBABILITY, $G(r)$, VERSUS RADIUS, $r$, WITH DISTANCE AS A PARAMETER.
Figure 3. Cumulative probability, $G(r)$, versus radius, $r$, with distance as a parameter.
FIGURE 4. CUMULATIVE PROBABILITY, G(r), VERSUS RADIUS, r, WITH RAINFALL RATE AS A PARAMETER.
Figure 5. Cumulative probability, \( G(r) \), versus radius, \( r \), with \( x_0 \) as a parameter.

\[ R \text{FR} = 2.5 \text{ in/hr} \]
\[ S = 500 \text{ ft} \]
\[ \theta = 15^\circ \]
\[ K = 1 \]
Figure 6. Distance, S, versus minimum drop diameter, $x_0$, with $G(r)$ as a parameter.
Figure 7. Distance, S, versus minimum drop diameter, $x_0$, with $G(r)$ as a parameter.
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Chapter 1

INTRODUCTION

The problem of supersonic flow of an air-particle suspension (the particles being raindrops, ice, or dust) past a solid body has become of great importance to a wide range of technological applications in aeronautics and rocketry because high-speed impacts of such particles with a vehicle flying through the atmosphere can cause significant erosion and cratering of its surface. To get an accurate estimate of the cratering and erosion damage, it seems important to know the relative velocities with which the particles strike the vehicle, the particle trajectories, and the distribution of particle properties over its surface. In this report these quantities are computed theoretically for the cases where the body is a wedge, a right circular cone, a circular cylinder, or a sphere. These problems are chosen because their geometries are simple, their solutions in the single-phase case are well known (see Sims [1] and Hayes and Probstein [2]), and because both the conical and spherical shock layers represent good approximations to many realistic flow fields experienced by rockets and guided missiles. While the problems of flow past a wedge or a circular cylinder have no direct applications to rocketry, some results for these cases are also presented so that the properties of plane and axisymmetric two-phase flows of this type can be compared and also because they provide rough approximations to the flow fields over certain wings.
In the atmosphere the mass fraction of the suspended particles is usually so small that the presence of the particles does not significantly affect the motion of the air. Thus the two-phase flow problem discussed above is simplified to that of computing the motion of the particles moving through a known gas flow field. (In this report, as in all previous work on this and related problems, it is assumed that the gas flow field is sufficiently well described by that appropriate to an incompressible fluid.) To do this, the particle cloud is treated in the present work as a pseudo-continuum. That is, it is assumed that a volume element, as shown in Figure 1, of the suspension, whose dimensions are small compared to the characteristic dimensions of the shock layer, contains a number of particles large enough to allow the formation of meaningful averages of the particle properties within the volume element. It is then treated mathematically as a differential element and the averages are treated as continuous variables. General discussions of the governing equations appropriate to such two-phase flows are given in the books by Wallis [3] and Soo [4] and the review article by Marble [5].

Several papers on two-phase hypersonic flow have appeared in the last five years. Probstein and Fassio [6] analyzed flows past thin wedges and cones and in the stagnation regions of the cylinders and spheres. They employed the constant density approximation (see Hayes and Probstein [2]) to the gas flow field in their work. Their equations were solved analytically for the wedge and numerically for the other cases. Waldman and Reinecke [7] considered two-phase flow in a conical shock layer and in the stagnation region of a spherical shock layer. They fitted analytical expressions to known exact numerical solutions of the governing equations for the gas and used these to describe the fluid-phase motion. They
obtained approximate analytical solutions by a coordinate perturbation method. Spurk and Gerber [8] discussed the flows in shock layers on power-law bodies. Slender-body theory was used to describe the gas flow field. The particle-phase governing equations were solved numerically. These authors also performed some calculations using the exact solution for inviscid flow of a perfect gas past a cone to check their results based on slender-body theory.

All three of these papers used the Lagrangian viewpoint to formulate the governing equations for the particle phase. None computed the particle-phase density distribution, and Probstein and Fassio [6] did not find the particle-phase temperature distribution. These three papers were concerned primarily with determining the overall collection efficiencies of the body shapes they discussed. (The overall collection efficiency of a body is the rate at which particulate mass actually strikes the body surface divided by the rate that would occur if the motion of the particles was unaffected by the shock layer.)

In addition to the papers mentioned previously, an extensive literature exists concerning related subsonic two-phase flow problems having to do with such applications as dust collection, aerosol sampling, ice formation on aircraft, and erosion of turbine blades. For a review of some of the literature (which is concerned primarily with overall collection efficiency calculations), see Peddieson [9] and the references cited therein.

In Chapter 2 a set of equations governing the motion of the particle phase of an air-particle mixture is formulated using the Eulerian description. In Chapter 3 a procedure for solving these equations numerically to obtain the particle velocities, streamline patterns, density
distributions, and temperature distributions is outlined for the cases of flow past thin wedges and cones. This method is verified by comparison with an analytical solution for flow over a thin wedge. In Chapter 4 this method is applied to problems of two-phase flow in general wedge-shaped and conical shock layers over wedges and cones that are not required to be thin. Both approximate analytical solutions (valid for thin shock layers) and exact numerical solutions are obtained. The application of the above procedure to two-phase flow in shock layers on blunt-nosed (spherical and cylindrical) vehicle shapes is discussed in Chapter 5. In Chapter 6 calculations are carried out to investigate the sensitivity of the solution variables to the value of nonnegligible particle-phase volume fractions (the ratio of particle volume to the total mixture volume) and to the distribution of particle sizes present within the mixture. In Chapters 7 and 8 flows past bodies having general symmetric shapes are considered. The governing equations are put in a general form which is convenient for such problems in Chapter 7. Chapter 8 deals with a simple set of equations which, however, is only applicable to flow past bodies with attached shock waves. Concluding remarks are contained in Chapter 9.
Chapter 2

GOVERNING EQUATIONS

Since it is assumed, as mentioned previously, that the gas-phase motion is unaffected by the presence of the particles, it may be regarded as known from existing work (such as that reported by Sims [1]), and it is only necessary to solve the governing equations for the particle phase. This chapter is devoted to the derivation of these equations.

The appropriate governing equations for analysis of the behavior of the particle phase are found from balances of mass, linear momentum, and energy. These are respectively

\[
\begin{align*}
\rho_p \dot{u}_p + \nabla \cdot (\rho_p \mathbf{u}_p) &= A \\
\rho_p \dot{u}_p + \mathbf{u}_p \cdot \nabla \rho_p &= \mathbf{B} \\
\rho_p \left( e_p \dot{t} + \mathbf{u}_p \cdot \mathbf{v}_{ep} \right) &= C
\end{align*}
\]

(2.1)

where Eq. (2.1a) results from balance of mass, Eq. (2.1b) from balance of linear momentum, and Eq. (2.1c) from balance of energy. In Eqs. (2.1) \( \rho_p, \mathbf{u}_p, \) and \( e_p \) are respectively the particle-phase in-suspension density, velocity vector, and internal energy while \( A, \mathbf{B}, \) and \( C \) are respectively the rates per unit volume of interphase mass, linear momentum, and energy transfer from the gas phase to the particle phase; \( t \) is time; and a comma in Eqs. (2.1) denotes partial differentiation with respect to the following subscript. In writing Eqs. (2.1) it has been assumed that the
particle-phase stress tensor vanishes (which is true for the dilute suspensions under discussion here) and that body forces are negligible. To render Eqs. (2.1) determinate, constitutive equations for $A$, $\bar{\mathbf{F}}$, $C$, and $e_p$ are required. For the internal energy, it is assumed (see Marble [5]) that

$$e_p = c_p T_p$$ (2.2)

where $c_p$ is the heat capacity of the particle phase, $T_p$ is its temperature. In the present report the mass, momentum, and heat transfer terms are taken to be

$$A = 0$$

$$\bar{\mathbf{F}} = N_1 \rho_p |\mathbf{u}_p - \mathbf{u}|^{(1-b)}(\mathbf{u} - \mathbf{u}_p)$$

$$C = N_2 c_p (T - T_p)$$ (2.3)

where $\mathbf{u}$ and $T$ are respectively the velocity vector and temperature of the gas phase, $c$ is the gas-phase specific heat at constant pressure, and $N_1$, $N_2$, and $b$ are constitutive coefficients. The next three paragraphs will be devoted to discussion of Eqs. (2.3).

Mass loss from the particle phase can occur because of evaporation or stripping and eventual breakup of liquid drops and from melting of ice or dust particles. Calculations performed by Waldman and Reinecke [7] indicate that melting of solid particles is minimal in many situations. Theories of two-phase flow incorporating mass transfer through evaporation of liquid drops have been developed by Lu and Chiu [10], Panton [11], Panton and Oppenheim [12], and Marble [5]. This mass-loss mechanism, however, does not appear to be important for flow in shock
layers associated with flight vehicles, as pointed out several years ago by Wheelahan [13]. He also stated that drop breakup was not significant; but recent experimental work, such as that reported by Waldman, Reinecke, and Glenn [14], shows that this is not true in certain high-Mach-number situations. At present the information needed to formulate a realistic constitutive equation for A based on the breakup mechanism is not available. Thus it seems reasonable to neglect mass loss in the present work as indicated by Eq. (2.3a). The solutions obtained in this way will be accurate for the many situations in which appreciable mass loss does not occur and will also serve as standards of comparison for the predictions of more comprehensive future theories which account for particulate mass loss.

Equation (2.3b) has a form consistent with that of equations that can be fitted to the standard drag curve for steady incompressible flow past a single rigid sphere (see Proebstein and Fassio [6] and Spurk and Gerber [8]). In principle the coefficients $N_1$ and $b$ can be determined from a knowledge of the microscopic properties of the suspension. It can be shown, for example, that if the particle phase consists of identical rigid spheres of mass $m$ and radius $a$ which are sufficiently far apart to preclude interference between the flows past neighboring particles, if the local Reynolds number for flow past each particle is very small, and if the fluid phase is incompressible; then $b = 1$ and $N_1 = (6\pi \mu /m)$, where $\mu$ is the viscosity of the fluid phase. In general, definitive information about the microscopic properties of the suspension is not available. Even if it were, the standard drag curve cannot be applied to suspension flows with complete confidence because it does not account for lift, flow unsteadiness, finite particle volume fractions, deviations from spherical
particle shapes, nonuniformity of particle size and mass, fluid compressibility, deformability of particles (important, for example, in the case of liquid drops), and several other effects. While some of these can (at least approximately) be taken into consideration (see, for instance, the drag formulas discussed by Spurk and Gerber [8]), no expression presently available accounts for all of them; and none is to be expected in the near future. It seems reasonable, therefore, to choose forms of the constitutive equations for ̃B guided by the forms of equations that fit the standard drag curve, but to regard the coefficients appearing therein (in this case \( N_1 \) and \( b \)) as macroscopic properties of the suspension which are to be determined so as to maximize the agreement between theoretical predictions and experimental results. This is the approach adopted in this report in employing Eq. (2.3b). It should be pointed out that the values of \( N_1 \) and \( b \), based on particular idealized microscopic models of the suspension, are still very useful in estimating the orders of magnitude of these parameters. Such estimates are simply not regarded as definitive.

The approach discussed in the previous paragraph applies equally well to the interphase heat-transfer term. Thus \( N_2 \) in Eq. (2.3c) is thought of as a macroscopic property of the suspension. For the idealized model of the suspension mentioned in the above example that heat is transferred from the fluid phase to a single rigid sphere, then the value of \( N_2 \) is equal to \((4\pi \alpha)/(mc)\). \( \alpha \) is the fluid-phase thermal conductivity. For the sake of simplicity, \( N_1 \), \( N_2 \), and \( b \) are taken to be constant in the remainder of this work.

Substituting Eqs. (2.2) and (2.3) into Eqs. (2.1) leads to

\[
\rho_\text{p} \frac{\partial \text{t}}{\partial t} + \text{V} \cdot (\rho_\text{p} \text{u}_\text{p}) = 0
\]
\[ u_p^* + u_p \cdot \dot{u}_p = \nu_1 |\dot{u} - \dot{u}_p| (1-h)(\dot{u} - \dot{u}_p) \]

\[ T_p^* t + u_p \cdot \dot{T}_p = \nu_2 (c/c_p)(T - T_p) \]  \hspace{1cm} (2.4)
Chapter 3

SHOCK LAYERS ON THIN WEDGES AND CONES

In this chapter the problem of two-phase flow past thin wedges and cones is considered. First an analytical solution is found for flow past a thin wedge. Then the numerical procedure to be used in the present work is introduced and applied to flow past both thin wedges and thin cones. The numerical and analytical solutions for the wedge are compared and found to be in excellent agreement. This verifies that the numerical method is accurate. In the next chapter this method is applied to problems of two-phase flow in wedge-shaped and conical shock layers over bodies that are not required to be thin.

ANALYTICAL SOLUTIONS FOR THIN WEDGES

Consider the steady supersonic flow of a gas-particle suspension past a wedge of surface length L and half-angle \( \theta_b \) at zero angle of attack. The shock wave is known to be a straight line making an angle (for a thin shock layer)

\[
\theta_s = \frac{\theta_b}{1 - \varepsilon}
\]

(3.1)

with the center line of the wedge, where \( \varepsilon \) denotes the ratio of the gas-phase density before the shock to that after the shock. Figure 2 shows the geometry of the flow field. The free-stream velocity of each phase is \( U_m \), the density of the particle phase just behind the shock is \( \rho_{pm} \).
and free-stream temperature of the mixture is $T_m$. This problem is conveniently described in terms of cartesian coordinates $x$ and $y$ with $x$ measured parallel to the body surface and $y$ measured normal to it. It is convenient to define the following dimensionless variables

$$s = \frac{x}{L}, \quad n = \frac{y}{L},$$

$$F_{s}^{+} + G_{n}^{+} = \frac{\hat{u}}{U_m}, \quad F_{p}^{+} + G_{p}^{+} = \frac{\hat{u}_{p}}{U_m},$$

$$Q_{p} = \frac{\rho_{p}}{\rho_{m}},$$

$$H = \frac{T}{T_m}, \quad H_{p} = \frac{T_{p}}{T_{m}}$$

where $\hat{u}_s$ and $\hat{u}_n$ are unit vectors associated with the $s$ and $n$ axes. The process of nondimensionalizing the governing Eqs. (2.4) yields

$$(Q_{p} F_{p})_{s} + (Q_{p} G_{p})_{n} = 0$$

$$F_{p} G_{p}^{+} + G_{p} F_{p}^{+} = a_{1}((F-F_{p})^{2}+(G-G_{p})^{2})^{(1-b)}/2(F-F_{p})$$

$$F_{p} G_{p}^{+} + G_{p} F_{p}^{+} = a_{1}((F-F_{p})^{2}+(G-G_{p})^{2})^{(1-b)}/2(G-G_{p})$$

$$F_{p} H_{p}^{+} + G_{p} H_{p}^{+} = a_{2}(H-H_{p})$$

Here the two dimensionless parameters $a_1$ and $a_2$ measure the rates at which momentum and energy are respectively transferred between the gas and particle continuum. They are evaluated by the following expressions:

$$a_1 = \frac{(N_1 L)}{U_m^b}, \quad a_2 = \frac{(N_2 L/U_m)}{c/c_p}$$

The gas flow variables are modeled by the inviscid solution for supersonic flow past a wedge. This solution is known exactly and for a thin shock layer (which occurs when $\theta_b$ and $\varepsilon$ are small) has the form
\[ F = 1, \quad G = 0, \quad H = H_s = \varepsilon ((1+\varepsilon)M_w^2 - 1) \quad (3.5) \]

where the subscript \( s \) denotes the value of the variables on the downstream side of the shock wave, and \( M_w \) is the free-stream Mach number. The solution of Eqs. (3.3) must satisfy the boundary conditions

\[ F_p = 1, \quad G_p = -\theta_b, \quad H_p = 1, \quad Q_p = 1 \quad (3.6) \]

on the shock wave which is the line

\[ n = (\theta_s - \theta_b) s \quad (3.7) \]

This problem is most easily solved using a Von Mises transformation familiar from boundary-layer theory. This is done by defining a stream function \( \psi_p \) such that

\[ \psi_p s = -Q_p G_p, \quad \psi_p n = Q_p F_p \quad (3.8) \]

and converting the independent variables from \( s \) and \( n \) to \( \psi_p \) and \( z \) where \( z = n \). The total differential of \( \psi_p \) is

\[ d\psi_p = \psi_p s ds + \psi_p n dn = -Q_p G_p ds + Q_p F_p dn \quad (3.9) \]

Solving Eq. (3.9) for \( ds \) yields

\[ ds = -\frac{1}{(Q_p G_p)} d\psi_p + \frac{F_p}{G_p} dz \quad (3.10) \]

Now regarding \( s \) as a dependent variable which is a function of \( \psi_p \) and \( z \), it is clear that

\[ s_p, \psi_p = -\frac{1}{(Q_p G_p)}, \quad s_p, z = \frac{F_p}{G_p} \quad (3.11) \]
Converting the derivatives in Eqs. (3.3) and rewriting Eq. (3.11b) one obtains

\[ G_p F_p z = a_1 ((1-F_p)^2 + G_p^2)^{(1-b)/2(1-F_p)} \]

\[ G_p G_p z = a_1 ((1-F_p)^2 + G_p^2)^{(1-b)/2} G_p \]

\[ G_p H_p z = a_2 (H_s - H_p) \]

\[ G_p s_z = F_p \]  \hspace{1cm} (3.12)

where Eqs. (3.5) have been used. Substituting Eqs. (3.6) and Eq. (3.7) into Eq. (3.9), integrating along the shock wave, and assuming \( \psi_p(0,0) = 0 \) yields

\[ \psi_p = \theta_s z_s / (\theta_s - \theta_b) \]  \hspace{1cm} (3.13)

It is convenient to replace \( \psi_p \) by \( z_s \) as one of the independent variables. When this is done Eq. (3.8a) reads

\[ Q_p = -\theta_s / ((\theta_s - \theta_b) G_p s_z z_s) \]  \hspace{1cm} (3.14)

The initial conditions are

\[ F_p = 1, \quad G_p = -\theta_b, \quad Q_p = 1, \quad H_p = 1, \quad s = z_s / (\theta_s - \theta_b) \]  \hspace{1cm} (3.15)

on \( z = z_s \). Since Eqs. (3.12) contain no derivatives with respect to \( z_s \), they can be integrated like ordinary differential equations along the streamlines (lines of constant \( z_s \)). The dependence of the solution on \( z_s \) enters through the application of the boundary conditions. For all values of \( b \) the solution for the tangential velocity is
\( F_p = 1 \) \hspace{1cm} (3.16)

The other variables have different forms depending on the value of \( b \). For three realistic values of \( b \), they are

\[
\begin{align*}
b = 1 & : s = \left(z_s/(\theta_s - \theta_b)\right) - (1/\alpha_1) \log(1 - (\alpha_1/\theta_b)(z_s - z)) \\
G_p &= -\theta_b + \alpha_1(z_s - z) \\
H_p &= H_s - (H_s - 1)(1 - (\alpha_1/\theta_b)(z_s - z))^{a_2/\alpha_1} \\
Q_p &= 1/(1 - (\theta_b/\theta_s)(1 - (\alpha_1/\theta_b)(z_s - z))) \hspace{1cm} (3.17)
\end{align*}
\]

\[
\begin{align*}
b = 0.6 & : s = \left(z_s/(\theta_s - \theta_b)\right) - (5/(2\alpha_1\theta_b^{2/5}))x \\
G_p &= -\theta_b(1 - (3\alpha_1/(5\theta_b^{3/5}))(z_s - z))^{5/3} \\
H_p &= H_s - (H_s - 1)\exp(-5\alpha_2/(2\alpha_1\theta_b^{2/5}))x \\
Q_p &= 1/(1 - (\theta_b/\theta_s)(1 - (1 - (3\alpha_1/(5\theta_b^{3/5}))(z_s - z)))^{-2/3}) \hspace{1cm} (3.18)
\end{align*}
\]

\[
\begin{align*}
b = 0 & : s = \left(z_s/(\theta_s - \theta_b)\right) - (1/(\alpha_1)) \cdot 1 - \exp(\alpha_1(z_s - z)) \\
G_p &= -\theta_b \exp(-\alpha_1(z_s - z)) \\
H_p &= H_s - (H_s - 1)\exp(-\alpha_2/(\alpha_1\theta_b))x \\
Q_p &= 1/(1 - (\theta_b/\theta_s)(1 - \exp(\alpha_1(z_s - z)))) \hspace{1cm} (3.19)
\end{align*}
\]

Results equivalent to Eqs. (3.17a, b), (3.18a, b), and (3.19a, b) have been given by Probstein and Fassio [6]. They used a Lagrangian
description. The temperature and density results are new. The use of an Eulerian description facilitates the determination of the particle-phase density and the location of the body surface (it is at \( z = 0 \)). These results were used as a check on the numerical calculations to be described subsequently.

NUMERICAL SOLUTIONS FOR THIN SHOCK LAYERS

In this section the symbol \( j \) is introduced to differentiate between plane and axisymmetric flow. For the former, \( j = 0 \); while for the latter, \( j = 1 \). The discussion will be for the conical case, but the resulting equations are also valid for wedge flows if \( j \) is set equal to zero. Figure 2 depicts either a wedge-shaped or conical shock layer.

For numerical work it is found convenient to use a system of polar coordinates \( r \) and \( \theta \) with \( r = 0 \) at the leading edge of the body and \( \theta = 0 \) on the axis of symmetry of the cone. Defining the dimensionless variables

\[
\xi = r/L, \quad \eta = \theta
\]

\[
\hat{F}_\xi + G_m\hat{\eta}_\eta = \frac{\hat{u}}{U_m}, \quad \hat{F}_p\hat{\xi} + G_p\hat{\eta} = \frac{\hat{u}_p}{U_m}
\]

(3.20)

where \( \hat{e}_\xi \) and \( \hat{e}_\eta \) are unit vectors associated with \( \xi \) and \( \eta \), substituting Eqs. (3.20) and (3.2c,d) into Eqs. (2.4), and combining the results yields

\[
(\xi(\xi\eta)^{J}_pF_p)_{\xi} + ((\xi\eta)^{J}_pC_p)_{\eta} = 0
\]

\[
F_{p}^{H_p,\xi} + (G_{p}/\xi)F_{p}^{H_p,\eta} - G_{p,\eta}^{H_p,\xi} = a_1((F_{p} - F_{p})^2 + (G_{p} - G_{p})^2)(1 - b)/2(F_{p} - F_{p})
\]

\[
F_{p}^{C_p,\xi} + (G_{p}/\xi)F_{p}^{C_p,\eta} + F_{p,\eta}^{C_p,\xi} = a_1((F_{p} - F_{p})^2 + (G_{p} - G_{p})^2)(1 - b)/2(G_{p} - G_{p})
\]

\[
F_{p}^{H_p,\xi} + (G_{p}/\xi)H_{p,\eta} = a_2(H_{p} - H_{p})
\]

(3.21)
The gas flow variables are modeled by the constant density approximation (see Probstein and Fassio [6]).

\[ F = 1, \quad G = -(1+j)(\eta - \theta_b), \quad H = H_0 = e((1+\varepsilon)N^2 - 1) \tag{3.22} \]

(Note that, within the thin-shock-layer approximations, these expressions are exact for \( j = 0 \).) The shock wave is a cone making an angle

\[ \theta_s = \theta_b / (1 - (\varepsilon / (1+j))) \tag{3.23} \]

with the axis of symmetry. The boundary conditions

\[ F_p = 1, \quad G_p = -\theta_s, \quad H_p = 1, \quad Q_p = 1 \tag{3.24} \]

must be satisfied on the shock wave. As will be pointed out in the next chapter, some terms in the foregoing equations can be neglected for thin shock layers. This was not done, however, in this chapter to insure that the analytical and numerical results for wedge flows were solutions to exactly the same governing equations. Thus any discrepancy between the numerical and analytical solutions would be due to inaccuracy of the numerical method and not due to the differences in the sets of equations being solved.

Again it is useful to employ a Von Mises transformation. Defining a stream function \( \psi_p \) such that

\[ \psi_p \xi = -((\xi_1) J_{p} G_p, \quad \psi_p \eta = \xi_1 (\xi_1) J_{p} F_p \tag{3.25} \]

and converting to the independent variables \( \psi_p \) and \( z = \eta - \theta_b \) one obtains
\[ G_p F_p \cdot z G_p \cdot G_p^2 = a_1 \xi ((1-F_p)^2 + (-1+j)z + G_p^2)^{(1-b)/2} (1-F_p) \]

\[ G_p H_p \cdot z H_p = a_2 (H_s - H_p) \]

\[ G_p \xi^r \cdot z = \xi F_p \]

\[ Q_p = -1 / ((\xi(z+\theta_b))^j G_p \xi_s \xi_p) \]  

(3.26)

The relationship between \( \psi_p \) and \( \xi_s \) (the radial coordinate at which the particle-phase streamline \( \psi_p = \text{constant} \) enters the shock layer) is easily found, using Eq. (3.25a), to be

\[ \psi_p = (\theta_s/(1+j))^{1+j} \]  

(3.27)

Using this expression Eq. (3.26a) can be written as

\[ Q_p = -(\xi_s/\xi)^j (\theta_s/(z+\theta_b))^{1+j} (\theta_s/(G_p \xi_s \xi_p)) \]  

(3.28)

Equations (3.26a, b, c, d) are numerically integrated simultaneously along various streamlines using a fourth-order Runge-Kutta algorithm. Since each streamline represents a line of \( \xi_s = \text{constant} \), the partial derivatives with respect to \( z \) can be treated as ordinary derivatives in this calculation. After the determination of \( F_p, G_p, H_p, \) and \( \xi, Q_p \) is obtained from the algebraic Eq. (3.28). The derivative with respect to \( \xi_s \) is approximated by a two-point backward difference quotient. Equation (3.28) is then solved along the given streamline. A discussion of the numerical results obtained by this method is the subject of the next two paragraphs.
Figures 3 and 4 show the distribution of the particle-phase normal velocity and the particle-phase density along the vehicle surface. These calculations are for a vertex half-angle $\alpha_b = 0.1$ and a gas density ratio $\varepsilon = 0.1$. Results are plotted for various values of the dimensionless drag parameter $\alpha_1$ and for the linear drag law $b = 1$. Figure 3 pertains to wedges while Fig. 4 pertains to conical shock layers. It can be seen that for small values of the drag parameter the particle-phase normal velocity and the particle-phase density are nearly constant along the surface. This represents a situation in which the motion of the particles is almost unaffected by the presence of the shock layer. As $\alpha_1$ increases, significant deviations from the free-stream values of the variables quickly become apparent. It is clear that this effect is greater for the wedge than for the cone. Figure 3 represents either the numerical solution or the analytical solution represented by Eqs. (3.17a, b, d). For the step sizes used in this work [$\Delta \xi_s = 0.005$, $\Delta z = (\xi_s-\xi_b)/100$] it was found that the numerical and analytical solutions were indistinguishable. Reductions in the step sizes failed to produce any change in the solution variables. Thus the wedge results do exhibit the correct qualitative behavior and are especially useful to serve as a check on the numerical results.

Figure 5 shows some comparisons of the results obtained in different drag regimes (different values of $b$) for $\alpha_b = 0.1$ and $\varepsilon = 0.1$. The lines labeled $b = 1$ correspond to the linear law, while those labeled $b = 0.6$ and $b = 0$ pertain to the intermediate and quadratic laws respectively. Obviously the sensitivity of the solution variables to the value of $b$ increases as $\alpha_1$ increases because $b$ is contained only in the drag terms whose magnitude is determined by the value of $\alpha_1$. It is clear from
the plotted data that for \( \alpha_1 = 10 \) significantly different values of the flow variables exist in different regimes of the standard drag curve.

The computer program actually calculates the flow variables at all points in the shock layer. The results are presented here only for the values of the variables on the body surface because these are thought to be of primary interest in applications.
Chapter 4

GENERAL WEDGE-SHAPED AND CONICAL SHOCK LAYERS

It is now desired to eliminate any assumption that either the body angle or the shock layer is thin. Before beginning the analysis of this chapter a notational correction is pointed out. In all subsequent equations a subscript a will indicate the value of a variable at the shock wave while a subscript b will indicate the value of a variable on the body surface.

GOVERNING EQUATIONS FOR GENERAL SHOCK LAYERS

It is desired to investigate collisions of particles with the body surface occurring between \( r = 0 \) and \( r = L \). The governing Eqs. (3.21) are now replaced by

\[
(\xi (\xi \sin \eta)^{J_{P}^{F_{p}}} \xi + ((\xi \sin \eta)^{J_{P}^{G_{p}}}) \eta, \eta = 0
\]

\[
F_{P} F_{p} \xi^{2} + G_{P} G_{p} \eta^{2} / \xi = a_{1} ((F_{P} - F_{p})^{2} + (G_{P} - G_{p})^{2})^{1/2} / (F_{P} - F_{p})
\]

\[
F_{P} G_{p} \xi^{2} + G_{P} G_{p} \eta^{2} / \xi = a_{1} ((F_{P} - F_{p})^{2} + (G_{P} - G_{p})^{2})^{1/2} / (G_{P} - G_{p})
\]

\[
F_{P} H_{p} \xi^{2} + G_{P} G_{p} \eta^{2} / \xi = a_{2} (H_{P} - H_{p})
\]

(4.1)

where \( a_{1} \) and \( a_{2} \) are given by Eqs. (3.4). In this case the particle-phase stream function is defined so as to satisfy Eq. (4.1a) by

\[
\psi_{P}^{' \xi} = -((\xi \sin \eta)^{J_{P}^{G_{p}}}, \psi_{P}^{' \eta} = (\xi \sin \eta)^{J_{P}^{F_{p}}}
\]

(4.2)
Converting Eqs. (4.1) to the independent variables \( \psi_p \) and \( n \) and writing all the governing equations (using a procedure identical to that discussed in Chapter 3) in terms of new independent variables \( \xi_s \) and

\[
    z = (\theta_s - n)/(\theta_s - \theta_b) = (\theta_s - n)/\theta_L
\]

(4.3)

(which transforms the region \( \theta_b < n < \theta_s \) into the region \( 1 > z > 0 \)), the modified governing Eqs. (3.25) finally replaced by

\[
    G_p \psi_p' + 2 G_p \theta L_p + \alpha L \psi'((F - F_p)^2 + (G - G_p)^2)(1-b)/2(F - F_p) = 0
\]

\[
    G_p \psi_p' + 2 G_p \theta L_p + \alpha L \psi'((F - F_p)^2 + (G - G_p)^2)(1-b)/2(G - G_p) = 0
\]

\[
    G_p \psi_p' + \theta L \psi' = 0
\]

\[
    G_p \psi_p' + \alpha L \psi' = 0
\]

\[
    Q_p = -((\xi_s \sin \theta_s)/(\xi_s \sin (\theta_s (1-z) + \theta_b z)))^{3/2} \sin \theta_s/(G_p \xi_s \xi_s) \quad (4.4)
\]

where \( \theta_L = \theta_s - \theta_b \). The appropriate boundary conditions are (since it is assumed that the particles are unaffected by passage through the shock)

\[
    F_p(\xi_s, 0) = \cos \theta_s, \quad G_p(\xi_s, 0) = -\sin \theta_s
\]

\[
    \xi(\xi_s, 0) = \xi_s, \quad H_p(\xi_s, 0) = 1, \quad Q_p(\xi_s, 0) = 1 \quad (4.5)
\]

It should be noted that Eqs. (4.4a, b, c, d) contain no derivatives with respect to \( \xi_s \). Thus when integrated along a given particle-phase streamline (\( \xi_s \) = a constant), they can be treated as ordinary differential equations.
NUMERICAL SOLUTIONS FOR ARBITRARY
SHOCK LAYERS ON WEDGES AND CONES

In this section the exact numerical solution of Eqs. (4.4) is discussed. Equations (4.4a, b, c, d) and Eq. (4.4e) are solved numerically using the method discussed earlier. The solution begins at \( \xi = 0 \) with the initial conditions

\[
F_p(0, z) = \cos(\theta_s(1-z)+\theta_b z), \quad G_p(0, z) = -\sin(\theta_s(1-z)+\theta_b z)
\]
\[
H_p(0, z) = 1, \quad \phi_p(0, z) = 1
\]

(Equations (4.6) are the solutions to Eqs. (4.4a, b, d, e) with \( \xi = 0 \)) and marches from streamline to streamline in the direction of increasing \( \xi_s \). The fluid phase is taken to be an inviscid perfect gas with constant specific heats and specific heat ratio \( \gamma = 1.4 \). (The thin viscous boundary layer near the body surface is unlikely to have a pronounced effect on the behavior of the particle phase and is neglected.) The gas-phase flow variables are modeled by the linear functions

\[
F = F_s(1-z)+F_b z, \quad G = G_s(1-z)+G_b z, \quad H = H_s(1-z)+H_b z
\]

where \( F_s, H_s, \) and \( \epsilon \) have the following forms:

\[
F_s = \cos \theta_s, \quad G_s = -\epsilon \sin \theta_s
\]
\[
H_s = \epsilon(1+(1-\epsilon)\gamma W_s^2 \sin^2 \theta_s)
\]
\[
\epsilon = ((\gamma-1)W_s^2 \sin^2 \theta_s + 2)/((\gamma+1)W_s^2 \sin^2 \theta_s)
\]

(see Liepmann and Roshko [15]). The transverse velocity is normal to the
body surface at \( z = 1 \) so \( \theta_b = 0 \). The exact values for \( F_B \) and \( H_B \) (as tabulated by Sim [1]) are used to complete the description of the gas-phase flow field. The quantities \( F_B, H_B, \) and \( \theta_s \) can be found from Ref. [1] once the free-stream Mach number \( M_\infty \) and the body angle \( \theta_b \) are specified. Since the gas-phase solution is independent of \( \xi \) (see Liepmann and Roshko [15]), \( F_B \) and \( H_B \) are constants. The exact numerical solution for the gas flow field could have been used directly, but utilization of Eqs. (4.7) saves considerable computer storage, and comparison with some results obtained by Spurk and Gerber [8] shows that the loss of accuracy involved is insignificant.

A parametric study involving \( M_\infty, \theta_b, a_1, a_2, \) and \( b \) was carried out and some representative results of these calculations are presented graphically in Figs. 6 through 10. Most pertinent to the evaluation of cratering and erosion damage are \( F_p(\xi_s,1) = F_{pb}, G_p(\xi_s,1) = G_{pb}, \) and \( Q_p(\xi_s,1) = Q_{pb}. \) It was formed from the numerical results that \( \cos \theta_s < F_{pb} < (\cos^2 \theta_s + \xi^2 \sin^2 \theta) \)^{1/2} \) (the lower limit corresponds to \( a_1 = 0, \) the upper limit to \( a_1 = \infty \)). Since this estimate of \( F_{pb} \) is available in closed form, for the sake of brevity no numerical results are present for this quantity and attention is directed toward \( G_{pb} \) and \( Q_{pb}. \) In addition a few results are given for \( H_p(\xi_s,1) = H_{pb} \) and the local collection efficiency \( E \) (the actual rate at which particulate mass strikes the surface between the cone vertex and \( \xi(\xi_s,1) = \xi_b \) divided by the rate that would occur if the particle phase was unaffected by the shock layer). It can be shown that the value of \( E \) associated with the streamline \( \xi_s = \text{constant} \) is

\[
E = \left( \frac{\xi_s \sin \theta_s}{\xi_B \sin \theta_B} \right)^{1+j} \tag{4.9}
\]
Since the results of particle-phase variables for the wedge flows \( (j = 0) \) were found qualitatively very similar to that for cone flows \( (j = 1) \), for the sake of brevity the discussion will be confined to the conical case.

The basic features of the flow field are illustrated by Figs. 6 and 7. Increasing \( \xi_1 \) (which increases the length of the particle-phase streamline \( \xi_1 = \text{constant} \)) and increasing \( \alpha_1 \) both increase the effectiveness of the interphase momentum transfer which tends to bring the particles into equilibrium with gas and thus deflect them away from the body.

The magnitude of the particle-phase normal velocity component \( -G_{pb} \) is, therefore, a decreasing function of both \( \xi_1 \) (since \( \xi_1 \) increases with \( \xi_1 \)) and \( \alpha_1 \) as can be seen from Fig. 6. The decrease in \( -G_{pb} \) is accompanied by a compression of the particle phase as indicated by the behavior of \( Q_{pb} \) in Fig. 6. Some particles which would strike the body in the region \( 0 < \xi_1 < 1 \) in the absence of interphase momentum transfer are deflected enough so that they now do not strike the body in this region. Thus the collection efficiency is reduced as shown in Fig. 7. The decrease in \( -G_{pb} \) causes an increase in the time spent by each particle in the shock layer in which interphase heat transfer can bring the particle-phase temperature closer to equilibrium with the (higher) gas temperature. Thus, as can be seen from Fig. 7, \( H_p \) is an increasing function of \( \alpha_1 \) and \( \xi_1 \). It can be observed that the theory predicts large increase in \( Q_{pb} \) as \( -G_{pb} \) becomes small. It is therefore possible that for a particular suspension the free-stream mass fraction of particles would be small enough to justify the neglect of the presence of the particles on the motion of the fluid but the computed results for the particle-phase density within the shock layer would violate this assumption. Thus the calculation of the particle-phase density (which was omitted by previous
investigators) can serve as an important check on the validity of the theory.

Figure 8 serves as a supplement to Fig. 6. Taken together they show that the particle phase is considerably more sensitive to interphase momentum transfer for \( b = 1 \) than for \( b = 0 \). Qualitative differences in behavior can be seen to exist between the results for these two values of \( b \). For a given value of \(-G_{pb}\) at \( \xi_b = 1 \) the curve for \( b = 0 \) appears to approach that final value more rapidly than does the one for \( b = 1 \). The corresponding density curves exhibit an always increasing slope for \( b = 1 \) but possess a region of increasing slope (difficult to detect because of the scale of the drawing) followed by a region of decreasing slope for \( b = 0 \). Qualitative observations such as these should be helpful in determining appropriate values of \( N_1, N_2 \), and \( b \) for various flow conditions and suspensions.

Increasing \( \theta_b \) increases the shock angle and thus thickens the shock layer. The resulting increase in \(-G_{pb}\) is not made up for by the resulting increase in the effectiveness of interphase momentum transfer, and increased impact velocities all along the body surface are the result as shown in Fig. 9. In addition the density of the particle phase \( Q_{pb} \) is also an increasing function of \( \theta_b \). Thus whether erosion and cratering are caused by individual high-speed impacts or a number of lower speed impacts occurring in the same place, increasing \( \theta_b \) will increase the likelihood of damage to the body surface.

Increasing the free-stream Mach number \( M_\infty \) decreases \( \theta_s \) and therefore the effectiveness of interphase momentum transfer. Thus \(-G_{pb}\) is an increasing function of \( M_\infty \) while \( Q_{pb} \) is a decreasing function of this parameter as shown in Fig. 10. The results for \( M_\infty = 10 \) are representative
of hypersonic flight conditions. Sled tests, on the other hand, are often carried out at much lower Mach numbers and the results for \( M_a = 2 \) are intended to be representative of these conditions. The results presented in Fig. 10 serve to further illustrate qualitative differences between solutions corresponding to \( b = 0 \) and \( b = 1 \).

**APPROXIMATE ANALYTICAL SOLUTION FOR THIN SHOCK LAYERS**

In this section Eqs. (4.4) are simplified for thin shock layers. These are situations for which the inequalities

\[
\theta_L << 1 \quad \text{and} \quad \theta_L/\theta_b << 1 \quad (4.10)
\]

are satisfied. (Note that it is not required that \( \theta_b << 1 \) as was done in Chapter 3.) Such situations exist when \( M_a \gg 1 \). The resulting approximate equations can be solved analytically. Toward this end it is assumed, following Probst and Fassio [6], that

\[
G_p/G >> 1, \quad H_p/H << 1, \quad F = F_s = \cos \theta_s, \quad H = H_s \quad (4.11)
\]

For \( M_a \gg 1 \) a large decrease in \( G \) and a large increase in \( H \) occur across the shock wave. The quantities \( G_p \) and \( H_p \), on the other hand, are continuous across the shock wave. These facts provide the motivation for assumptions (4.11a, b). Assumptions (4.11c, d) are motivated by a desire to simplify the form of the analytical solutions to the maximum extent possible while retaining the correct qualitative behavior. Substituting assumptions (4.11c, d) into Eqs. (4.4), estimating the order of magnitude of each term in the resulting equations, using assumptions (4.11a, b) and (4.10) [but allowing for the possibilities \( a_1 \theta_L = O(1), a_2 \theta_L = O(1) \)], and retaining only terms of \( O(1) \) leads to
Equations (4.12a, c) can be solved, subject respectively to Eqs. (4.5a, c), to yield

\[ F_p = \cos \theta_s, \quad \xi = \xi_s \]  \hspace{1cm} (4.13)

Substituting Eqs. (4.13) into Eqs. (4.12b, d, e) one obtains

\[ G_p \xi_p' z = 0 \]
\[ G H_p z + a_2 \theta L H_s = 0 \]
\[ Q_p = -\frac{\xi_s}{G_p} \frac{1}{\sin \theta_s} \]  \hspace{1cm} (4.14)

Solving these equations for some realistic values of \( b \) (see Probstein and Fassio [6]) gives

\( b = 0 \) : \[ G_p = -\sin \theta_s \exp(-a_1 L \xi_s z) \]
\[ H_p = 1 + (a_2 H_s / (a_1 \sin \theta_s)) (\exp(a_1 L \xi_s z) - 1) \]
\[ Q_p = \exp(a_1 L \xi_s z) \]  \hspace{1cm} (4.15)

\( b = 3/5 \) : \[ G_p = -\sin \theta_s \left( 1 - 3a_1 L \xi_s z / (5 \sin^{3/5} \theta_s) \right)^{5/3} \]
\[ H_p = 1 + \left( \frac{5a_2 H_s}{(2a_1 \sin^2 5\theta_s)} \right)^x \]

\[ \left( \frac{1}{1 - 3a_1 \theta_s \xi_s z/(5 \sin^3 5\theta_s) / (5 \sin^3 5\theta_s) / 2^{3/2 - 1}} \right) \]

\[ Q_p = \frac{1}{1 - (3a_1 \theta_s \xi_s z/(5 \sin^3 5\theta_s))]^{5/3} \quad (4.16) \]

\[ b = 1 : \quad G_p = -\sin \theta_s (1 - (a_1 \theta_s \xi_s z / \sin \theta_s)) \]

\[ H_p = 1 + \left( \frac{a_2 H_s}{a_1} \right) \log \left( \frac{1}{1 - (a_1 \theta_s \xi_s z / \sin \theta_s))} \right) \]

\[ Q_p = \frac{1}{1 - (a_1 \theta_s \xi_s z / \sin \theta_s)) - (4.17) \]

These solutions should be useful because they demonstrate some of the qualitative features of the exact numerical solutions and provide quick estimates of the properties of two-phase flow without having to engage in extensive numerical calculations for thin shock layers. It should be noted that Eqs. (4.16a) and (4.17a) predict that

\[ G_p = 0 \quad \text{at} \quad z_c = \left( \frac{\sin b \theta_s}{(b a_1 \theta_s \xi_s)} \right) \quad (4.18) \]

This would indicate that the particles coming from shock wave are brought to rest at this value of \( z \) and that a particle-free zone exists for \( z_c < z < 1 \). This prediction must be discounted, however, because when \( G_p = 0 \) assumption (4.11a) is obviously violated. Only results for which \( G_p \) is negative everywhere in the shock layer can be taken seriously.
Chapter 5

SPHERICAL AND CYLINDRICAL SHOCK LAYERS

The present chapter is concerned with the motion of the particle phase in the vicinity of a sphere or a circular cylinder. The flow configuration is shown in Fig. 11. Since a sphere is the geometrically simplest example of a blunt body, the results computed in the present work are of fundamental interest in estimating the cratering and erosion damage that will be experienced by blunt-nosed vehicles flying through particle-laden regions of the atmosphere. Since the shock wave is detached from the body surface in such cases, one would expect that the effectiveness of the interphase drag force in slowing down the particles before they strike the vehicle surface would be greater for a spherical shock layer than for a conical shock layer. This, in turn, would lead to less likelihood of damage to vehicle surfaces. Calculations of the flow variables for this case will be carried out by a method very similar to that discussed in the previous chapters. Some results for the case for cylindrical shock layers are also presented in this chapter to provide a basis for comparisons of flow variables between plane and axisymmetric two-phase flows.

GOVERNING EQUATIONS IN POLAR COORDINATES

Consider the steady supersonic flow of an air-particle suspension past a sphere of radius $r_b$. To describe the motion, polar coordinates $r$ and $\theta$ (with associated unit vectors $\hat{e}_r$ and $\hat{e}_\theta$) are used. The polar
coordinate system lies in the plane of symmetry of the flow, has origin at the center of the sphere, and is oriented so that the line \( \theta = 0 \) is coincident with the forward stagnation line of the gas motion. Using Eqs. (2.4) and introducing the transformations

\[ r = r_b \zeta, \quad \theta = \eta \]
\[ \hat{u} = U_* (F_p + G_p^\zeta), \quad \hat{u}_p = U_* (F_p + G_p^\zeta) \]
\[ T = T_{H_*}, \quad T_p = T_{H_*}, \quad \rho_p = \rho_{H_p} \]

leads to

\[ (\xi (\xi \sin \eta)^J Q_p F_p)_\zeta + ((\xi \sin \eta)^J Q_p G_p)_\eta = 0 \]
\[ F_p F_p^\zeta + (G_p / \xi) F_p^\eta G_p^2 / \xi = a_1 ((F_p - F_p^2 + (G_p - G_p)^2)^2) / 2 (F_p - F_p) \]
\[ F_p G_p^\zeta + (G_p / \xi) G_p^\eta + F_p G_p / \xi = a_1 ((F_p - F_p^2 + (G_p - G_p)^2)^2) / 2 (G_p - G_p) \]
\[ F_p H_p^\zeta + (G_p / \xi) H_p^\eta = a_2 (H_p - H_p) \]

where \( a_1 = (N_1 r_b / U_*), a_2 = (N_2 r_b / U_*) (c / c_p) \), and \( j = 1 \). As previously stated, the dimensionless parameters \( a_1 \) and \( a_2 \) are measures of effectiveness of interphase momentum and heat transfer respectively. For plane flow past a circular cylinder of radius \( r_p \), the same equations result with \( j = 0 \). Equations (5.2) have the same form as do Eqs. (4.1). It should be noted that in this chapter the normal velocity with which particles strike the body is found by evaluating \( F_p \) at the vehicle surface while the tangential impact velocity is found by evaluating \( G_p \) at the surface. This is the opposite of the notation employed in previous chapters where the normal impact velocity was found by evaluating \( G_p \) at the vehicle surface while the tangential impact velocity was found by computing the
value of \( F_0 \). It is easily shown that local collection efficiency is

\[
E(n) = -((1+j)/\sin((1+j)n)) \int_0^n \theta_p(1,\sigma)F_p(1,\sigma)\sin^3\sigma d\sigma
\]

(5.3)

where \( \sigma \) is a dummy variable.

In order to solve Eqs. (5.2), \( F, G, \) and \( H \) must be specified. Following Waldman and Reinecke [7], these flow variables are modeled by the linear functions of \( \xi \).

\[
F = \frac{(F_s - F_b)}{\Delta_s} + F_b
\]

\[
G = \frac{(G_s - G_b)}{\Delta_s} + G_b
\]

\[
H = \frac{(H_s - H_b)}{\Delta_s} + H_b
\]

(5.4)

where \( \Delta_s \) is the radial distance from the body surface to the shock wave (the standoff distance) made dimensionless by the body radius \( r_b \). To determine the dependence of the quantities appearing in Eqs. (5.4) on \( n \), reference is made to the modified constant density theory for an inviscid gas discussed by Hayes and Probsttein [2]. According to this theory, \( \Delta_s \) is independent of \( n \) and has the form

\[
\Delta_s = \lambda_1/(1-\lambda_1)
\]

(5.5)

In Eq. (5.5)

\[
\lambda_1 = \frac{(\epsilon/2)\log(4/3\epsilon) + (\epsilon/2)^2(\log(4/3\epsilon) - 1),}{\epsilon/(1+(8\epsilon/3)^{1/2})}
\]

(5.6)

where \( \epsilon \) is the ratio of the gas density just before the shock wave to the
gas density just behind the shock wave at \( n = 0 \). The constant density theory also yields the expressions

\[ \epsilon = \frac{((\gamma-1)M_\infty^2+2)/((\gamma+1)M_\infty^2)}{((\gamma-1)M_\infty^2+2)/((\gamma+1)M_\infty^2)} \]

\[ F_s = -\epsilon \cos n, \quad F_b = 0 \]

\[ G_s = \sin n, \quad G_b = \left((\gamma-j)\epsilon/\gamma\right)^{1/2} \sin n \]

\[ H_s = \epsilon(1+\gamma M_\infty^2(l-\epsilon)\cos^2 n) \]

\[ H_b = \epsilon(1+\gamma M_\infty^2(l-\epsilon/2)-\lambda_2 \sin^2 n) \]

where

\[ \lambda_2 = \frac{(3/2)(1+(\epsilon/2)\log(4/3\epsilon)-1))}{(4/3)(1+(\epsilon/4)(1-(\epsilon/3)(8\epsilon/3)^{1/2}))}, \quad j = 0 \]

\[ \lambda_2 = \frac{(3/2)(1+(\epsilon/2)\log(4/3\epsilon)-1))}{(4/3)(1+(\epsilon/4)(1-(\epsilon/3)(8\epsilon/3)^{1/2}))}, \quad j = 1 \]  

As previously stated, \( M_\infty \) is the free-stream Mach number and \( \gamma \) is the ratio of specific heats for a perfect gas. In all calculations performed it was assumed that \( \gamma = 1.4 \).

If it is assumed that the shock wave has no effect on the particle-phase variables, the boundary conditions are

\[ F_{ps} = -\cos n, \quad G_{ps} = \sin n, \quad Q_{ps} = 1, \quad H_{ps} = 1 \]

**NUMERICAL SOLUTIONS AT STAGNATION LINE**

To start the numerical method to be discussed in the following sections, the solutions for the particle-phase flow variables in the vicinity of the forward stagnation line of the gas flow field are needed. These solutions are also of interest in themselves because they illustrate many of the basic features of blunt-body two-phase flows of the type under
discussion in the present chapter. This section is, therefore, devoted
to an analysis of the particle-phase flow field near $n = 0$. To begin the
analysis, the following expansions are employed

\[ F_p(\xi, n) = F_{p0}(\xi) + O(n^2) \]
\[ G_p(\xi, n) = n(G_{p0}(\xi) + O(n^2)) \]
\[ Q_p(\xi, n) = Q_{p0}(\xi) + O(n^2) \]
\[ H_p(\xi, n) = H_{p0}(\xi) + O(n^2) \]
\[ \cos n = 1 + O(n^2) \]
\[ \sin n = n(1 + O(n^2)) \]
\[ E = E_0 + O(n^2) \quad (5.10) \]

Substituting Eqs. (5.10) into Eqs. (5.2) - (5.9), equating the coefficient
of each power of $n$ appearing in each of the resulting equations to zero
individually in the usual way, writing all the equations involving the
first terms of the series (5.10a, b, c, d, g) in terms of the new
independent variable

\[ z = (1 + \Delta_s - \xi)/\Delta_s \quad (5.11) \]

[which transforms the interval $1 < \xi < 1 + \Delta_s$ into the interval $1 < z < 0$],
and dropping the subscript $0$ for convenience yields the differential
equations

\[ (F_p Q_p)' - (1+j)(\Delta_s/(1+\Delta_s (1-z)))(F_p G_p) Q_p = 0 \]
\[ F_p F_p' + a_s \Delta_s (F_p G_p)'(1-b)(F_p G_p) = 0 \]
where a prime denotes differentiation with respect to $z$), the initial conditions

$$F_p(0) = -1, \quad G_p(0) = 1, \quad Q_p(0) = 1, \quad H_p(0) = 1 \quad (5.13)$$

and the expressions

$$E = -F_p(1)Q_p(1)$$
$$F = F_s(1-z)+f'_bz$$
$$G = G_s(1-z)+g'_bz$$
$$H = H_s(1-z)+h'_bz \quad (5.14)$$

where

$$F_s = -e, \quad F_b = 0, \quad G_s = 1, \quad G_b = ((1-j)e/3)^{1/2}$$
$$H_s = e(1+\gamma M^2(1-e)), \quad H_b = e(1+\gamma M^2(1-(e/2))) \quad (5.15)$$

The governing Eqs. (5.12) are nonlinear, and it seems highly unlikely that analytical solutions can be found. Thus these equations were numerically integrated using a fourth order Runge-Kutta procedure. Numerical solutions were obtained for a variety of values of $a_1$, $a_2$, and $M_\infty$ for both $b = 0$ and $b = 1$. Some typical results of these calculations are shown in Figs. 12 - 17.
Figures 12 and 13 show the radial velocity and density profiles of the particle phase predicted by approximate (will be discussed later) and exact solution methods for $b = 1$. It can be seen that the decrease in the radial velocity of the particles increases with increasing $a_1$ and is associated with a compression of the particle phase which also increases as $a_1$ increases.

In Figs. 14 and 15 the particle-phase flow variables at the vehicle surface are plotted versus $a_1$ for $b = 1$. It can be seen that $-F_p(1)$ is a decreasing function of $a_1$ and an increasing function of $M_e$. This is because both increases in $a_1$ and decreases in $M_e$ increase the importance of interphase momentum transfer, the former directly and the latter indirectly by thickening the shock layer. These effects are considerably more pronounced for plane than for axisymmetric flow. For a given $M_e$ the radial impact velocity vanishes at a finite value $a_1 = a_{1c}$ and remains zero for $a_1 > a_{1c}$. Thus for $a_1 > a_{1c}$ no cratering and erosion damage will occur because no particles striking the surface of the vehicle. This situation is in contrast to that occurring in cone flows (see Chapter 4) where particles strike the body surface for any finite amount of interphase momentum transfer. It is evident that blunting of flight vehicles is an option open to designers desirous of reducing cratering and erosion damage.

As pointed out when viewing the Figs. 12 and 13, decreases in $F_p(1)$ are accompanied by rapid increases of $Q_p(1)$. The value of $Q_p(1)$ is indicative of the number of impacts per unit time that will be experienced by the surface of the vehicle in the vicinity of the forward stagnation point. The range of parameters for which the greatest cratering and erosion damage will occur depends on the damage mechanism. If damage
is caused primarily by single particles impacting at high speeds, one would expect the most severe damage for the smaller values of $a_1$ and the larger values of $M_\infty$ where $-F_p(1)$ is the largest. If, on the other hand, damage is primarily due to repeated impacts in the same area (fatigue damage, for example) the greatest damage would be expected for the larger values of $a_1$ and the smaller values of $M_\infty$ where $Q_p(1)$ is the largest. Of course, as previously stated, no damage will occur for $a_1 > a_{1c}$.

If both of the damage mechanisms discussed above are of equal importance, the collection efficiency $E$ [which is the product of $-F_p(1)$ and $Q_p(1)$] might be a suitable measure of the severity of cratering and erosion damage. To the authors' knowledge, however, no such correlation has so far been established. It can be seen that $E$ is a decreasing function of $a_1$ and an increasing function of $M_\infty$. For a given $M_\infty$ it is clear that $E$ must vanish when $a_1 = a_{1c}$. This value is considerably lower for plane flow than it is for axisymmetric flow.

The particle-phase temperature $h_p(1)$ is an increasing function of both $a_1$ and $M_\infty$. The former effect is due to the fact that increasing $a_1$ decreases $-F_p(1)$ and thus decreases the importance of the convective term in Eq. (5.12d). The latter is a result of the fact that the gas temperature at any point in the shock layer is an increasing function of $M_\infty$. When $-F_p(1)$ vanishes, $h_p(1)$ is brought into equilibrium with the temperature of the gas phase as indicated by the constant-temperature portions of the curves in Fig. 15.

Figures 16 and 17 depict numerical results for $b = 0$ similar to those just discussed for $b = 1$. It can be seen that the trends of the data are identical to those found for $b = 1$ but that the flow variables are predicted to be less sensitive to changes in $a_1$ and $M_\infty$ for $b = 0$
than for \( b = 1 \). It is also interesting that the shapes of the curves are somewhat different. The curves of \(-F_p(1)\) versus \( \alpha_1 \), for example, exhibit more curvature for \( b = 0 \) than for \( b = 1 \). Comparisons such as this are useful in determining the value of \( b \) which best fits a given set of experimental data.

**APPROXIMATE ANALYTICAL SOLUTIONS AT STAGNATION LINE**

If certain simplifying assumptions are made, approximate analytical solutions to the governing Eqs. (5.12) can be found. Because these solutions illustrate some of the interesting features of the particle-phase flow field and because they can be used to obtain quick estimates of the particle-phase flow variables, they will now be presented.

The basic simplifying assumptions are (1) that the shock layer is thin, and (2) that the shock is strong. These two assumptions imply

\[ \Delta_s \ll 1, \quad F_p/F >> 1, \quad H_p/H << 1 \]  \hspace{1cm} (5.16)

(see Probstein and Fassio [6]). Using these assumptions to simplify Eqs. (5.12) and assuming (to simplify the forms of the analytical solutions) that \( G \) and \( H \) can be represented to a sufficient degree of accuracy by the expressions

\[ G = G_s = 1, \quad H = H_s = \varepsilon(1+\gamma M_s^2(1-\varepsilon)) \]  \hspace{1cm} (5.17)

leads to the approximate equations

\[ (F_p Q_p)^' = 0 \]

\[ F_p F_p^{1+\alpha_1\Delta_s} (-F_p)^{(2-b)} = 0 \]
\[
F_p G_p' + \alpha_1 A_s (-F_p) (1-b) (1-G_p) = 0
\]
\[
F_p H_p' + \alpha_2 A_s H_p = 0
\] (5.18)

Note that, even though it has been assumed that \( A_s \ll 1 \), the possibility that \( a_1 A_s = 0(1) \) \((i = 1,2)\) has been allowed for. Solving Eq. (5.18c) subject to Eq. (5.13b) yields

\[
G_p = 1
\] (5.19)

Solving Eqs. (5.18a, b, d) subject to Eqs. (5.13a, c, d) for some realistic values of \( b \) (see Probstein and Fassie [6] and Spurk and Gerber [8]), one obtains

\[
b = 1 : \quad F_p = -(1-a_1 A_s z)
\]
\[
Q_p = 1/(1-a_1 A_s z)
\]
\[
H_p = 1+(a_2 H_s/a_1) \log(1/(1-a_1 A_s z))
\] (5.20)

\[
b = 3/5 : \quad F_p = -(1-(3a_1 A_s z/5))^{5/3}
\]
\[
Q_p = 1/(1-(3a_1 A_s z/5))^{5/3}
\]
\[
H_p = 1+(5a_2 H_s/(2a_1))((1/(1-(3a_1 A_s z/5)))^{2/3}-1)
\] (5.21)

\[
b = 0 : \quad F_p = -\exp(-a_1 A_s z)
\]
\[
Q_p = \exp(a_1 A_s z)
\]
\[
H_p = 1+(a_2 H_s/a_1) (\exp(a_1 A_s z)-1)
\] (5.22)

Note that in order for Eqs. (5.20a) and (5.21a) not to violate the assumption (5.16b), it is necessary that \( a_1 < 1/(b A_s) \).
The comparisons of the approximate results with the numerical solutions obtained for \( b = 1 \) are shown in Figs. 12 and 13. The agreement is satisfactory for small and moderate values of \( a_1 \). The degree of agreement decreases as \( a_1 \) increases. The agreement is somewhat worse for plane flow than axisymmetric flow. This is because for a given value of \( M \), the standoff distance \( \Delta_s \) is larger for plane flow than for axisymmetric flow. Thus the assumption \( \Delta_s \ll 1 \), upon which the approximate analytical solutions are based, is better satisfied in the latter case than in the former. It is interesting to note that for axisymmetric flow the values \( c = 0.175 \) and \( \Delta_s = 0.116 \) are associated with \( M = 10 \). Thus the assumptions employed to obtain the approximate analytical solutions are only moderately well satisfied for the data presented in Fig. 12. In view of this, the agreement between the exact and approximate solutions is pleasantly surprising.

**APPROXIMATE SOLUTIONS FOR \( a_1 > a_{1c} \)**

For \( a_1 > a_{1c} \) the numerical solutions to Eqs. (5.12) appeared to indicate a singularity in \( Q_\theta (1) \). In order to investigate this matter, an approximate analytical solution valid near the vehicle surface was sought. This solution will now be discussed. Writing Eqs. (5.12) in terms of the independent variable \( n = 1-z \), assuming that the dependent variables have the forms

\[
F_p = -c_1 n, \quad C_p = c_2, \quad Q_p = c_3/n^\omega
\]  

(5.23)

for \( n \ll 1 \) (where \( c_1, c_2, c_3, \) and \( \omega \) are constants), substituting Eqs. (5.23) into (5.12), expanding for \( n \ll 1 \), and retaining only the largest term in each expansion leads to the algebraic equations (for \( b = 1 \))
\[ c_1^2 - a_1 \Delta c_1 + a_1 \Delta \epsilon = 0 \]
\[ c_2^2 + a_2 c_2 - a_1 G_b = 0 \]
\[ (1 - \omega)c_1 - (1 + j) \Delta c_2 = 0 \] (5.24)

which have the solutions

\[ c_1 = (a_1 \Delta / 2)(1 - (1 - (4\epsilon/(a_1 \Delta)))^{1/2}) \]
\[ c_2 = (a_1 / 2)((1 + (4G_b / a_1))^{1/2} - 1) \]
\[ \omega = 1 - (1 + j)((1 + (4G_b / a_1))^{1/2} - 1) / (1 - (1 - (4\epsilon/(a_1 \Delta)))^{1/2}) \] (5.25)

Because of the local nature of the solution, \( c_3 \) cannot be determined.

Inspection of Eq. (5.25c) shows that the possibility of a solution exhibiting a singularity in \( Q_p \) is confirmed (it can be shown that \( 0 \leq \omega \leq 1 \)).

Inspection of Eq. (5.25a) reveals that a solution of this form exists only for \( a_1 \geq 4\epsilon / \Delta \). It should be noted that this analysis shows only that a local solution of the form Eq. (5.23) exists, not that it is the limit of the actual solution for small \( n \). It is found, however, that some of the numerical solutions computed in the present thesis do exhibit behavior consistent with Eqs. (5.23) and (5.25). Consider the case of \( j = 1 \) and \( M_2 = 10 \) for which it was previously stated that \( \epsilon = 0.175 \) and \( \Delta = 0.116 \). Thus solutions of the form Eq. (5.23) are possible for \( a_1 \geq 6.04 \). The numerical results indicate that such behavior actually occurs for \( a_1 \geq 10.6 \). For this range of values of \( a_1 \), the computed data show that \( F_p(1) = 0 \) and indicate a singularity in \( Q_p(1) \). Furthermore, the predicted profile of \( G_p \) becomes constant for small \( n \) and assumes a value in excellent agreement with that indicated by Eq. (5.25b). These
considerations increase confidence in the proposition that Eqs. (5.23) and (5.25) describe the behavior of the particle-phase flow field in the cases where $F_p(1) = 0$. These formulas cannot be used, however, to predict the value of $a_{10}$.

The presence of an algebraic singularity in the particle-phase density profile indicates a breakdown of the theory in the vicinity of the vehicle surface, because this prediction is in obvious disagreement with the assumption that the mass fraction of the particles must be small. When this is not so, the effect of the existence of the particles on the motion of the air must be accounted for (in a thin boundary layer adjacent to the body surface in the present situation). Since the primary concern of this report is the case for which particles do strike the surface of the vehicle (that is: $a_1 < a_{10}$), this matter is not pursued further at the present time.

NUMERICAL SOLUTIONS AWAY FROM STAGNATION LINE

In this section attention is given to solution of Eqs. (5.2) away from stagnation line. This is facilitated, as previously stated, by a Von Mises transformation of the type familiar from boundary-layer theory. Toward this end a stream function $\psi_p$ is defined such that

$$\xi(\xi \sin \eta) J_{p} F_p = \psi_p \eta, \quad (\xi \sin \eta) J_{p} G_p = -\psi_p \xi \quad (5.26)$$

Finding the total differential of $\psi_p$ yields

$$d\psi_p = -(\xi \sin \eta) J_{p} G_p d\xi + \xi(\xi \sin \eta) J_{p} F_p d\eta \quad (5.27)$$

Reversing the roles of $\psi_p$ and $\eta$ (that is treating $\psi_p$ as an independent variable and $\eta$ as a dependent variable) Eq. (5.27) becomes
\[
d\eta = \left(1/(\xi(\xi \sin n)^{1/2}Q_p F_p)\right) d\psi_p + (G_p/(\xi F_p)) d\xi \tag{5.28}
\]

from which it follows that

\[
n_p \psi_p = 1/(\xi(\xi \sin n)^{1/2}Q_p F_p), \quad n_p \xi = G_p/(\xi F_p) \tag{5.29}
\]

The solution is desired in the region \(0 \leq n \leq n_p\). The new independent variable \(\phi = n/n_p\) maps this region into \(0 \leq \phi \leq 1\). This variable will be used for the rest of this section. Converting Eqs. (5.2b, c, d) to the independent variables \(\psi_p\) and \(\xi\), then writing all the governing equations and boundary conditions in terms of the new independent variables \(\phi_p\) (the angular coordinate at which the particle-phase streamline \(\psi_p\) = constant enters the shock layer) and \(z\) defined by Eq. (5.11), one finally obtains (with the aid of the expression \(d\phi_p/d\psi_p = -1/(n_p \xi \cos(\xi \sin(n_p \phi_p)))\)) which is found by evaluating Eq. (5.26a) on the shock and noting that \(Q_{ps} = 1\) and \(F_{ps} = -\cos(\xi \sin(n_p \phi_p))\)

\[
F_p \phi_p' z + (\Delta_s/(1+\Delta_s(1-z))) G_p + (\xi \sin(n_p \phi_p))/(1+\Delta_s(1-z))) G_p = 0
\]

\[
F_p \phi_p' z + (\Delta_s/(1+\Delta_s(1-z))) G_p = 0
\]

\[
Q = -((1+\Delta_s)/(1+\Delta_s(1-z)))^{1+1/(\xi \sin(n_p \phi_p)/(\xi \sin(n_p \phi_p)))^1} (\cos(n_p \phi_p)/(F_p \phi_p' \phi_p)) \tag{5.30}
\]

and
where $F$, $G$, and $H$ are determined by combining Eqs. (5.7) and (5.14). It can be seen that no derivatives with respect to $\psi_s$ appear in Eqs. (5.30a-d). Thus when integrated along the particle-phase streamline $\psi_s = \text{constant}$, they may be treated as ordinary differential equations.

In terms of the independent variables $\psi_s$ and $x$, the definition (5.3) of the collection efficiency $E$ is difficult to employ. A more convenient expression can be found by applying the principle of balance of mass to the particle-phase material contained in the region bounded by the line $\phi = 0$ and the streamline $\psi_s = \text{constant}$. Doing this it is easily shown that the collection efficiency at the point on the body surface where the particle-phase streamline $\psi_s = \text{constant}$ strikes the vehicle is

$$E(\psi_s) = (1+\Delta_s)^{1+1}(\sin(n_x\psi_s)/\sin(n_x\psi_{s,1}))^{1+1}$$

The governing Eqs. (5.30a-d) were solved by employing a fourth-order Runge-Kutta method. The term $\psi_s$, appearing in Eq. (5.30e) was evaluated using a two-point backward difference quotient, and $Q_p$ was determined from the resulting algebraic equation. The solution procedure marches forward in $\psi_s$ from streamline to streamline using the stagnation-line ($\psi_s = 0$) solutions found in previous sections as initial conditions. Some typical results of these calculations are presented in Figs. 18 - 23. Since the constant-density expressions used to describe the gas flow field are reasonable only over the forward part of the vehicle, $n_x$ was taken to be $30^\circ$ in all the calculations performed. It should be pointed out that
the numerical procedure is in no way dependent on the expressions used to represent \( F, G, \) and \( H. \)

Computed data for \( b = 1 \) (solid lines) are presented in Figs. 18 and 19, together with two cases corresponding to \( b = 0 \) (dashed lines) for comparison. It can be seen that \( -F_{pb} = -F_p(\psi_s, 1) \) is a decreasing function of \( \psi_b = \phi(\psi_s, 1) \) and that the sensitivity of \( -F_{pb} \) to \( \psi_b \) is a decreasing function of \( a_1 \). The flattening effect is more pronounced for \( b = 0 \) than for \( b = 1 \). The greatest curvature occurs for \( a_1 = 0 \) when the solution is \( -F_{pb} = \cos(\eta_f \psi_b) \). As \( a_1 \) increases, \( -F_{pb} \) is decreased for all \( \psi_b \).

The effect of interphase momentum transfer, however, increases with decreasing \( \psi_b \) because the streamline curvature of the gas phase, and thus the relative velocity between the phases, increases as the stagnation line is approached. The greatest decrease in \( -F_{pb} \), therefore, occurs at \( \psi_b = 0 \) where the effect of the interphase momentum transfer is greatest. This produces the flattening effect that can be observed in Fig. 18.

These results indicate that \( -F_{pb} \) will reach zero at all points along the surface of the vehicle simultaneously. Thus to determine the range of parameters for which no erosion and cratering damage will occur, it is necessary to consider only the stagnation-line solutions discussed in the previous section.

The stagnation-line solutions indicated that decreases in \( -F_{pb} \) are accompanied by increases in \( Q_{pb} = Q_p(\psi_s, 1) \). That this is true for all values of \( \psi_b \) between zero and unity when \( \eta_f = 30^\circ \) can be seen from Fig. 18. This compression of the particle phase increases with increasing \( \psi_b \) and \( a_1 \) and is more pronounced for \( b = 1 \) than for \( b = 0 \).

The collection efficiency of the portion of the vehicle surface between the stagnation line and the point where the particle-phase
streamline \( \phi_s \) = constant intersects the surface is a decreasing function of \( \phi_b \). The sensitivity of \( E \) to the value of \( \phi_b \) increases sharply with increasing \( a_1 \) and is greater for \( b = 1 \) than for \( b = 0 \).

The particle-phase temperature \( H_{pb} = H_p(\phi_s,1) \) can be either an increasing or decreasing function of \( \phi_b \), depending on the values of \( a_1 \) and \( b \). The behavior that actually occurs depends on the interaction of a variety of factors, and no simple explanation is obvious to the present author.

Figures 20 and 21 present results for \( b = 0 \) (solid lines) with two cases corresponding to \( b = 1 \) (dashed lines) for comparison. The trends of the data are identical to those inferred from inspection of Figs. 18 and 19. It seems clear that all of the variables are more sensitive to the values of \( a_1 \) and \( \phi_b \) for \( b = 1 \) than for \( b = 0 \).

Figure 22 illustrates the influence of the free-stream Mach number \( M_\infty \) on the values of \( -F_{pb} \) and \( Q_{pb} \). Inspection of the plotted data shows that \( -F_{pb} \) is an increasing function of \( M_\infty \) while \( Q_{pb} \) is a decreasing function of \( M_\infty \). Also the curvature of \( -F_{pb} \) versus \( \phi_b \) increases as \( M_\infty \) increases. All of these trends are explained by the fact that increasing \( M_\infty \) decreases \( \Delta_s \) and thus decreases the effect of interphase momentum transfer.

Figure 23 shows the influence of the parameter \( a_2 \) on \( H_{pb} \). When \( a_2 = 0 \), the solution is \( H_{pb} = 1 \). As \( a_2 \) increases, the influence of the gas temperature (which is a function of \( \phi_b \)) increases, and \( H_{pb} \) becomes increasingly sensitive to the value of \( \phi_b \). Also as \( a_2 \) increases, the interphase heat-transfer mechanism becomes more effective in moving the particle phase toward thermal equilibrium with the gas phase (which is at a higher temperature). Thus \( H_{pb} \) is an increasing function of \( a_2 \).
These results have been computed assuming that no mass loss from the particle phase occurs. They should, therefore, serve as useful standards of comparison for the prediction of more sophisticated theories which allow for particle vaporization.

**APPROXIMATE ANALYTICAL SOLUTIONS AWAY FROM STAGNATION LINE**

As has been said previously, it is interesting to find approximate analytical solutions for shock layers. To do this the assumptions

\[ \frac{F_p}{F} >> 1, \quad \frac{H_p}{H} << 1 \]

\[ G = G_s = \sin(\eta_{F_p s}), \quad H = H_s = \varepsilon (1 + \gamma W^2 (1 - \varepsilon) \cos^2 (\eta_{F_p s})) \]  \(5.33\)

are invoked. Equations (5.30) then simplify to

\[ F_p F_p' z - \alpha \Delta_s (F_p^2 + (G_s - G_p^2) (1 - b)/2 \right) F_p = 0 \]

\[ G_p G_p' z + \alpha \Delta_s (F_p^2 + (G_s - G_p^2) (1 - b)/2 (G_s - G_p) = 0 \]

\[ F_p \phi_z = 0 \]

\[ F_p H_p' z + \alpha \Delta_s H_s = 0 \]

\[ Q_p = -\left( \sin(\eta_{F_p s})/\sin(\eta_{F_p s}) \right) \right) (\cos(\eta_{F_p s}/(F_p \phi_z)) \]  \(5.34\)

Solving Eqs. (5.34b, c) subject to Eqs. (5.31b, c) yields

\[ G_p = G_s = \sin(\eta_{F_p s}), \quad \phi = \phi_s \]  \(5.35\)

Using Eq. (5.35a) simplifies Eq. (5.34a, e) to

\[ F_p F_p' z + \alpha \Delta_s (-F_p) (2 - b) = 0 \]
\[ Q_p = \frac{-\cos(\eta \phi_s)}{F_p} \]  

(5.36)

Solving Eq. (5.36a) subject to Eq. (5.31a), substituting the result into Eqs. (5.34d) and (5.36b), and using Eq. (5.31d) one obtains for some realistic values of \( b \):

\begin{align*}
\text{b = 1} & : F_p = -\cos(\eta \phi_s)(1-(a_1 \Delta_s z/\cos(\eta \phi_s))) \\
& Q_p = 1/(1-(a_1 \Delta_s z/\cos(\eta \phi_s))) \\
& H_p = 1+(a_2 H_s/a_1)\log(1/(1-(a_1 \Delta_s z/\cos(\eta \phi_s)))) \quad (5.37) \\
\text{b = 3/5} & : F_p = -\cos(\eta \phi_s)(1-(3a_1 \Delta_s z/(5\cos^{3/5}(\eta \phi_s))))^{5/3} \\
& Q_p = 1/(1-(3a_1 \Delta_s z/(5\cos^{3/5}(\eta \phi_s))))^{5/3} \\
& H_p = 1+(5a_2 H_s/(2a_1 \cos^{2/5}(\eta \phi_s)))(1/(1-(3a_1 \Delta_s z/(5\cos^{3/5}(\eta \phi_s))))-1) \quad (5.38) \\
\text{b = 0} & : F_p = -\cos(\eta \phi_s)\exp(-a_1 \Delta_s z) \\
& Q_p = \exp(a_1 \Delta_s z) \\
& H_p = 1+(a_2 H_s/(a_1 \cos(\eta \phi_s)))(\exp(a_1 \Delta_s z)-1) \quad (5.39)
\end{align*}

As discussed previously, these solutions are useful both because they indicate some of the qualitative features of the exact solutions and because they provide quick estimates of the flow variables for thin shock layers.
Chapter 6

INVESTIGATION OF ASSUMPTIONS

For the sake of simplicity, all previous calculations were carried out under conditions equivalent to the assumptions that volume fraction of the particle phase was negligible and that all the suspended particles were identical spheres. In the present chapter these restrictions are relaxed and calculations are carried out to investigate the importance of nonnegligible particle-phase volume fraction and the distribution of particle sizes within the mixture.

EFFECT OF FINITE VOLUME FRACTION

When the volume fraction \( \frac{\rho_p}{\rho_p} \) (\( \rho_p \) being the true density of particle material) of suspended particles is not negligible, it is found that the constitutive Eqs. (2.3) must be modified to allow \( \bar{B} \) and \( C \) to depend on the particle-phase volume fraction. In this section the importance of such a modification is investigated. One of the few cases for which the modified forms of \( \bar{B} \) and \( C \) have been determined is that of an idealized suspension satisfying the following conditions: (1) the volume fraction of the particle phase is finite but small, (2) the particle phase consists of identical nondeformable spheres of radius \( a \), mass \( m \), and thermal conductivity \( k \), (3) the Reynolds number and Mach number for the microscopic flow past each individual particle are infinitesimal, (4) the gas viscosity \( \mu \) in the vicinity of each particle can be treated
as a constant. Under these conditions the following constitutive equations are appropriate

\[ \overline{\dot{B}} = N_1 \rho_p (1 + R_1 \bar{\rho}_p) \frac{1}{3} (\overline{\dot{u}} + \overline{\dot{v}}) \]

\[ C = N_2 \rho_c (1 + R_2 \bar{\rho}_p) \frac{1}{3} (T - T_p) \]  

(6.1)

It can be shown (see Marble [5] who carries out the derivation for the case of \( R_1 = R_2 = 0 \) that \( N_1 = 6\pi \mu/m \) and \( N_2 = 4\pi \alpha/c \). Several authors have addressed themselves to the question of determining \( R_1 \). Happel and Brenner [16] give the value \( R_1 = 3/2 \). Using a method equivalent to that employed by Happel and Brenner [16], the present authors have obtained the result \( R_2 = 1 \).

Because the flow in the vicinity of the forward stagnation line of a sphere or cylinder is governed by ordinary differential equations, the problem of determining this flow serves as a useful test case when investigating the importance of modification such as the one under discussion in the present section. Using Eqs. (6.1) the dimensionless Eqs. (5.12) are replaced by

\[ \frac{(F - G_p)}{p_p} - \left(1 + \frac{1}{3} \right) \left(1 + \frac{1}{3} \right) (F - G_p) = 0 \]

\[ \frac{F}{p_p} + \alpha_1 \Delta_s (1 + \frac{1}{3}) (G - G_p) = 0 \]

\[ \frac{F}{p_p} + \alpha_2 \Delta_s (1 + \frac{1}{3}) (H - H_p) = 0 \]  

(6.2)

where \( \beta_1 = (3/2) \left( \frac{\rho_p}{\bar{\rho}_p} \right)^{1/3} \) and \( \beta_2 = \left( \frac{\rho_p}{\bar{\rho}_p} \right)^{1/3} = 2\beta_1/3. \)
It can be seen that for finite volume fractions the velocity components are not independent of density as they are when volume fraction is negligible.

Equations (6.2) were solved for a variety of values of $\beta_1$. Some typical results of these calculations are presented in Figs. 24 and 25. It can be seen that the value of $\beta_1$ has no qualitative effect on the dependence of the dependent variables on $a_1$. Thus it appears that the effect on finite volume fractions could be accounted for by modifying the values of $N_1$ and $N_2$ appearing in the original constitutive Eqs. (2.3). In the idealized situation under discussion here, this approximation is unnecessary because the forms of the corrections for finite volume fractions are known [Eqs. (6.1)]. For actual suspensions the microscopic details of the suspension properties [and thus the form of the corrections to Eqs. (2.3)] are unknown. In general, therefore, there is no alternative to the procedure of modifying $N_1$ and $N_2$ to obtain the best fit to experimental data. The results of the present section indicate that this method is qualitatively correct. The computed results also indicate that the amount of modification necessary will be substantial for the larger values of $\beta_1$. Unfortunately, the larger values of $\beta_1$ shown in Figs. 24 and 25 probably exceed the range of validity of Eqs. (6.1). The possibility of reaching a definitive conclusion about this matter is, therefore, precluded.

DISTRIBUTION OF PARTICLE SIZES

If the particle cloud of a suspension consists of a distribution of particles of different sizes, the values of $N_1$ and $N_2$ will not be the same as those appropriate to the situation in which all the particles
have identical sizes. The purpose of this section is to investigate the amount of difference that will occur. Toward this end, consider an idealized particle phase made up of \( N \) subphases. Each subphase contains enough particles to be treated as a continuum and obeys the constitutive equations

\[
\begin{align*}
\tilde{B}_i &= N_{1i} \rho_i (\ddot{u} - u_{p1}) \\
C_i &= N_{2i} \rho_i C(T - T_{p1})
\end{align*}
\]  

(6.3)

where the subscript \( i \) denotes the \( i \)th subphase and \( N_{1i} = 6\pi a_i^2 \mu / m_i \), \( N_{2i} = (4\pi a_i \kappa_i) / (m_i c) \). Thus each subphase has a negligible volume fraction and obeys conditions (2), (3), and (4) of the previous section.

Note that the expression for \( N_{1i} \) can also be written as \( N_{1i} = 9\mu / (2\rho_i a_i^2) \).

From this it can be seen that the parameter \( N_{1i} \) (or \( a_{1i} = N_{1i} \mu / (U_a) \)) is a function only of the particle size \( a_i \) associated with the \( i \)th subphase.

It can be shown that the stagnation-line collection efficiency for such a suspension is

\[
E = -\sum_{i=1}^{N} \frac{\rho_{pi} Q_{pi}(1) F_{pi}(1)}{\sum_{i=1}^{N} \rho_{pi} m_i} 
\]  

(6.4)

The collection efficiency associated with the \( i \)th subphase is

\[
E_i = -Q_{pi}(1) F_{pi}(1) 
\]  

(6.5)

Defining the mass ratio of the \( i \)th subphase to be

\[
R_i = \frac{\rho_{pi} \sum_{i=1}^{N} \rho_{pi} m_i}{\sum_{i=1}^{N} \rho_{pi} m_i} 
\]  

(6.6)

and combining Eqs. (6.4), (6.5), and (6.6) yields

\[
E = \sum_{i=1}^{N} R_i E_i 
\]  

(6.7)
Several calculations of sphere collection efficiencies have been performed for the case of $N = 5$ and $N_{\infty} = 10$. Some typical results are displayed in Table I. The quantity $E(\tilde{a}_1)$ represents the collection efficiency associated with a particle phase consisting of identical particles for which $\bar{a}_1 = \tilde{a}_1 = (\sum_{i=1}^{N} a_{i1})/N$. The quantity $E$ is computed from Eq. (6.7). It can be seen that for all the entries in Table I the results based on the equivalent $\tilde{a}_1$ are within five percent of those based on Eq. (6.7). It is likely that the agreement would be even better for actual suspensions because the spread of the properties assumed for the calculations is unrealistically large. It thus appears that values of $N_1$ and $N_2$ based on the average properties of the particle phase are quite adequate for the types of calculations performed in the present report. (Probstein and Fassio [6] had reached this same conclusion employing a different approach involving the use of the normal distribution function to represent the distribution of particle sizes.)
Chapter 7

SHOCK LAYERS ON GENERAL BODIES

In Chapters 3, 4, 5, and 6 solutions have been presented for some simple body shapes. The simplified nature of the geometry in these problems has helped to focus attention on the various interesting physical phenomena which occur in supersonic two-phase flows. In this chapter and the next one it is desired to put the governing equations for the particle phase in a form that will be useful to engineers concerned with two-phase flows over a wide range of body shapes. In this chapter the governing equations are simplified for the case of plane or axisymmetric flow past a symmetric body at zero angle of attack. Several transformations of independent variables are made until a form of the equations is reached which is convenient for numerical solution of problems involving arbitrary symmetric body shapes. The final form of the governing equations is one of the main results of this chapter. Besides being convenient for numerical work, the equations when written in this form lend themselves readily to simplification for the case of thin shock layers. It is found to be possible to obtain analytical solutions to the simplified equations. These solutions are valid for any body shape. As a simple application of the complete equations, they are applied to the problem of flow past a wedge. The results of this analysis are used to illustrate various parametric trends and to evaluate the thin-shock-layer solution discussed previously.

In the next chapter and the next one it will be assumed that \( b = 1 \) in Eqs. (2.4). This is done for simplicity and does not affect any of the subsequent analysis.

E53
SHOCK-LAYER EQUATIONS

Consider axisymmetric, steady, supersonic, two-phase flow past a symmetric body. The geometry of the system is shown in Fig. 26 which serves to define the tangential and normal coordinates $x$ and $y$, the body radius $R(x)$, the tangential and normal velocity components $u_p$ and $v_p$, the body transverse curvature $h(x)$, the body angle $\theta_b(x)$, the shock angle $\theta_s(x)$, and the shock wave $y_s = y_s(x)$. In terms of $x$ and $y$ Eqs. (2.4) have the forms

\[
\begin{align*}
((R+y \cos \theta_b)\beta_p u_p)_x + ((1+hy)(R+y \cos \theta_b)\beta_p v_p)_y &= 0 \\
(u_p/(1+hy))u_p'x + v_p'u_p'y + (hu_p v_p/(1+hy)) &= N_1(u-u_p) \\
(u_p/(1+hy))v_p'x + v_p'v_p'y - (hu_p^2/(1+hy)) &= N_1(v-v_p) \\
(u_p/(1+hy))T_p'x + v_p'T_p'y &= N_2(c/c_p)(T-T_p)
\end{align*}
\]

where $j = 1$. For plane flow one obtains the same equations with $j = 0$. Suppose that the free-stream velocity is $U_\infty$, the free-stream temperature is $T_\infty$, the free-stream particle density is $\rho_p\infty$, and it is desired to investigate collisions of particles with the body surface between $x = 0$ and $x = L$. It is convenient to define dimensionless quantities as follows:

\[
\begin{align*}
\xi &= (x/L), & \eta &= (y/L), & F_p &= (u_p/U_\infty), & G_p &= (v_p/U_\infty) \\
H_p &= (T_p/T_\infty), & F &= (u/U_\infty), & G &= (v/U_\infty), & H &= (T/T_\infty) \\
Q_p &= (\rho_p/\rho_p\infty), & \tau &= (R/L), & \kappa &= hL
\end{align*}
\]

Substituting Eqs. (7.2) into Eqs. (7.1) yields

\[
\begin{align*}
((r+\cos \theta_h)\beta_p^{-1}Q_p F_p)_\xi + ((1+\kappa \eta)(r+\cos \theta_h)\beta_p^{-1}Q_p G_p)_\eta &= 0 \\
(F_p/(1+\kappa \eta))F_p'\xi + G_p F_p'\eta + (\kappa F_p G_p/(1+\kappa \eta)) &= \alpha_1(F-F_p) \\
(F_p/(1+\kappa \eta))G_p'\xi + G_p G_p'\eta - (\kappa F_p^2/(1+\kappa \eta)) &= \alpha_1(G-G_p) \\
(F_p/(1+\kappa \eta))H_p'\xi + G_p H_p'\eta &= \alpha_2(H-H_p)
\end{align*}
\]

where

\[
\begin{align*}
\alpha_1 &= (N_1 L/U_\infty), & \alpha_2 &= (c/c_p)(N_2 L/U_\infty)
\end{align*}
\]
Equations (7.3) can be put in a more convenient form by the use of a Von Mises transformation. Toward this end, a dimensionless stream function $\psi_p$ is defined which satisfies Eq. (7.3a). Thus

\[(1+\kappa n)(r+\kappa n \cos \theta_b)G_p = \psi_p \xi \]

\[(r+n \cos \theta_b)F_p = -\psi_n \]  \hspace{1cm} (7.5)

The total differential of $\psi_p$ is

\[d\psi = (1+\kappa n)(r+\kappa n \cos \theta_b)G_p \, dx - (r+n \cos \theta_b)F_p \, dn \]  \hspace{1cm} (7.6)

Reversing the roles of $\psi_p$ and $\xi$ yields

\[d\xi = (d\psi_p/((1+\kappa n)(r+n \cos \theta_b)G_p)) + (F_p \, dn/((1+\kappa n)G_p)) \]  \hspace{1cm} (7.7)

From Eq. (7.7) it is seen that

\[\xi_p = 1/((1+\kappa n)(r+n \cos \theta_b)G_p) \]

\[\xi_n = F_p/((1+\kappa n)G_p) \]  \hspace{1cm} (7.8)

Transforming Eqs. (7.3b), (7.3c) and (7.3d) and rearranging Eqs. (7.8) produces

\[G_p F_p + (\kappa F_p G_p/(1+\kappa n)) = a_1(F_p G_p) \]

\[G_p G_p - (\kappa F_p^2/(1+\kappa n)) = a_2(G_p) \]

\[G_p F_p = a_2(H_p G_p) \]

\[G_p F_p = a_2(H_p G_p) \]

\[Q_p = 1/((1+\kappa n)(r+n \cos \theta_b)G_p) \]  \hspace{1cm} (7.9)

It can be seen that Eqs. (7.9a-d) contain no derivatives with respect to $\psi_p$.

Thus, if they are integrated along a particle-phase streamline (a line of $\psi_p = \text{constant}$) they can be treated as ordinary differential equations. Once this is done, the density $Q_p$ can be found along the streamline from Eq. (7.9e). It should be recalled that $\kappa, \rho, F, G,$ and $H$ are functions of $\xi$ which is now one of the dependent variables. The degree of nonlinearity inherent in the transformed equations is considerably greater than that exhibited by the original equations.

For convenience in numerical integration of Eqs. (7.9) two further transformations of coordinates were found to be helpful. Both are suggested by the
experience gained from the work described in previous chapters with simpler but analogous sets of equations. The first defines a new normal coordinate \( z \) by

\[
z = 1 - \left( \frac{n}{n_s} \right)
\]  

(7.10)

This maps the interval \( 0 \leq n \leq n_s \) into the region \( 1 \leq z \leq 0 \). In terms of the independent variables \( \psi_p \) and \( z \) the governing equations are found to have the form

\[
D_p F \frac{p_z}{p} - \kappa n_s D F \frac{p_z}{p} + a_1 n_s (F - F_p) = 0
\]

\[
D_p G \frac{p_z}{p} + \kappa n_s D^2 F \frac{p_z}{p} + a_1 n_s (G - G_p) = 0
\]

\[
D_p H \frac{p_z}{p} + a_2 n_s (H - H_p) = 0
\]

\[
D_p \frac{\xi_p}{p} + D_2 n_s F_p = 0
\]

\[
Q_p = D_2 \left( D_1 D_3 \frac{p_z}{p} \xi_p \right)
\]

where

\[
D_1 = 1 - \left( \frac{n_s (1-z) F_p}{(1+\kappa n_s (1-z) G_p)} \right)
\]

\[
D_2 = 1/(1+\kappa n_s (1-z))
\]

\[
D_3 = \kappa n_s (1-z) \cos \theta_b
\]

(7.12)

In Eqs. (7.12) a prime denotes differentiation with respect to \( \xi \).

The last transformation involves the replacement of the stream function \( \psi_p \) by the coordinate \( \xi_s \) at which the streamline \( \psi_p \) = constant intersects the shock wave. On the shock wave

\[
F_{ps} = \cos \theta_{bo}, \quad G_{ps} = -\sin \theta_{bo}, \quad Q_{ps} = 1
\]

(7.13)

where

\[
\theta_{bo} = \theta_b (\xi_s)
\]

(7.14)

Evaluating Eq. (7.6) on the shock yields

\[
d\psi_p = -\left( D_1 D_3 D_9 \right) \sin \theta_{bo} \ d\xi_s
\]

(7.15)

where
\[ D_{10} = 1 + (\eta_{so} \cos \theta_{bo})/(1 + \kappa_0 \eta_{so} \sin \theta_{bo}) \]

\[ D_{20} = 1/(1 + \kappa_0 \eta_{so}) \]

\[ D_{30} = r_o + \eta_{so} \cos \theta_{bo} \]

In Eqs. (7.16)

\[ \kappa_o = \kappa(\xi_s), \quad r_o = r(\xi_s), \quad \eta_{so} = \eta_s(\xi_s), \quad \eta_{so}' = \eta_s'(\xi_s) \]

Thus

\[ \xi_{p}^{*} = (\xi_{p}, \xi_{s})d\xi_{s}/d\xi_{p} = -(D_{20}/(D_{10} D_{30} \sin \theta_{bo}))\xi_{s} \]

This transformation affects only Eq. (7.12e). The final set of governing equations in terms of the independent variables \( \xi_s \) and \( z \) is

\[ D_{1} G F_{p} z - \kappa_{s} D_{s} F_{p} G + \alpha_{1} \eta_{s}(F-F_{p}) = 0 \]

\[ D_{1} G F_{p} z + \kappa_{s} D_{s} F_{p}^{2} + \alpha_{1} \eta_{s}(G-G_{p}) = 0 \]

\[ D_{1} G H_{p} z + \alpha_{2} \eta_{s}(H-H_{p}) = 0 \]

\[ D_{1} G \xi_{p} z + D_{2} \eta_{s} F_{p} = 0 \]

\[ Q_{p} = -(D_{2}/D_{20})(D_{30}/D_{3})^{1}(D_{10}/D_{1})(\sin \theta_{bo}/G_{p} \xi_{s} \xi_{s}) \]

The appropriate initial conditions are

\[ F_{p}(\xi_{s}, 0) = \cos \theta_{bo}, \quad G_{p}(\xi_{s}, 0) = -\sin \theta_{bo}, \quad H_{p}(\xi_{s}, 0) = 1, \quad \xi(\xi_{s}, 0) = \xi_{s} \]

The governing equations have now been put in a form which is convenient for any symmetric body shape. It should be pointed out that the transformations discussed in this section do not depend on the specific forms of the interphase momentum and heat transfer laws that are used.

A quantity of interest in problems of the kind under consideration in the present paper is the local collection efficiency \( E(\xi_s) \). This is defined to be the rate at which particle-phase material actually strikes the surface of the body between \( \xi = 0 \) and \( \xi = \xi_{p} = \xi(\xi_{s}, 1) \) divided by the rate that would occur if interphase momentum transfer were absent. It is easily shown that

\[ E = (D_{30}/D_{30})^{1+j} \]

where
As a first application of the equations derived in the last section, consideration will be given to thin shock layers, that is, shock layers for which
\[ \eta _s \ll 1, \quad \eta'_s \ll 1 \]  
\[ (7.23) \]

Using Eqs. (7.23), Eqs. (7.12) and (7.16) can be simplified to
\[ D_1 = D_2 = D_{10} = D_{20} = 1, \quad D_3 = r, \quad D_{30} = r_0 \]  
\[ (7.24) \]

Substituting Eqs. (7.23) and (7.24) into Eqs. (7.19) yields
\[ G F_p z + a_1 \eta_s (F - F_p) = 0 \]
\[ G G_p z + a_1 \eta_s (G - G_p) = 0 \]
\[ G H_p z + a_2 \eta_s (H - H_p) = 0 \]
\[ \xi'_s = 0 \]
\[ Q_p = (r_0/r)^2 \left( \sin \theta_0 / G_p \xi_s' \right) \]  
\[ (7.25) \]

In obtaining Eqs. (7.25) the possibilities that \( a_1 \eta_s = O(1) \) and that \( a_2 \eta_s = O(1) \) have been allowed for. Equation (7.25d) can be immediately integrated subject to Eq. (7.20d) to yield
\[ \xi_s'(z) = \xi_s \]  
\[ (7.26) \]

This shows that
\[ r(\xi) = r(\xi_s) = r_0, \quad F(\xi, z) = F(\xi_s, z) = F_s \]
\[ G(\xi, z) = G(\xi_s, z) = G_s, \quad H(\xi, z) = H(\xi_s, z) = H_s \]  
\[ (7.27) \]

For thin shock layers it will be assumed that the gas variables are independent of \( z \). That is
\[ F_s = F_{s0} = F(\xi_s, 0), \quad G_s = G_{s0} = G(\xi_s, 0), \quad H_s = H_{s0} = H(\xi_s, 0) \]  
\[ (7.28) \]

If the air is treated as a perfect gas the ratio of the gas density in the free stream to the gas density just behind the shock is
where $\gamma$ is the ratio of specific heats for a perfect gas and $M_\infty$ is the free-stream Mach number. In terms of these quantities it can be shown that

\[ F_{so} = \cos \theta_{so} \cos \theta_{Lo} + \epsilon \sin \theta_{so} \sin \theta_{Lo} \]

\[ G_{so} = \cos \theta_{so} \sin \theta_{Lo} - \epsilon \sin \theta_{so} \cos \theta_{Lo} \]

\[ H_{so} = \epsilon (1 + (1-\epsilon)\gamma M_\infty^2 \sin^2 \theta_s) \] (7.30)

where $\theta_{Lo} = \theta_{so} - \epsilon \theta_{bo}$

For a thin shock layer $\theta_{Lo} \ll 1$ and

\[ F_{so} = \cos \theta_{bo}, \quad G_{so} = -\epsilon \sin \theta_{bo} \] (7.31)

Substituting Eq.(7.31a) into Eq.(7.25a) and solving subject to Eq.(7.20a) yields

\[ F_{p} = F_{so} = \cos \theta_{bo} \] (7.32)


Simplifying Eqs.(7.25b) and(7.25c) accordingly and using Eq.(7.26) results in

\[ G_{p}z + a_1 H_{so} = 0 \]

\[ G_{H} H_{p} z + n_2 H_{so} H_{so} = 0 \] (7.33)

Solving these equations and using the initial conditions(7.20b) and(7.20c) one obtains

\[ G_p = -\sin \theta_{bo} (1-(a_1 H_{so} z / \sin \theta_{bo})) \]

\[ H_p = 1+(a_2 H_{so} / a_1) \log (1/(1-(a_1 H_{so} z / \sin \theta_{bo}))) \] (7.34)

Substituting Eqs.(7.26),(7.27c), and(7.34c) into Eq.(7.25) yields

\[ Q_p = 1/(1-(a_1 H_{so} z / \sin \theta_{bo})) \] (7.35)

Substituting Eqs.(7.24) and(7.26) into Eq.(7.21) shows that to the order of approximation of the present solution

\[ E = 1 \] (7.36)

These simple closed-form solutions are applicable to symmetric bodies of any shape and should be useful both for obtaining quick estimates of the
properties of two-phase shock-layer flows and for demonstration of various
parametric trends. In using these solutions it should be noted that only
positive values of \(1-(a_1n_{so}z/sin \theta_{bo})\) are meaningful. When this quantity
vanishes the assumption \(|G_p| >> |G|\) is already violated.

**FLOW PAST A SYMMETRIC WEDGE**

As an example of the application of the complete Eqs. (7.19) the flow
past a symmetric wedge is considered. The geometry of this problem is
shown in Fig. 27. The wedge is an important aerodynamic shape and it is
the only body for which an exact closed-form solution to even the inviscid
equations of motion for the gas phase is known. For the latter reason this
problem makes a useful test case for calculations of the type under discus-
sion in the present paper. It is, therefore, of both theoretical and prac-
tical interest.

From Fig. 27 it can be seen that

\[ \kappa = 0, \quad \eta_z = \xi \tan \theta_L, \quad \eta_y = \tan \theta_L, \quad r = \xi \sin \theta_b \quad (7.27) \]

where \(\theta_b\) and \(\theta_L = \theta_s - \theta_b\) are now constants. Substituting Eqs. (7.12), (7.16),
(7.17), and (7.37) into Eqs. (7.19) yields

\[
\begin{align*}
((1-z)F_p \tan \theta_L - G_p)G_p & \xi \tan \theta_L = 0 \\
((1-z)F_p \tan \theta_L - \xi G_p)G_p & \xi \tan \theta_L = 0 \\
((1-z)F_p \tan \theta_L - G_p)H_p & \xi \tan \theta_L = 0 \\
((1-z)F_p \tan \theta_L - G_p)G_p & \xi \tan \theta_L = 0 \\
0_p = 1/((sin \theta_b + tan \theta_L cos \theta_b) ((1-z)F_p \tan \theta_L - G_p)G_p & \xi \tan \theta_L = 0
\end{align*}
\]

If it is assumed that the velocity components and temperature of the air can
be represented to a sufficient degree of accuracy by the solution for flow
of an inviscid perfect gas (with \(\gamma = 1.4\)) one has

\[ \xi = \left(\cos \theta_L + c/sin \theta_L \right)^{1/3}, \quad G = 0, \quad H = H_p \quad (7.38) \]
where \( c \) and \( H_s \) are given by Eqs. (7.29) and (7.30) respectively and \( \theta_s \) is now regarded as a constant. The shock angle \( \theta_s \) can be found as a function of the body angle \( \theta_b \) by making use of tables or charts such as those given by Liepmann and Roshko [15]. To complete the formulation of this problem it is noted that the local collection efficiency is

\[
E = \left( \frac{c}{\xi_b} \right)
\]  

(7.40)

Equations (7.39) were solved numerically subject to Eqs. (7.20). Eqs. (7.30a-d) were integrated numerically along various streamlines (lines of \( \xi_s = \text{constant} \)) starting at \( \xi_s = 0 \). On a given streamline the numerical integration was carried out using a fourth order Runge-Kutta method starting at \( z = 0 \) and proceeding to \( z = 1 \). After Eqs. (7.30a-d) were solved along the streamline, Eq. (7.38e) was solved for \( Q_p \). The partial derivative with respect to \( \xi_s \) was replaced by a two-point backward difference formula to convert Eq. (7.38e) to an algebraic equation. Some typical results of these numerical calculations are presented graphically in Figs. 28-35.

Figure 28 shows results for the quantities of the most importance in estimating the cratering and erosion damage likely to be experienced by a flight vehicle; namely, the particle-phase normal velocity at the body surface \( G_{pb} = G_p(\xi, 1) \) and the particle-phase density at the vehicle surface \( Q_{pb} = Q_p(\xi, 1) \). These quantities are plotted versus the distance from the leading edge of the wedge \( \xi_p \). Figure 28 pertains to a free-stream Mach number of ten and a wedge half-angle of five degrees. It can be seen that the impact velocity decreases and the density increases as the distance from the leading edge increases. When \( \alpha_1 \) (the measure of the effectiveness of interphase momentum transfer) is small, both \( G_{pb} \) and \( Q_{pb} \) are nearly constant. As \( \alpha_1 \) increases, the variations of \( G_{pb} \) and \( Q_{pb} \) become
increasingly pronounced. The variation of the normal velocity illustrates the transition from a state of frozen flow (the particle-phase motion is independent of that of the gas phase) at $\xi = 0$ toward a state of equilibrium flow (the two phases have identical motions) which is nearly achieved at $\xi_b = 1$ for the larger values of $\alpha_1$. This behavior is due to interphase momentum transfer which tends to bring the normal particle-phase velocity into equilibrium with the normal gas-phase velocity which is zero in this case. For a given $\xi_b$ interphase momentum transfer is enhanced by increasing $\alpha_1$ and for a given $\alpha_1$ interphase momentum transfer is enhanced by increasing $\xi_b$ (which increases the length of the streamline that a particle must traverse to reach the wall). It appears that for a wedge or cone complete equilibrium flow is never reached even if the body is infinitely long. This is in contrast to the two-phase flow past a sphere or cylinder where complete equilibrium flow is possible near the body surface for certain combinations of parameters (refer to Chapter 5.) It can be seen that the decrease in particle-phase normal velocity is accompanied by a compression of the particle phase which increases in severity as either $\alpha_1$ or $\xi_b$ is increased. This is significant because it shows that the particle-phase mass fraction may be negligible in the free stream but non-negligible near the surface of the body. In such a situation the theory employed in the present paper would be inadequate and it would be necessary to solve the coupled equations governing the air and particle motions simultaneously. Thus, computation of the particle-phase density (which has not been carried out by most previous investigators) not only provides information about the distribution of impacts on a vehicle surface, but also provides an important check on the self-consistency of the theory.
Figures 29 and 30 present data for a free-stream Mach number of ten and a wedge angle of fifteen degrees. Increasing the wedge angle increases the thickness of the shock layer (and thus the effectiveness of interphase momentum transfer for a fixed $\alpha_1$) and also increases the normal velocity of the particle phase at the shock. A comparison of the results for $G_{pb}$ in Figs. 28 and 29 reveals that the latter effect is predominant as far as $G_{pb}$ is concerned. That is, for a given $\alpha_1$ the surface velocities increase with increasing $\theta_b$. For a fixed $\alpha_1$ the surface densities are also an increasing function of $\theta_b$ which shows that the behavior of $Q_{pb}$ is primarily dependent on the effectiveness of interphase momentum transfer.

Figure 30 shows numerical results for the particle-phase temperature at the surface of the wedge $H_{pb} = H_p(\ell_b, 1)$ and the local collection efficiency $E$. It can be seen that the surface temperature is increased by increasing $\alpha_1$ (because increasing the effectiveness of interphase momentum transfer lengthens the time required by each particle to traverse the shock layer and thus provides more time for heat to be transferred from the warmer gas phase to the cooler particle phase). The collection efficiency decreases along the body surface and with increasing $\alpha_1$. It can be seen that for a given $\alpha_1$ $E$ approaches its equilibrium limit (zero) much more slowly than does $G_{pb}$. This is, of course, due to the corresponding increase in $Q_{pb}$.

In Fig. 31 results are presented for a free-stream Mach number of ten and a thirty-degree wedge angle. Here both the numerical solution (solid lines) and the analytical thin-shock-layer solution (dashed lines) are plotted. Comparison of the solid lines with the data previously discussed tends to confirm the statements made earlier concerning the influence of $\theta_b$ on the values of $G_{pb}$ and $Q_{pb}$. For air ($\gamma = 1.4$) no shock layers on
wedges are particularly thin. In this case the value of $\theta_L$ is eight degrees so $(\theta_L/\theta_B) = 0.267$. The value of the shock wave density ratio is $\varepsilon = 0.189$. Thus none of the assumptions $\eta_s \ll 1$, $\eta_s' \ll 1$, or $(G_p/G) \gg 1$ is very well satisfied and this constitutes an extreme test for the thin-shock-layer solution. Substituting Eqs. (7.37) into Eqs. (7.34) and (7.35) and replacing $\tan \theta_L$ by $\theta_L$ yields

$$G_p = -\sin \theta_B \left(1 - (\alpha_1 \theta_{Lx}/\sin \theta_B)\right)$$
$$H_p = 1 + (\alpha_2 H_\infty \theta_L) \log(1/(1 - (\alpha_1 \theta_{Lx}/\sin \theta_B)))$$
$$Q_p = 1/(1 - (\alpha_1 \theta_{Lx}/\sin \theta_B))$$

Equations (7.41a) and (7.41c) were evaluated numerically to obtain the dashed lines shown in Fig. 31. It can be seen that for $\alpha_1 \ll 1$ the approximate and exact solutions are in good agreement. For larger values of $\alpha_1$ the approximate solutions still predict the correct qualitative trends but deviate increasingly from the exact values as $\alpha_1$ increases. Considering the fact that the test case exhibits rather poor satisfaction of the assumptions underlying the thin-shock-layer solution, the agreement between the exact and approximate solutions seems acceptable. A similar conclusion was reached in Chapter 5 in which was previously obtained the special case of Eqs. (7.34) and (7.35) corresponding to flow past a circular cylinder or a sphere. It will be interesting to compare the predictions of Eqs. (7.34) and (7.35) with exact results for two-phase flow in thin shock layers when such results become available.

Figure 32 illustrates the effect of the freestream Mach number on the behavior of $G_{pb}$ and $Q_{pb}$. It can be seen that for a given $\theta_B$ and $\alpha_1$ the particle-phase normal impact velocity is an increasing function of $M_\infty$ and the particle-phase density is a decreasing function of $M_\infty$. This is because
the shock layer thickness (and thus the effectiveness of interphase momentum transfer) decreases as $M_\infty$ increases.

As expected, the numerical results presented here are qualitatively similar to those for supersonic two-phase flow past a right circular cone obtained in Chapter 4. Comparison of the results for $G_{pb}$ given in Fig. 29 with the corresponding results reported in Fig. 6 shows that the normal impact velocity is smaller for wedge flow than for cone flow. This is because the shock layer is thicker for the plane flow than for the axisymmetric flow and because the normal velocity of the fluid phase vanishes for wedge flow but does not for the cone flow. The difference discussed above can be significant. At $t_b = 1$ $|G_{ph}|$ is about 9 percent lower for plane than for axisymmetric flow for $a_\perp = 1$, about 55 percent lower for $a_\perp = 5$, and about 90 percent lower for $a_\perp = 10$. This behavior suggests that for a given profile an airfoil (over which the flow is approximately two-dimensional except near the edges) will experience less cratering and erosion damage per unit of surface area than will a corresponding axisymmetric body, provided that the magnitude of the normal impact velocity is the main determining factor of such damage.
Chapter 8

SHOCK LAYERS ON BODIES WITH ATTACHED SHOCKS

The equations given in Chapter 7 can be used to analyze two-phase flow past any symmetric body. It is often difficult, however, to write the equation of the shock surface so that its normal coordinate is given explicitly as a function of its tangential coordinate. It is more likely that the radial shock coordinate will be known explicitly as a function of the axial distance from the nose of the body. Rather than convert this information to normal and tangential coordinates, it seems wise to take advantage of this situation when possible. This can be done for bodies with attached shocks and is the subject of the present chapter.

GOVERNING EQUATIONS

Figure 33 depicts the geometry of the problem and serves to define the axial coordinate $x$, the radial coordinate $r$, the gas velocity components $u$ and $v$, the particle-phase velocity components $u_p$ and $v_p$, the body surface $r_b(x)$, the shock surface $r_s(x)$, the body angle $\theta_b(x)$, the shock angle $\theta_s(x)$, the length of the region in which impacts are to be investigated $L$, and the free-stream velocity $U_m$, temperature $T_m$, and particle-phase density $\rho_{p_m}$. In this coordinate system Eqs. (2.4) for steady axisymmetric flow can be written as

\[
(r_p u_p)_x + (r_p v_p)_r = 0
\]

\[
\rho_p (u_p u_p)_x + v_p (u_p v_p)_r = \rho_p N_1 (u-u_p),
\]

\[
\rho_p (u_p v_p)_x + v_p (v_p v_p)_r = \rho_p N_1 (v-v_p).
\]
\[ \rho_p c_p (u_p T_p x + v_p T_p r) = \rho_p c N_p (T - T_p) \quad (8.1) \]

For plane flow the same equations result with \( j = 0 \).

It is convenient to define the following dimensionless variables.

\[ \xi = (x/L), \quad \eta = (r/L), \quad F = (u/U), \quad F_p = (u_p/U_p) \]

\[ G = (v/U), \quad G_p = (v_p/U_p), \quad H = (T/T_p), \quad H_p = (T_p/T) \quad (8.2) \]

Substituting Eqs (8.2) into Eqs (8.1) yields

\[ (n^j Q F_p) \xi + (n^j Q G_p) \eta = 0 \]

\[ F_p F_p \xi + G_p F_p \eta = a_1 (F - F_p) \]

\[ F_p G_p \xi + G_p G_p \eta = a_1 (G - G_p) \]

\[ F_p H_p \xi + G_p H_p \eta = a_2 (H - H_p) \quad (8.3) \]

where \( a_1 = (N_1 L/U_p) \) and \( a_2 = (c/c_p)(N_2 L/U_p) \). The appropriate boundary conditions are

\[ F_p s = Q_p s = H_p s = 1, \quad G_p s = 0 \quad (8.4) \]

Here, and in what follows, a subscript \( s \) will denote the value of a variable on the shock surface while a subscript \( b \) will denote its value on the body surface.

Equations (8.3) can be put in a more convenient form by the use of a Von Mises transformation. Toward this end a dimensionless stream function \( \psi_p \) satisfying Eq. (8.3a) is defined such that

\[ n^j Q F_p = -\psi_p, \quad n^j Q G_p = \psi_p \xi \quad (8.6) \]

Finding the total differential of \( \psi_p \) and reversing the roles of \( \xi \) and \( \psi_p \) (that is, regarding \( \xi \) as a dependent variable and \( \psi_p \) as an independent variable) results in

\[ d\xi = (d\psi_p/(n^j Q G_p)) + (F_p d\eta/G_p) \quad (8.6) \]

from which it follows that

\[ \xi, \psi_p = 1/(n^j Q G_p), \quad \xi, \eta = (F_p/G_p) \quad (8.7) \]
Transforming Eqs. (8.3b, c, d) and rearranging Eqs. (8.7) produces

\[\begin{align*}
G_p F_p' n &= a_1 (F-F_p), \\
G_p G_p' n &= a_1 (G-G_p), \\
G_p \xi_p' n &= F_p \\
G_p H_p' n &= a_2 (H-H_p), \\
Q_p &= 1/(n^j G_p \xi_p' \psi_p)
\end{align*}\]

(8.8)

Since no derivatives with respect to \( \psi_p \) appear in Eqs. (8.8a, b, c, d), they can be treated as ordinary differential equations along the dispersed-phase streamlines (lines of constant \( \psi_p \)).

In order to make the radial distance from the body surface to the shock surface constant, it is convenient to define a new independent variable

\[z = (n_s - n)/(n_s - n_b)\]  

(8.9)

which maps the region \( n_b \leq n \leq n_s \) into the region \( 1 \geq z \geq 0 \). It is also useful to replace \( \psi_p \) by the coordinate \( \xi_s \) at which the particle-phase streamline associated with \( \psi_p \) intersects the shock surface. Evaluating Eq. (8.6) on the shock with the aid of Eqs. (8.4) yields

\[d_\psi = -\eta_s^j d_\xi = -\eta_s^j (n_s^j / d \xi_s) d \xi_s = -\eta_s^j \tan(\theta_s) d \xi_s\]  

(8.10)

where \( \eta_s = n_s (\xi_s) \) and \( \theta_s = \theta_s (\xi_s) \). Transforming Eqs. (8.8) to the final independent variables \( \xi_s \) and \( z \), using Eqs. (8.9) and (8.10), one obtains

\[\begin{align*}
F_p z + (a_1 D_1 / D_2) (F-F_p) &= 0, \\
G_p z + (a_1 D_1 / D_2) (G-G_p) &= 0, \\
H_p \xi_s + (a_2 D_1 / D_2) (H-H_p) &= 0, \\
Q_p &= (D_20 / D_2_0) (D_30 / D_3) j / \xi_s \xi_s
\end{align*}\]  

(8.11)

where

\[\begin{align*}
D_1 &= n_s - n_b, \\
D_2 &= G_p G_p' (1-z) \tan(\theta_s) + z \tan(\theta_b), \\
D_20 &= -\tan(\theta_s) \\
D_3 &= (1-z) n_s + z n_b, \\
D_30 &= n_s
\end{align*}\]  

(8.12)

Equations (8.11) must be solved subject to the boundary conditions.
Equations (8.11) combine the main advantage of the Lagrangian description used by Probstein and Fassio [6] Waldman and Reinecke [7] and Spurk and Gerber [8] (i.e., that the flow variables can be determined from the solutions of ordinary differential equations) with the main advantage of the Eulerian description (i.e., that the shock surface and the body surface correspond to known values of the independent variable). In addition, the distance from the shock to the body is constant when the variable \( z \) is used, and Eq. (8.11e) which determines the density, is algebraic. For these reasons it is believed that Eqs. (8.11) are convenient for numerical work, and it is hoped that they will prove useful to future investigators concerned with problems of this type.

**NUMERICAL SOLUTIONS**

Equations (8.11a,b,c) can be solved simultaneously subject to Eqs. (8.13a,c,d) by any numerical method for initial value problems. In the present work a fourth-order Runge-Kutta routine was used. The same method was used to solve Eq. (8.11d) subject to Eq. (8.11b). Equation (8.11e) was solved by approximating the partial derivative appearing therein by a two-point backward difference quotient. The general axisymmetric body shape considered was

\[
\eta_b = BR(\xi); \quad R(0) = 0, \quad R(1) = 1 \tag{8.14}
\]

An approximate description of the gas flow field was obtained by employing expressions for \( F, G, \) and \( H \) similar to those suggested by Waldman and Reinecke [7] and by assuming that the shock surface could be represented by the equation \( \eta_s = SR(\xi) \) where \( R \) is the same function appearing in Eq. (8.14) and the quantity \( S/B \) is the same as that for a cone with
base-radius-to-length ratio $B$. (A more accurate description of the gas flow field could be used without affecting the solution procedure in any way, but this would necessitate numerical analysis of the gas-phase governing equations which the authors did not want to undertake in connection with the present work.) Numerical solutions were obtained for the specific body shapes

- $R = \xi^b$, (power law) \hfill (8.15)
- $R = (2\xi-C\xi^2)/(2-C)$, (parabolic series) \hfill (8.16)
- $R = ((\cos^{-1}(1-2\xi))/\pi)^b$, (Von Karman) \hfill (8.17)
- $R = (((1+B)^2-(2B(1-\xi))^2)^b-(1-B^2))/(2B^2)$, (ogive) \hfill (8.18)

where $b$ and $C$ are constants.

Numerical results are presented in Figure 34 for the local collection efficiency (the rate at which particulate mass is actually collected by the body surface divided by the rate that would exist in the absence of interphase momentum transfer)

$$E(\xi_b) = \left(\int_0^{\xi_b} C_{pb}(F_{pb}\tan(\theta_{pb})-G_{pb})n_{db}d\xi_b\right)/(\int_0^{\xi_b}\tan(\theta_{pb})n_{db}d\xi_b) \tag{8.19}$$

for bodies with a base-diameter-to-length ratio of one third. For all calculations presented, the perfect-gas specific heat ratio $\gamma = 1.4$, the free-stream Mach number $M_* = 10$, and the momentum transfer coefficient $a_1 = 1$. It can be seen that $E$ is a decreasing function of $\xi_b$ with the detailed shapes of the curves depending on the particular body to which the results correspond.
Chapter 9

CONCLUSION

In the present report a continuum theory of two-phase supersonic flow of a gas containing small particles has been formulated for the case of negligible particle-phase mass fraction. First, the governing equations for the particle phase were solved for flow past a right circular cone (or a plane wedge) at zero angle of attack. Approximate analytical solutions (valid only for thin shock layers) and exact numerical solutions of these equations were obtained. Secondly, the application of this procedure was applied again to the case of two-phase supersonic flow past a sphere (or a circular cylinder). Numerical solutions for this type of flow were found starting at the forward stagnation line of the air motion and marching downstream. Some calculations for the problem of flow past a wedge or circular cylinder were also carried out simply to show the comparisons of flow properties between plane and axisymmetric two-phase flows. Results having relevance to the estimation of cratering and erosion damage suffered by high-speed vehicles flying in the atmosphere and to the experimental determination of constants involved in the theory were presented graphically and discussed for these two different flow configurations respectively. The importance of nonnegligible particle-phase volume fractions and distributions of particle sizes within the particle phase were also discussed. Finally, two forms of the governing equations which facilitate the numerical solution of problems involving gas-particle flow past bodies having general symmetric shapes are discussed.
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## Table I.

### Stagnation-Point Collection

Efficiencies for distribution of particle sizes

<table>
<thead>
<tr>
<th>( R_1 )</th>
<th>( R_2 )</th>
<th>( R_3 )</th>
<th>( R_4 )</th>
<th>( R_5 )</th>
<th>( \eta )</th>
<th>( \eta(\tilde{g}_t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1=0.5, a_2=0.8, a_3=1, a_4=1.2, a_5=1.5 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.2</td>
<td>.2</td>
<td>.2</td>
<td>.2</td>
<td>.2</td>
<td>0.990</td>
<td>0.990</td>
</tr>
<tr>
<td>.1</td>
<td>.2</td>
<td>.4</td>
<td>.2</td>
<td>.1</td>
<td>0.990</td>
<td>0.990</td>
</tr>
<tr>
<td>.05</td>
<td>.15</td>
<td>.6</td>
<td>.15</td>
<td>.05</td>
<td>0.990</td>
<td>0.990</td>
</tr>
<tr>
<td>0</td>
<td>.1</td>
<td>.6</td>
<td>.1</td>
<td>0</td>
<td>0.990</td>
<td>0.990</td>
</tr>
<tr>
<td>.1</td>
<td>.2</td>
<td>.2</td>
<td>.4</td>
<td>.1</td>
<td>0.989</td>
<td>0.990</td>
</tr>
<tr>
<td>.1</td>
<td>.4</td>
<td>.2</td>
<td>.2</td>
<td>.1</td>
<td>0.990</td>
<td>0.990</td>
</tr>
<tr>
<td>.05</td>
<td>.15</td>
<td>.15</td>
<td>.6</td>
<td>.05</td>
<td>0.988</td>
<td>0.990</td>
</tr>
<tr>
<td>.05</td>
<td>.6</td>
<td>.15</td>
<td>.15</td>
<td>.05</td>
<td>0.991</td>
<td>0.990</td>
</tr>
</tbody>
</table>

| \( a_1=2.5, a_2=4.0, a_3=5.0, a_4=6.0, a_5=7.5 \) |
| .2 | .2 | .2 | .2 | .2 | 0.924 | 0.931 |
| .1 | .2 | .4 | .2 | .1 | 0.927 | 0.931 |
| .05 | .15 | .6 | .15 | .05 | 0.929 | 0.931 |
| 0 | .1 | .6 | .1 | 0 | 0.931 | 0.931 |
| .1 | .2 | .2 | .4 | .1 | 0.923 | 0.931 |
| .1 | .4 | .2 | .2 | .1 | 0.931 | 0.931 |
| .05 | .15 | .15 | .6 | .05 | 0.915 | 0.931 |
| .05 | .6 | .15 | .15 | .05 | 0.937 | 0.931 |

| \( a_1=1, a_2=3, a_3=5, a_4=7, a_5=9 \) |
| .2 | .2 | .2 | .2 | .2 | 0.909 | 0.931 |
| .1 | .2 | .4 | .2 | .1 | 0.913 | 0.931 |
| .05 | .15 | .6 | .15 | .05 | 0.924 | 0.931 |
| 0 | .1 | .6 | .1 | 0 | 0.929 | 0.931 |
| .1 | .2 | .2 | .4 | .1 | 0.908 | 0.931 |
| .1 | .4 | .2 | .2 | .1 | 0.925 | 0.931 |
| .05 | .15 | .15 | .6 | .05 | 0.900 | 0.931 |
| .05 | .6 | .15 | .15 | .05 | 0.939 | 0.931 |
### TABLE 1. (Continued)

<table>
<thead>
<tr>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_3$</th>
<th>$R_4$</th>
<th>$R_5$</th>
<th>E</th>
<th>$E(\bar{\sigma}_1)$</th>
</tr>
</thead>
</table>

**$a_1=8.5, a_2=8.8, a_3=9.0, a_4=9.2, a_5=9.5$**

| .2   | .2   | .2   | .2   | .2   | 0.774| 0.778   |
| .1   | .2   | .4   | .2   | .1   | 0.776| 0.778   |
| .05  | .15  | .5   | .15  | .05  | 0.777| 0.778   |
| 0    | .1   | .9   | .1   | 0    | 0.778| 0.778   |
| .1   | .2   | .2   | .4   | .1   | 0.772| 0.778   |
| .1   | .4   | .2   | .2   | .1   | 0.779| 0.778   |
| .05  | .15  | .15  | .6   | .05  | 0.769| 0.778   |
| .05  | .6   | .15  | .15  | .05  | 0.784| 0.778   |

**$a_1=8, a_2=8.5, a_3=9, a_4=9.5, a_5=10$**

| .2   | .2   | .2   | .2   | .2   | 0.761| 0.778   |
| .1   | .2   | .4   | .2   | .1   | 0.768| 0.778   |
| .05  | .15  | .6   | .15  | .05  | 0.772| 0.778   |
| 0    | .1   | .9   | .1   | 0    | 0.777| 0.778   |
| .1   | .2   | .2   | .4   | .1   | 0.758| 0.778   |
| .1   | .4   | .2   | .2   | .1   | 0.775| 0.778   |
| .05  | .15  | .15  | .6   | .05  | 0.750| 0.778   |
| .05  | .6   | .15  | .15  | .05  | 0.787| 0.778   |
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THEORETICAL ANALYSIS

The mathematical model for generating spherical elastic waves has
been described by Kinslow [2]. To summarize briefly, it is assumed that
there is a hollow, hemispherical cavity in the layer of material with its
center at the point of impact and that a time-varying pressure or forcing
function is applied to this imaginary cavity surface which generates
stress waves in the material. The pressure applied to the surface of
the cavity is an impulse described by the relation

\[ P = P_0 e^{-a_1 t} \]

where \( P_0 \) is the pressure, \( a_1 \) are decay constants, \( t \) is the time, and the
\( K_i \) are constants. In this report only two terms have been considered
and Eq. (1) reduces to

\[ P = P_0 (K_1 e^{-a_1 t} - K_2 e^{-a_2 t}) \]  

The propagation of spherical dilatational waves in a homogeneous,
isotropic material can be studied using the spherical wave equation

\[ \frac{\partial^2 \phi}{\partial t^2} = \frac{1}{c^2} \frac{\partial^2 \phi}{\partial r^2} \]

where \( \phi \) is a scalar displacement potential, \( c \) is the wave speed, and \( t \) is
time. The solution of Eq. (3) may be written as in [1]

\[ \phi = \frac{P_0 r_0}{\rho [\omega_0^2 + (c_0 - a)^2]} \cdot e^{-a_1 t} + e^{-a_2 t} (\cos \omega_0 t + \frac{a_0 - a}{\omega_0} \sin \omega_0 t) \]
where $P_o$ is peak pressure, $a$ is a time-decay constant, time $t$ is measured from arrival time of wave front, $r_o$ is radius of cavity, $\nu$ is Poisson's ratio, and

$$a_o = \frac{c(1-2\nu)}{r_o(1-\nu)}$$  \hspace{1cm} (5)

$$\omega_o = \frac{c(1-2\nu)^{\frac{3}{2}}}{r_o(1-\nu)}$$  \hspace{1cm} (6)

$$\tau = t-(r-r_o)/c$$  \hspace{1cm} (7)

$$c = (\lambda+2\mu)/\rho$$  \hspace{1cm} (8)

where $\lambda$ and $\mu$ are Lamé's constants and $\rho$ is the density of target material.

The radial and tangential stresses at a given point $P$ inside the target are given by the following relations

$$\sigma_r = (\lambda+2\mu) \frac{\partial u}{\partial P} + 2\lambda(\frac{\partial u}{\partial P})$$  \hspace{1cm} (9)

$$\sigma_{\theta} = \sigma_{\phi} = \lambda \frac{\partial u}{\partial r} + 2(\lambda+\mu)(\frac{\partial u}{\partial P})$$  \hspace{1cm} (10)

where $u = \frac{\partial \phi}{\partial r}$ is the particle displacement.

Consider the coordinate system of Figure 1. The location of an impact on a plane surface (the $x$-$y$ plane) is designated as $0_\perp$ and is given by the coordinates $(x_{01}, y_{01})$. The location of any point $P$ at which the principal stresses are desired is specified by the coordinates $(x, y, z)$ or $(P_X, P_Y, P_Z)$. For the computation of stresses resulting from an impact at $0_\perp$, the coordinates $(x_1, y_1, z_1)$ are employed, where

$$x_1 = P_X - X_{01}$$  \hspace{1cm} (11)

$$y_1 = P_Y - Y_{01}$$  \hspace{1cm} (12)

$$z_1 = P_Z$$  \hspace{1cm} (13)

The location of $P$ may also be specified by the coordinates $(r_1, \theta_1, \phi_1)$. 

The following derivation of the components of stress at point P are relative to the \( O_1 \) coordinate system. For the sake of simplicity the subscript is omitted from the following equations.

The relations between the \((x_1, y_1, z_1)\) and the \((r_1, \theta_1, \phi_1)\) coordinates are

\[
x = r \sin \phi \cos \theta \\
y = r \sin \phi \sin \theta \\
z = r \cos \phi
\]  

(14) \hspace{1cm} (15) \hspace{1cm} (16)

The direction cosines of the positive \( r \)-axis have components in the \((x, y, z)\) system as follows

\[
\cos(x, r) = \frac{\partial x}{\partial r} = \sin \phi \cos \theta \\
\cos(y, r) = \frac{\partial y}{\partial r} = \sin \phi \sin \theta \\
\cos(z, r) = \frac{\partial z}{\partial r} = \cos \phi
\]  

(17) \hspace{1cm} (18) \hspace{1cm} (19)

Similarly, the direction cosines of the tangential \( \theta \) and \( \phi \) axes are respectively

\[
\cos(x, t_\theta) = \frac{1}{r \sin \theta} \left( \frac{\partial x}{\partial \theta} \right) = -\sin \theta \\
\cos(y, t_\theta) = \frac{1}{r \sin \theta} \left( \frac{\partial y}{\partial \theta} \right) = \cos \theta \\
\cos(z, t_\theta) = 0
\]  

(20) \hspace{1cm} (21) \hspace{1cm} (22)

and

\[
\cos(x, t_\phi) = \frac{1}{r} \left( \frac{\partial x}{\partial \phi} \right) = \cos \phi \cos \theta \\
\cos(y, t_\phi) = \frac{1}{r} \left( \frac{\partial y}{\partial \phi} \right) = \cos \phi \sin \theta \\
\cos(z, t_\phi) = \frac{1}{r} \left( \frac{\partial z}{\partial \phi} \right) = -\sin \phi
\]  

(23) \hspace{1cm} (24) \hspace{1cm} (25)

where

\[
r = \sqrt{x^2 + y^2 + z^2} \\
\sin \phi = \sqrt{x^2 + y^2} / r \\
\cos \phi = z / r \\
\sin \theta = y / \sqrt{x^2 + y^2}
\]  

(26) \hspace{1cm} (27) \hspace{1cm} (28) \hspace{1cm} (29)
\[
\cos \theta = \frac{x}{\sqrt{x^2 + y^2}}
\] (30)

As the spherical wave propagates through the material, the radial and tangential stresses having values given by Eqs. (9) and (10), respectively, are shown acting on an elemental volume in Figure 2. At any point, \( P \), and for any time, the six cartesian components of stress relative to the \([o, x, y, z]_1 \) coordinate system may be computed from the following relations:

\[
[\sigma_x]_1 = [\sigma_{t0}\cos^2(x,t_0) + \sigma_{\phi}\cos^2(x,t_\phi) + \sigma_r\cos^2(x,r)]_1
\] (31)

\[
[\sigma_y]_1 = [\sigma_{t0}\cos^2(y,t_0) + \sigma_r\cos^2(y,r) + \sigma_{t\phi}\cos^2(y,t_\phi)]_1
\] (32)

\[
[\sigma_z]_1 = [\sigma_r\cos^2(z,r) + \sigma_{t0}\cos^2(z,t_0) + \sigma_{t\phi}\cos^2(z,t_\phi)]_1
\] (33)

\[
[\tau_{xy}]_1 = [\sigma_{t0}\cos(x,t_0)\cos(y,t_0) + \sigma_r\cos(x,r)\cos(y,r)]
\] + \[\sigma_r\cos(x,r)\cos(y,r)]_1
\] (34)

\[
[\tau_{yz}]_1 = [\sigma_{t0}\cos(y,t_0)\cos(z,t_\phi) + \sigma_r\cos(y,r)\cos(z,r)]
\] + \[\sigma_{t\phi}\cos(y,r)\cos(z,r)]_1
\] (35)

\[
[\tau_{zx}]_1 = [\sigma_r\cos(z,r)\cos(x,r) + \sigma_{t0}\cos(z,t_0)\cos(x,t_\phi)]
\] + \[\sigma_{t\phi}\cos(z,t_\phi)\cos(x,t_\phi)]_1
\] (36)

These components of stress resulting from each of the several impacts could be added as follows:

\[
\sigma_x = [\sigma_x]_1 + [\sigma_x]_2 + [\sigma_x]_3 + \ldots
\] (37)

\[
\sigma_y = [\sigma_y]_1 + [\sigma_y]_2 + [\sigma_y]_3 + \ldots
\] (38)

\[
\sigma_z = [\sigma_z]_1 + [\sigma_z]_2 + [\sigma_z]_3 + \ldots
\] (39)

\[
\tau_{xy} = [\tau_{xy}]_1 + [\tau_{xy}]_2 + [\tau_{xy}]_3 + \ldots
\] (40)

\[
\tau_{xz} = [\tau_{xz}]_1 + [\tau_{xz}]_2 + [\tau_{xz}]_3 + \ldots
\] (41)

\[
\tau_{yz} = [\tau_{yz}]_1 + [\tau_{yz}]_2 + [\tau_{yz}]_3 + \ldots
\] (42)
These six components of stress are now substituted in the following cubic equation:

\[ S^3 - (\sigma_x + \sigma_y + \sigma_z)S^2 + (\sigma_x\sigma_y + \sigma_y\sigma_z + \sigma_z\sigma_x - \tau_{xy}^2 - \tau_{yz}^2 - \tau_{zx}^2)S - \\
(\sigma_x\sigma_y\sigma_z - \sigma_x\tau_{yz}^2 - \sigma_y\tau_{zx}^2 - \sigma_z\tau_{xy}^2 + 2\tau_{xy}\tau_{yz}\tau_{zx}) = 0 \]  

(43)

The roots of this equation are the three principal stresses.

**DEFINITION OF VARIABLES**

**ALPHA(1) = a_1**, time-decay constant

**ALPHA(2) = a_2**, time-decay constant

**AMDA** = \( \lambda \), Lamé's constant

**C1** = \( \left(\frac{\lambda + 2\mu}{\rho}\right)^{\frac{1}{2}} \), dilatational wave speed

**C2** = \( \left(\frac{\mu}{\rho}\right)^{\frac{1}{2}} \), shear wave speed

**D** = Raindrop diameter

**E** = Young's modulus

**ICODE** = 1 for calling subroutine DATGEN to calculate \( P_0, a_1, a_2, \) and \( r_0 \)

**JCODE** = 1 for calling subroutine PRIDIR to calculate principal direction

for the maximum tensile stress

**JJJJ** = Problem number counter

**NINI** = Total number of problems to be run

**NUMBER** = Number of ALPHA terms used

**POWER** = Exponential power of the weighted function for peak pressure \( P_0 \)

**PR** = Poisson's ratio

**PSUBO** = \( P_0 \), peak pressure of cavity

**PX** = \( x \)-coordinate of point \( P \) where stress is to be calculated

**PXINC** = Increment of \( PX \)

**PXMAX** = Maximum value of \( PX \) to be incremented

**PY** = \( y \)-coordinate of point \( P \)
PYINC = Increment of PY
PYMAX = Maximum value of PY
PZ = z-coordinate of point P
PZINC = Increment of PZ
PZMAX = Maximum value of PZ
RHO = \(\rho\), density of radome material
RSUBO = \(r_0\), initial radius of cavity
SG(1) = Plus sign
SG(2) = Minus sign
TDELAY = Delay time
TIME = t, time variable
TINCR = Time increment
TMAX = Maximum time to be considered
TMIN = Initial time
TT = Target thickness
X1 = \(x_0 - PX\)
X01 = x-coordinate of impact cavity
Y1 = \(y_0 - PY\)
Y01 = y-coordinate of impact cavity
Z1 = PZ
ZR = Recess value of z to simulate normal pressure distribution caused by impact of a raindrop on surface of target

EXPLANATION OF SUBROUTINES
CARTST Calculates the cartesian components of the stresses at point P resulting from the direct and reflect waves.
DISCOS Determines the direction cosines between impact cavities and point P.
FULSE Calculates the radial and tangential stresses from the wave's equation.
THETA  Calculates the angles $\phi_1$ and $\phi_2$ as shown in Figure 3.

PRIDIR  Calculates the principal direction for maximum tensile stress.

DATGEN  Generates the values $P_0$, $r_0$, $a_1$, and $a_2$.

PRIST  Calculates the principal stresses.

CUBIC  Solution of a cubic equation.

QUAD  Solution of a quadratic equation.

**GUIDE FOR INPUT DATA**

<table>
<thead>
<tr>
<th>Card</th>
<th>Fortran Name and Column Number</th>
<th>Format and Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MINI  1 - 2 (Right justified)</td>
<td>(I2)</td>
</tr>
<tr>
<td>2</td>
<td>E     1 - 10</td>
<td>(3F10.0)</td>
</tr>
<tr>
<td></td>
<td>RHO   11 - 20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PR    21 - 30</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>PX     1 - 10</td>
<td>(4F10.0)</td>
</tr>
<tr>
<td></td>
<td>PY     11 - 20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PZ     21 - 30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ZR     31 - 40</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>PXINC  1 - 10</td>
<td>(6F10.0)</td>
</tr>
<tr>
<td></td>
<td>PXMAX  11 - 20</td>
<td>These six values</td>
</tr>
<tr>
<td></td>
<td>PYINC  21 - 30</td>
<td>increment the initial</td>
</tr>
<tr>
<td></td>
<td>PYMAX  31 - 40</td>
<td>coordinates given in</td>
</tr>
<tr>
<td></td>
<td>PZINC  41 - 50</td>
<td>card 3</td>
</tr>
<tr>
<td></td>
<td>PZMAX  51 - 60</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>TT     1 - 10</td>
<td>(F10.0)</td>
</tr>
<tr>
<td>6</td>
<td>POWER  1 - 10</td>
<td>(F10.0, 2I5, 2F10.0)</td>
</tr>
<tr>
<td></td>
<td>ICODE  11 - 15 (Right justified)</td>
<td>Omit cards 7, 8, 9 if</td>
</tr>
<tr>
<td></td>
<td>JCIDE  16 - 20 (Right justified)</td>
<td>ICODE = 1</td>
</tr>
<tr>
<td></td>
<td>V      21 - 30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>D      31 - 40</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>NUMBER 1 - 2 (Right justified)</td>
<td>(I2, 2F10.0)</td>
</tr>
<tr>
<td></td>
<td>PSUBO  3 - 12</td>
<td>Omitted if ICODE = 1</td>
</tr>
<tr>
<td></td>
<td>RSUBO  13 - 22</td>
<td>repeated for each impact location if ICODE ≠ 1</td>
</tr>
<tr>
<td>8</td>
<td>ALPHA(1) 1 - 10</td>
<td>(2F10.0)</td>
</tr>
<tr>
<td></td>
<td>SG(?)  11 - 20</td>
<td>Omitted if ICODE = 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>repeated for each impact location if ICODE ≠ 1</td>
</tr>
</tbody>
</table>
9  ALPHA(2) 1 - 10  (2F10.0)
   SG(2) 11 - 20  Omitted if ICODE = 1
                  repeated for each
                  impact location if
                  ICODE ≠ 1

10  XOL 1 - 10  (3F10.0)
    YOL 11 - 20  Repeated for each
    TDELAY 21 - 30  impact location

Cards 7, 8, 9, and 10 are repeated for each impact location if ICODE ≠ 1.
Otherwise only card 10 is repeated.

Last Card  TMIN 1 - 10  (3F10.0)
          TINCR 11 - 20
          TMAX 21 - 30

FLOW CHART

START

READ MATERIAL CONSTANTS,
LOCATION OF POINT WHERE
STRESS IS TO BE CALCULATED

ICODE = 12  YES
            CALL DATGEN AND
            READ XOL, YOL, TDELAY

NO

9000 READ DATA FOR
EACH IMPACT POINT

CALCULATE COORDINATES DATA

9001 READ TIME DATA

9002 CALCULATE GEOMETRY OF
EACH IMPACT POINT

CALL THETA

α
CALL DIRCOS INCIDENT WAVE.

CALL DIRCOS REFLECTED WAVE

9003 CALCULATE TIME FOR EACH WAVE TO REACH THE POINT

9004 CALCULATE REFLECTION COEFFICIENT

9005 MAKE ALL NORMAL AND SHEAR STRESSES EQUAL ZERO AT BOUNDARY

230 BEGIN SOLUTION AT MINIMUM TIME

9006 DO FOR ALL IMPACT POINTS

TEST FOR INCIDENT WAVE REACHING POINT

YES

CALL PULSE FOR EACH ALPHA TERM

CALL CARTST CALCULATE CARTESIAN STRESS COMPONENTS

NO
TEST FOR REFLECTED WAVE REACHING POINT

CALL PULSE
CALL CARTST

9007 ADD NORMAL AND SHEAR STRESSES DUE TO EACH IMPACT

CALL FRIST
CALL CALCULATE PRINCIPAL STRESSES

YES

CALL PRIDIR

IS TIME < TMAX

YES

INCREMENT PZ

IS PZ > PZMAX

YES

INCREMENT PX

IS PX > PXMAX

YES

INCREMENT PY

IS PY > PYMAX

YES

END

SET TIME EQUAL TMIN

CALCULATE COORDINATES BETWEEN IMPACTS AND POINT
DISCUSSION OF THE PROGRAM

The computer program is composed of the mainline program and nine subroutines. The mainline program is divided into three basic DO loops. The first DO loop reads the load functions and coordinate location of the impact points. The second DO loop computes the geometrical relations between the impact locations and the point where the stresses are to be calculated. The third DO loop calculates the normal and shear stresses due to each impact. The principal stresses and directions are then calculated and the computer goes through a series of logical comparisons to determine if another solution is desired for a different time or location.

The detailed discussion of the program will begin with the mainline program and will be referenced to the various comment statements and statement numbers.

The program is limited to an analysis using twenty impact locations. This number can be increased by merely changing the dimension size of the variables in the dimension statements. The number of Alpha exponents as given in Eq. (1) is limited to two, but can be increased by increasing the dimensions of Alpha and Sg.

The statements which appear as SIN(X) = DSIN(X) merely change the standard library functions to double precision.

The first READ statement defines Young’s modulus, material density, and Poisson’s ratio (E, RHO, PR) which are constant for any given material. The second data card contains the actual number of impacts (IMPACS). The third data card gives the coordinate location of the point where the stresses are to be calculated, (PX, PY, PZ), as illustrated in Eqs. (11) through (13) and Figure 1, and ZR, the recess value of Z, to simulate the normal pressure distribution of a raindrop. The fourth data card allows
the coordinate location of FX, FY, or FZ to be changed in order to calculate stresses at more than one point. The fifth data card contains the target thickness (TT) which is the thickness of the layer of material. The sixth data card specifies POWER, which allows the peak pressure \( P_0 \) at each impact cavity to be weighted, and ICODE, JCODE, V, and D. Subroutine DATGEN will be called to generate the values of \( P_0, r_c, a_1, \) and \( a_2 \) if ICODE = 1. Subroutine PRIDIR will be called to determine the principal direction of the maximum tensile stress if JCODE = 1. V is the velocity of the radome in ft/sec. D is raindrop diameter in mm.

If ICODE ≠ 1, additional data cards are read in the first DO loop, which ends at statement 500. There are four data cards for each impact location: the first contains NUMBER, which is the number of Alpha terms in Eq. (1); PSUB0, the pressure \( P_0 \) in Eq. (1); and RSUB0 the radius of the spherical cavity, \( r_c \). The following data cards are determined by NUMBER. For Eq. (2), NUMBER is equal to 2; therefore, two data cards follow—the first contains \( a_1 \) and \( K_1 \), the second contains \( a_2 \) and \( K_2 \) corresponding to Eq. (2). These quantities are named ALPHA \((I,J)\) and SG\((I,J)\) in the program. If both \( K_1 \) and \( K_2 \) in Eq. (2) are equal to one, then SG\((1,J)\) = 1 and SG\((2,J)\) = -1. The next data card contains the location of the impact cavity \((XO1,YO1)\) as given in Eqs. (11) and (12) and TDELAY which is the delay time for that cavity. If TDELAY is zero for all impacts, they will occur simultaneously; however, by specifying a positive delay time, the impacts may occur at random times. This sequence of data cards is repeated for each impact.

The remaining data card contains the time at which the solution should begin \((TMIN)\), the time increment for intermediate solutions \((TINCR)\), and the maximum time \((TMAX)\). It should be noted that time quantities are entered in units of microseconds; hence, each time quantity is multiplied by \(10^{-6}\). Similarly, \( a_1 \) and \( a_2 \) are multiplied by \(10^6\).
The second DO loop ends on statement 501 and generates the geometrical relations for each impact location. The first statement in the DO loop determines R1 given by Eq. (26). Subroutine THETA then calculates the angles $\phi_1$ and $\phi_2$ as illustrated in Figure 3. These angles are named T1 and T2, respectively, in the subroutine. The value of Z2 (Figure 3) is calculated for later use. In Figure 3, the point $O'$ is the location of the spherical cavity which generates the reflected wave. This technique of solution is discussed in detail by Kinslow [3].

The subroutine DIRCOS is called next to determine the direction cosines for the impact cavity on the surface of the layer and then called again to calculate the direction cosines for the fictitious cavity, $O'$, which generates the reflected dilatational wave. The subroutine DIRCOS corresponds directly to Eqs. (17) through (30). The notation in the mainline program may be interpreted as CXT1 meaning $\cos(X,\theta)$ where the 1 denotes the cavity on the surface, CXT2 denotes $\cos(X,\theta)$ for the fictitious cavity at $O'$ (Figure 3).

The pressure input can be modified after the $\cos \phi$ has been calculated in subroutine DIRCOS for the cavity on the surface. The pressure input $P_0$ can be weighted as

$$P_0 = P_0(\cos \phi_1)^P$$  \hspace{1cm} (44)

where $P$ is the quantity called POWER in the program. Equation (44) appears in the program as

$$PSUB0(J) = (CZT1(J))^P \cdot POWER$$

If this modification is not desirable, POWER may be read in as zero.

The quantities T1STRT and T2STRT are the times required for the incident wave and reflected wave to reach point $P$, respectively. The quantities ALSUX and WLSUBO denote $\alpha_o$ and $\omega_o$ respectively (see Eqs. (5) and (6)). The
reflection coefficients are calculated next according to the theory developed by Kinslow [3]. The equations (31 and 32) given by Kinslow [3] are

\[1 + \overline{K}_1[1 + (1-2\nu)\cos2\phi_2] + 2\overline{K}_2(1-\nu)\sin2\phi_s = 0\]

and

\[1 - \overline{K}_1[(1-2\nu)\sin2\phi_2] + 2\overline{K}_2(1-\nu)\cos2\phi_s = 0\]

where \(\overline{K}_1\) is COEFF1 the reflection coefficient for the dilatational wave, \(\overline{K}_2\) is COEFF2 the reflection coefficient for the reflected shear wave, \(\phi_2\) is defined in Figure 3, and \(\phi_s\) is the corresponding angle of reflection for a shear wave. The shear wave has been omitted in the analysis; hence, \(\phi_s\) is not illustrated in Figure 3 and COEFF2 is not used in the program, except to calculate COEFF1. Note that the value of \(\phi_2\) is calculated in the subroutine THETA and is designated T2 in that subroutine; but appears as T1 in the mainline program.

The next sequence of statements merely initializes all radial and tangential stresses to zero.

The third DO loop, which ends at statement 502, contains the necessary operations to calculate the stresses. First, the time (TAU1) is calculated, which is the real time minus the time required for the wave to reach the point, minus the delay time. The subroutine PULSE is called twice, in a DO loop ending at statement 11, once for the \(a_1\) term and once for the \(a_2\) term. SR1 and ST1 are the radial and tangential stresses calculated in subroutine PULSE. The subroutine CARTST is then called to calculate the cartesian components of stress. Subroutine CARTST relates to Eqs. (31) through (36). Next, the computer will calculate the time (TAU2) required for the reflected dilatational wave to reach the point. If the reflected wave has reached the point in question, subroutine PULSE is
again used to calculate the radial and tangential stresses. If TAU2 is negative, indicating that the reflected wave has not reached the point, the computer will bypass the stress calculation. If the reflected wave is to be included, the stresses calculated in subroutine PULSE are multiplied by the proper reflection coefficient and subroutine C:RTST is called to calculate the stresses in the cartesian coordinate system.

The next DO loop, ending on statement 503, sums up all the stresses due to multiple impacts at a given time according to Eqs. (37) through (42). Subroutine PRIST is called, and the principal stresses are calculated by solving for the roots of Eq. (43). The principal stresses are then printed, along with other identifying information, and the computer will compare the time for the calculation just completed with the maximum time (TMAX) to determine if another solution is desired. If the time comparison indicates that TMAX has been reached, the computer will test the current value of PZ against PZMAX to determine if additional solutions are desired. If so, PZ is increased by PZINC and the time is set equal to TMIN, and new solutions are obtained for each time increment. If PZ is equal to PZMAX, a comparison is made using PX and PXMAX, then a comparison using PY and PYMAX. If PZ, PX, and PY have reached their maximum values, the computer calls the EXIT routine and ends.
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LISTING OF THE COMPUTER PROGRAM

SPHERICAL WAVE PROPAGATION

IMPLICIT REAL*8(A-H,O-Z)

LIMIT OF IMPACT POINTS IS 20

NUMBER OF ALPHA EXPONENTS IN EACH INPUT FUNCTION IS 2

COMMON/CONT/RX,RY,PZ,IMPAC
COMMON R2SUBO(20),R3SUBO(20),ALPHA(2,20),X1(20),Y1(20),Z1
2(20),TDELAY(20),PSAVE(20)
DIMENSIONR1(20),SBE(20),ST1(20),STE(20),Z2(20)
DIMENSIONR1(20),RTY(20),T10(20),T20(20),RZ(20)
DIMENSION16TRT(20),T26TRT(20),ALSUBO(20),ALSUBO(20)
1,COEFF1(20),COEFF2(20)
DIMENSIONZ1E(20),EY1(20),Z1(20),TXY1(20),TYZ1(20)
1,TXZ1(20)
DIMENSIONSEX(20),SBE(20),S2E(20),TXE(20),TYE(20)
1,TXZ2(20)
DIMENSIONCXT(20),CYT1(20),C21(20),CXT1(20),CYP1(20)
1,CZP1(20),CZ1(20),CYR1(20),CZR1(20),CXT2(20),CYT2(20)
2,CZT2(20),CXP2(20),CYP2(20),CZP2(20),CXR2(20),CYR2(20)
3,CZR2(20)

SIN(X)=DSIN(X)
COS(X)=DCOS(X)
ATAN(X)=DATAN(X)
SINT(X)=DSINT(X)
EXP(X)=DEXP(X)
ABS(X)=DABS(X)
AR SIN(X)=DASIN(X)

NOTE: "JJJ" AND "VINI" constitute a counter for ease
of operation.

"VINI" is the number of problems to be run.
READ(*,130) NIVI
JJJ=1

READ YOUNGS (4D+, DENSITY, POI+, RATIO
CONTINUE
WRITE(6,51) JJJ, VINI
51 FORMAT(1X,6X,THIS IS PROBLEM,5S, 6X, 'OF', 5X, 1X, 'PROBLEMS:','/\')

IF E = 500 000.0 AND RHO= 0.00011 ARE ENTERED ON DATA
INPUT CARDS I
THIS PROGRAM, THEN THE COMPUTER ASSUMES:

E = 500 000.0 PSI
AND RHO = 0.11 X 10**9 (LB)/MICROSEC
READ(5,250) E,RHO,PH
250 FORMAT(6F10.0)
WRITE (6,121) E,RHO,PH
WRITE(6,3016)
C
C2 IS THE SHEAR WAVE SPEED
C2=SQRT(E/(2.*RHO*(1.+PR)))
C1 IS THE DILATATIONAL WAVE
C
C1=SQRT(E*(1.+PR)/(RHO*(1.+PR)*(1.-2.*PR)))
LAMDA
LAMDA=E*PR/(1.+(1.+PR)*(1.-2.*PR))
C
Q IS THE SHEAR MODULUS
Q=E/(2.+(1.+PR))
C3=C1/C2
121 FORMAT (1X,'E='1G15.8,' RHO='1G15.8,' POISSON ','1 RATIO='1G15.8)
C
READ IMPACT CAVITIES <THE ACTUAL NO. OF IMPACT CAVITIES
READ(6,130) IMPACT
130 FORMAT(12)
READ (5,250) PX, PY, PZ, ZR
C
PX, PY, LOCATE THE POINT WHERE THE
C
STRESS IS TO BE
C
DETERMINED
PKONE=PX
PZ=PZ+ZR
PYONE=PY
PZONE=PZ
READ(5,250) PXINC, PXMAX, PYINC, PYMAX, PZINC, PZMAX
OUTPUT(6) PXINC, PXMAX
OUTPUT(6) PYINC, PYMAX
OUTPUT(6) PZINC, PZMAX
PZMAX=PZMAX+ZR
C
TT IS THE TARGET THICKNESS
READ (5,250) TT
WRITE (6,3016)
WRITE(6,3004) TT
TT=TT+ZR
3004 FORMAT(1,'BOX' TARGET THICKNESS'G15.8/
1IF(TT>LT,PZ) WRITE(6,4999) GO TO 505
4999 FORMAT(1X,'POINT P LOCATED OUTSIDE OF TARGET, CHECK
1 INPUT DATA ')
C
C
C
BOUNDARY TEST
C
TO SEE IF PMAX IS GREATER THAN OR EQUAL TO TT, WITH
C
CORRECTION
C
IF(PZMAX GT TT) GO TO 2995
GO TO 2999
2995 WRITE(6,2996)
2996 FORMAT(1X,' PZMAX GT TT AND IS NOW CORRECTED/')
WRITE(6,2996) TT
2998 FORMAT(1X,' THE CORRECTED VALUE OF PZMAX IS: ',F10.3)
2999 PZMAX = TT = 0.0000001
C
C
2999 CONTINUE
WRITE(6,3016)
READ(5,252) POWER,ICODE,JCODE,VD
252 FORMAT(F10.0,2F10.0)
WRITE(6,3000) POWER
WRITE(6,3016)
WRITE(6,3000)
WRITE(10,3000)
3000 FORMAT(1X,' 20X'POWER=P5UBO WEIGHING FUNCTION=' F5.2)!
3001 FORMAT(1X,' 2X'IMPACT'98X'DELAY TIME')
3002 FORMAT(1X,' 1X'LOCATION'11X'XO'11X'YO')
12X'PSUBO'12X'RRUB
3003 FORMAT(1X,' 8X'ALPHA smoothing function')
3004 IF(ICODE.EQ.1) CALL DATGEN(VD) GO TO 9001
9000 DO500 J=1,IMPACS
C
READ PRESSURE INPUT, CAVITY RADIUS, NUMBER OF C
ALPHA TERMS
READ (5,101)NUMBER(J),P5UBO(J),R5UBO(J)
101 FORMAT(2F10.0)
P5AVE(J) = P5UBO(J)
LIMIT=NUMBER(J)
DO 40 I=1,LIMIT
READ(5,250) ALPHA(I,J),EG(I,J)
40 ALPHA EXPONENTS MUST BE IN
C
ACTUAL TIME
40 ALPHA(I,J) = ALPHA(I,J) * 1000000
C
READ COORDS. OF IMPACT POINT
READ (5,250) XO1(J),YO1(J),TDELAY(J)
C
XO1 AND YO1 LOCATE THE POINT OF IMPACT
X1(J) = PX=XO1(J)
Y1(J) = PY=YO1(J)
Z1(J) = PZ
WRITE(6,3030)J,XO1(J),YO1(J),P5UBO(J),R5UBO(J),ALPHA(1
1,J),ALPHA(2,J), TDELAY(J)
C
DELAY TIME MUST BE IN REAL TIME
TDELAY(J) = TDELAY(J) * 1.0E-06
500 CONTINUE
C
STATEMENT 500 ENDS THE LOOP WHICH READS THE LOAD C
FUNCTIONS
AND COORDINATES

READ MINIMUM TIME, TIME INCREMENT AND
MAX TIME
9001 READ(5,250) THIN, TINCR, TMAX
WRITE(6,3016)
3016 FORMAT(' ',/)
OUTPUT(6) THIN, TINCR, TMAX

TINCR CHECK!
TO SEE IF TINCR EQUALS ZERO AND LIKewise FOR TMAX....
IF(TMAX+EQ.0.0) GO TO 2500
GO TO 2501
2500 TMAX= THIN+ 0.001
2501 CONTINUE
IF(TINCR+EQ.0.0) GO TO 2502
GO TO 2503
2502 TINCR= 0.001
2503 CONTINUE

CORRECT TIME MUST BE IN MICROSECONDS
THIN=THIN*1.0E-06
TINCR=TINCR*1.0E-06
TMAX=TMAX*1.0E-06
506 CONTINUE
9002 DO 501 J=1,IMPACS
R1(J)=SQRT(X1(J)*X1(J)+Y1(J)*Y1(J)+Z1(J)*Z1(J))
IF(R1(J)+LT+R8UB0(J)) GO TO 31
CALC THEETA(R1(J),RXY(J),X1(J),Y1(J),Z1(J),T1D(J),T2D
1(J),R2(J),T1,J1,Z2(J))
CALLDIRCOB(X1(J),Y1(J),Z1(J),R1(J),RXY(J),CXT1(J),CYT1
1(J),CZT1(J),CXP1(J),CYP1(J),CZP1(J),CXR1(J),CYR1(J)
2,CR1(J))
MODIFY PSHOH
PSUB0(J)=PSAVE(J)*(CR1(J)**POWER)
CALLDIRCOB(X1(J),Y1(J),Z2(J),R2(J),RXY(J),CXT2(J),CYT2
1(J),CZT2(J),CXP2(J),CYP2(J),CZP2(J),CR2(J),CYR2(J)
2,CR2(J))
TIME FOR FIRST COMPRESSION WAVE TO REACH
9003 T1STR(T(J))=(R1(J)-R8UB0(J))/C1
TIME FOR REFLECTED WAVE TO REACH POINT P
T2STR(T(J))=(R2(J)-R8UB0(J))/C1
DUM=(1.*2.*PR)/(1.*PR)
SUBROUTINE PULSE
ALSUBO(J)=DUM+C1/RSUBO(J)
DUM=SQRT(1.+2.*PR)/(1.+PR)
WLSUBO(J)=DUM+C1/RSUBO(J)

CALCULATE REFLECTION COEFFICIENTS COEFF1 AND COEFF2

9004 AK=1.*T1+2.*PR)*COS(2.*T1))
ST3=SQRT(T1)/C3
TS=ASIN(ST3)
  BK=2.*SIN(2.*TS)/(1.+PR)
  CK=1.:+2.*PR)*SIN(2.*T1)
  DK=2.*COS(2.*TS)/(1.+PR)
COEFF2(J)=2.*CHI/(DK+1.*CK/AK)
COEFF1(J)=1.*COEFF2(J)/AK

501 CONTINUE

STATEMENT 501 ENDS THE LOOP WHICH CALCULATES THE GEOMETRY OF THE IMPACT POINTS

BEGIN SOLUTION WHEN FIRST WAVE REACHES POINT P

230 TIME=TMIN
IF(TMAX-TMIN)/T4VR LT 5 GO TO 519
WRITE(6,3015)

3015 FORMAT(11)
GO TO 520

519 WRITE(6,800)
800 FORMAT(14/8X)
520 PZ=ZP-ZR
WRITE(6,1301) ZR
1301 FORMAT(15X RECESS VALUE OF Z = 'F10.5')
WRITE(6,3005) PX,PY,PZ
3005 FORMAT(1'4X'PX='F8.3'PY='F8.3'PZ='F8.3'
4X'TIME'7X'BX'9X'BZ'8X'TXY'8X'TYZ'8X'TZK'9X'T
21'9X'P2'9X'P3'4X'SHEAR'2X'THETA'2X'PHI')
$BM_{max} = 0$.
$BM_{max} = 0$.
$BM_{max} = 0$.
$BM_{max} = 0$.
$30$ CONTINUE

$9006$ DO $502$ $J=1$, IMPAC
$SR1(J)=0$
$SR2(J)=0$
$ST1(J)=0$
$ST2(J)=0$
$TAU=TIME-T1=STR1(J)-TDELAY(J)$
IF (TAU) $502, 31, 21$
IF TAU I$8$ NEGATIVE THE WAVE HAS NOT
REACHED THE POIN
$21$ CONTINUE
NUM=NUMBER(J)

NUMBER DEFINES THE NUMBER OF ALPHA TERMS
IN EACH

INPUT FUNCTION
DO $11$ I=1, NUM
ALPH=ALPHA(I, J)
CALLPULSE(ALPH, PSUBO(J), RSUBO(J), WLSUBO(J), ALSUBO(J))
RHO, TAU1, C1, R1(J), G, AMDA, U, V, W, SRR, STT
$BR1(J)=BR1(J)+BG(I, J)+SRR$
$11$ ST1(J)=ST1(J)+BG(I, J)+SRR
CALLCARTST(BR1(J), ST1(J), ST2(J), CXR1(J), CYR1(J), CZR1
I(J), CX11(J), CY11(J), CZ11(J), CXP1(J), CYP1(J), CZP1(J)
$2, 3X1(J), SY11(J), BZ1(J), TXY1(J), TYZ1(J), TXZ1(J))$
$13$ $TAU=TIME-T2=STR2(J)-TDELAY(J)$
IF (TAU) $502, 113, 113$
$113$ CONTINUE
DO $14$ I=1, NUM
ALPH=ALPHA(I, J)
CALLPULSE(ALPH, PSUBO(J), RSUBO(J), WLSUBO(J), ALSUBO(J))
RHO, TAU2, C1, R1(J), G, AMDA, U, V, W, SRR, STT
$BR2(J)=BR2(J)+BG(I, J)+SRR$
$14$ ST2(J)=ST2(J)+BG(I, J)+SRR
$BR2(J)=BR2(J)+COEFF1(J)$
$ST2(J)=ST2(J)+COEFF1(J)$
CALLCARTST(BR2(J), ST2(J), ST2(J), CXR2(J), CYR2(J), CZR2
I(J), CX21(J), CY21(J), CZ21(J), CXP2(J), CYP2(J), CZP2(J)
$2, 3X2(J), SY2(J), BZ2(J), TXY2(J), TYZ2(J), TXZ2(J))$
$12$ CONTINUE
$502$ CONTINUE
$SXTOT=0$
$SYTOT=0$
$SZTOT=0$
$TXYTOT=0$
$TZYTOT=0$
TZTOTA0

9007 DO 503 J=1,IMPACS
SX=STT=SXTOT=STX1(J)+STX2(J)
SY=STT=SYTOT=SY1(J)+SY2(J)
SZ=STT=SZTOT=SZ1(J)+SZ2(J)
TX=STT=TXYTOT=TXY1(J)+TXY2(J)
TY=TZTOT=TYZ1(J)+TYZ2(J)
TZ=TZTOT=TZXTOT=TZX1(J)+TZX2(J)

503 CONTINUE
IF(SX=STT. EQ. 0.0) .AND. (SY=STT. EQ. 0.0) .AND. (SZ=STT. EQ. 0.0) GO TO 20

1 TO 20
SX=STT=SXTOT
SY=STT=SYTOT
SZ=STT=SZTOT
IF(SX=STT. EQ. 0.0) .AND. (SY=STT. EQ. 0.0) .AND. (SZ=STT. EQ. 0.0) GO TO 504

CALL PRINT(SX,STT,SX=STT,SYTOT,TXYTOT,TYZTOT,TZXTOT,P1,P2
1,P3,P4,P5,PH1)

504 CONTINUE
IF(JCODE=EQ.0) P=O.O Go TO 601

CALL PRINT(SX,STT,SX=STT,SYTOT,TXYTOT,TYZTOT,TZXTOT,P1,P2
1,P3,P4,P5,PH1)

601 CONTINUE
WRITE THE PRINCIPAL STRESSES AND TIME
TIME=TIME+TIMEC
IF(TIME=TIME. GT. 1.0) GO TO 20

WRITE(6,2000) TIME,SX=STT,SYTOT
1,TXYTOT,TYZTOT,TZXTOT,P1,P2,P3,P4,P5,PH1,PH2

2000 FORMAT((' F7.3,F10.11,F2,F7.2))

20 CONTINUE
TIME=TIME+TIMEC
IF(TIME=TIME. GT. 32.31,31)

32 CONTINUE
IF(SX=SXTOT. LT. SXMAX) SXMAX=SXTOT
IF(SX=SXTOT. LT. SXMAX) SXMAX=SXTOT
IF(SY=STT. LT. SYMAX) SYMAX=STT
IF(SY=STT. LT. SYMAX) SYMAX=STT
IF(SZ=SZTOT. LT. SZMAX) SZMAX=SZTOT
IF(SZ=SZTOT. LT. SZMAX) SZMAX=SZTOT
GO TO 30

31 CONTINUE
IF(SZMAX. EQ. 0.0) GO TO 6100

WRITE(6,6003) SZMAX

6003 FORMAT(' THE MAX. COMPRESSION STRESS = F20.5)
WRITE(6,6004)

6004 FORMAT(' THE MAX. TENSILE STRESSES: F20.5)
WRITE(6,6001) SXMAX,SYMAX

6001 FORMAT('SXMAX= F20.5,SYMAX= F20.5)

6100 CONTINUE
IF(PZINC EQ 0.0) GO TO 508
IF(PZ EQ PZMAX) GO TO 508
PZ=PZ+PZINC
IF(PZ 1E-0) GO TO 500
PZ=TT
500 GO TO 511
508 IF(PX EQ PXMAX) GO TO 509
IF(PXINC EQ 0.0) 30 TO 509
PX=PX+PXINC
509 IF(PY EQ PYMAX) GO TO 505
IF(PYINC EQ 0.0) 30 TO 505
PY=PY+PYINC
PX=PXONE
PY=PZONE
511 DO 500 J=1, IMPACB
X(I,J)=PX=XYJ(J)
Y(I,J)=PY=XYJ(J)
507 Z(I,J)=PZ
505 JJJ= JJJJ+1
IF(JJJJ EQ NI+1) GO TO 53
CALL EXIT
END
IMPLICIT REAL*8(A-H, O-Z)
SUBROUTINE CARTSS(6R,ST,SP,CXR,CYR,CZR,CXTT,CYTT,CZTT,
1,CXTP,CYTP,CZTP,SR,SY,BZ,TXY,TYZ,TZK)
SUBROUTINE TO CALCULATE THE CARTESIAN COMPONENTS
OF STRESS EQUATIONS 4.32 THROUGH 4.37
BX=ST*CXTT+2*SP*CXTP+2*SR*CXR+2
BY=ST*CYTT+2*SP*CYTP+2*SR*CYR+2
BZ=ST*CZTT+2*SP*CZTP+2*SR*CZR+2
TXY=ST*CXTT*CYTT*SP*CXTP*CYTP*BR*CXR*CYR
TYZ=SP*CYTP*CZTP*SR*CYR*CZR*ST*CYTT*CZTT
TZK=SR*CZR*CXR+ST*CZTP*CXTP*SP*CZTT*CXTT
RETURN
END
IMPLICIT REAL*8(A-H, O-Z)
SUBROUTINE DIRECS(X1,Y1, Z1, XR,XY, CXTT, CYTT, CZTT, CXTP,
1, CYTP, CZTP, CXR, CYR, CZR)
SUBROUTINE TO CALCULATE DIRECTION COSINES BETWEEN
THE IMPACT POINT AND MATERIAL POINT
THE COORDINATES X1, Y1, Z1 IN MAINLINE
ARE USED
EQUATIONS 4.27 THROUGH 4.31 WILL BE
EVALUATED
IF(X1 EQ 0.0 AND Y1 EQ 0.0) CXTT=1.0; CYTT=0.0; CZTT=0.0; CXT
$\text{17P}=0; \text{CYTP}=1; \text{CTP}=0; \text{CXR}=0; \text{CYR}=0; \text{CZT}=1; \text{GO TO 5}$
$\text{SINP}=RXY/R1$
$\text{COSP}=Z1/R1$
$\text{3 SINT}=Y1/RXY$
$\text{COST}=X1/RXY$
$\text{CTT}=\text{SINT}$
$\text{CYTP}=\text{COST}$
$\text{CZTP}=0;$
$\text{CXTP}=\text{COSP}*\text{COST}$
$\text{CYTP}=\text{COSP}*\text{SINT}$
$\text{CTTP}=\text{SINP}$
$\text{CXR}=\text{SINP}*\text{COST}$
$\text{CYR}=\text{SINP}*\text{SINT}$
$\text{CZR}=\text{COSP}$
$\text{5 CONTINUE}$
$\text{RETURN}$

$\text{1 END}$
$\text{IMPLICIT REAL*8(A,H,Q,Z)}$
$\text{SUBROUTINE PULSE(ALPHA,PSUBO,AS,WSUBO,ASUBO,RHO,TAU,C1)}$
$\text{1 R, RMDA, U, V, W, SBT)}$
$\text{SIN(X)}=\text{SGIN(X)}$
$\text{COS(X)}=\text{DCOS(X)}$
$\text{ATAN(X)}=\text{Datan(X)}$
$\text{SQR(X)}=\text{DQR(X)}$
$\text{EXP(X)}=\text{DEP(X)}$
$\text{ABS(X)}=\text{DABS(X)}$
$\text{ARCSIN(X)}=\text{DASIN(X)}$
$\text{ASB}=\text{WSUBO} * \text{WSUBO} * (\text{ASUBO}=\text{ALPHA}) * (\text{ASUBO}=\text{ALPHA})$
$\text{AA}=\text{SRT(ASB)}$
$\text{BETA}=\text{ARCSIN}(\text{ASUBO}=\text{ALPHA})/\text{AA}$
$\text{B=PSUBO} A / (\text{RHO} * \text{ASB} * \text{WSUBO})$
$\text{IF (ALPHA TAU GE 174 DO 10 C=O DO 10 GO TO 11}$
$\text{C=WSUBO} / \text{EXP( ALPHA} TAU)$
$\text{11 CONTINUE}$
$\text{EAT=EXP(ASUBO TAU)}$
$\text{WHBETAS}=\text{WSUBO} TAU=\text{BETA}$
$\text{D=AA} * \text{COS(WHBETAS)} / \text{EAT}$
$\text{H=AA} * \text{WSUBO} \text{SIN(WHBETAS)} / \text{EAT}$
$\text{H2=H2}+1 \text{(C)}$
$\text{F=ALPHA} * C + \text{ASUBO} D * H$
$\text{Q=ALPHA} + \text{ALPHA} + C + (\text{WSUBO} * \text{WSUBO} = \text{ASUBO} * \text{ASUBO}) + D = 2 * \text{ASUBO} H$
$\text{U1=U+F/C1}$
$\text{V1=V+G/C1}$
$\text{V2=V+F}$
$\text{W1=W+V/C1}$
$\text{W2=W+U}$
$\text{W3=W+U}$
$\text{R=U*R}$
$\text{U=U1/R+U2/R8}$
$\text{V=v1/r+v2/r8}$
R25E=R*RGB
W=W1/R+3/RBG+H3/RCUBE
SR=(AMDA+Z)*AMU+H2+AMDA+U/R
ST=AMDA+H+Z+(AMDA+AMU)+U/R

; SEE = ALLEN AND GOLDSMITH; J OF APPL. PHYSICS,
; VOL. 26, ND 1 J,
; A=CAVITY RADIUS
; AMU= SHEAR MODULUS
RETURN
END
SUBROUTINETHETA(R1,RXY,X1,Y1,Z1,T1D,T2D,R2,T2,T2,Z2)
RXY=SQRT(X1^2+Y1^2+1)
IF(RXY*EQ.0.O) GO TO 18
IF(Z1*EQ.0.O) T1=1.0708; GO TO 19
T1=RXY/Z1
T1=ATAN(T1)
GO TO 19
18 T1=0.
19 T1D=T1+180_/3.1416
3 T2=RXY/4.*TT=Z1
T2=ATAN(T2)
T2D=T2+180_/3.1416
IF(T2/=45) 4
5 R2=Z1*TT=Z1
GO TO 6
4 R2=RXY/SIN(T2)
6 CONTINUE
Z2=Z1*Z+4*TT
RETURN
END
IMPLICIT REAL*(4=H,0=Z)
SUBROUTINE PRIDIR (SX,SY,SZ,TXY,TYZ,TXK,P1,P2,P3,P4,TH1
TH1,PH1)
P=0.0
IF(P1=LT.P) P=P1
IF(P2=LT.P) P=P2
IF(P3=LT.P) P=P3
IF (P*EQ.0.O) TH1=0.0; PH1=0.O; GO TO 200
IF(TXY*EQ.0.O AND TYZ*EQ.0.O AND TXK*EQ.0.O AND SX*EQ.0. AND SY*EQ.0.
AND SZ*EQ.0. AND TX*EQ.0. AND TY*EQ.0. AND TZ*EQ.0. AND SX*EQ.0.
AND SY*EQ.0. AND SZ*EQ.0. AND TX*EQ.0. AND TY*EQ.0. AND TZ*EQ.0.
AND SX*EQ.0. AND SY*EQ.0. AND SZ*EQ.0. AND TX*EQ.0. AND TY*EQ.0.
AND TZ*EQ.0.) TH1=0.0; PH1=0.0; GO TO 200
200 SXX=+SX+P
SYY=+SY+P
SZZ=+SZ+P
D=SYY+SZZ+TYZ+TXY
IF(DABS(D)LT.1.O*D=16) GO TO 400
Y=T1*Z+TXK=0.U*TY)D
Z=T1*Z+TYZ=0.U*TXY)D
TH1=DATAN(Y)+180_/3.1416927
IF(DABB(Z) LT 100 = 16) PH1 = 90.0 GO TO 200
PH1 = DATAN(1 + YY) + 0.5/Z) + 180.0 + 3 + 1415927
GO TO 200

400 D = SX * BY = TX * TY
IF(DABB(D) LT 100 = 16) GO TO 300
X = TX * (TX + TX) / 2
Y = TY * TX / TX
IF(DABB(X) LT 100 = 16) TH1 = 90.0 GO TO 400
TH1 = DATAN(Y/X) + 180.0 + 3 + 1415927
450 PH1 = DATAN( (X + YY) + 0.5/Z) + 180.0 + 3 + 1415927
GO TO 200

300 D = SX * ZY = TX * ZX
IF(DABB(D) LT 100 = 16) TH1 = 0.0 PH1 = 0.0 F = 0.0 GO TO 1
200 RETURN

END

IMPLICIT REAL *(A = H, G = Z)
SUBROUTINE DATAN(V, D)
COMMON/CONTR/PK, PY, PZ, IMPAC
COMMON RSUB0(20), PSUB0(20), ALPHA(2, 20), SIGMA(2, 20)
1: NUMBER(20), XO1(20), YO1(20), X1(20), Y1(20), Z1(2(20))
DIMENSION AF(2), SN(2)
AF(1) = 2.686/D
AF(2) = 0.5 * AF(1)
TR = 0.16 * D
PO = 139.74 / D
RO = 0.0035 + D
SN(1) = 1.0
SN(2) = 1.0
DO 4777 J = 1, IMPAC
NUMBER(J) = 2
SUB0(J) = PO
SUB0(J) = RO
SAVE(J) = PSAVE0(J)
LIMIT = NUMBER(J)
DO 40 I = 1, LIMIT
ALPHA(I, J) = AF(I) * 100000
SIGMA(I, J) = SN(I)
40 CONTINUE
READ(5, 250) XO1(J), YO1(J), TDLY(J)
250 FORMAT(3F10.9)
X1(J) = PX = XO1(J)
Y1(J) = PY = YO1(J)
Z1(J) = PZ
SUBROUTINE CUBIC (A, XR, XI)

C SOLUTION OF A CUBIC EQUATION
A(x) = A(1) + A(2)x + A(3)x^2 + A(4)x^3 = 0

DIMENSION A(4), XR(2), XR1

1000 IPATH = 2
1001 EX = 1/3.
1002 IF(A(4)) 1006, 1004, 1006
1004 XR(1) = 0.
1005 GO TO 1034
1006 AR = A(1)*X
1007 G = (2*A(2)*A(4) - 9*A(1)*A(2)*A(3) + 2*A(3)*A(4))/
1008 1(8*AR*A(1))
1009 IF (G) 1010, 1009, 1014
1010 Z = 0.
1011 GO TO 1038
1012 Q = -Q
1013 IPATH = 1
1014 P = (3*A(1)*A(3) - A(2)*X)/3
1015 AR = P*P + G
1016 IF (AR) 1018, 1016, 1020
1018 Z = -P*SQRT(P)+COS(TAN(SQRT(-AR))/3)
1019 GO TO 1056
1024 Z = -(Q + BARC)*X = (Q = BARC)*X
1025 GO TO 1028
1028 GO TO (1030, 1032), IPATH
1030 Z = -Z
1032 XR(1) = (3*A(1)*Z - A(2))/3
1034 AR(1) = A(1)
1035 AR(2) = A(2) + XR(1)*A(1)
1036 AR(3) = A(3) + XR(1)*AR(2)
1037 CALL QUAD (AR(1), XR1, XR2, XI)
1038 RETURN

SUBROUTINE QUAD (A, XR1, XR2, XI)

SOLUTION OF THE QUADRATIC EQUATION
A(1)x^2 + A(2)x + A(3) = 0.

DIMENSION A(3)

X1 = -A(2)/(2*A(1))
DISC = X1*X1 - A(3)/A(1)
IF (DISC) 10, 20, 20
10 XR2 = SQRT(-DISC)
XR1 = X1
XR2 = X1
X1 = X2
GO TO 30
20 X2 = SQRT(DISG)
X11 = X1 + X2
X12 = X1 - X2
X1 = 0
30 RETURN
END
FIGURE 1  IMPACT COORDINATE SYSTEM
FIGURE 2 STRESSES CREATED BY SPHERICAL STRESS WAVES
FIGURE 3 LOCATION OF IMPACT POINT AND IMAGE POINT
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INTRODUCTION

When a vehicle flies through a rain field, the erosion damage to the vehicle depends on the relative velocities of the raindrops, the angle of impact $\theta_i$, and the distribution of drops along the surface. The theoretical analysis has been given in detail in the report. This computer code--Rain Erosion of Missile Radomes at Supersonic Speeds (REMRASS)--was developed to solve numerically the governing equations derived previously and to determine the angle of impact of a raindrop and the position at which it strikes the vehicle surface. The percentage area of erosion and the total volume eroded were then calculated.

DEFINITION OF VARIABLES

- $A_1$ = Length of the tip portion of radome
- $A_J =$ Parameter for plane and axisymmetric flow
- $A_M =$ Free stream Mach number
- $A_LTH =$ Length of radome in mm
- $B =$ Dimensionless body radius at the end of radome with respect to the length of radome
- $B_1 =$ Base diameter of radome in inches
- $C =$ Parameter in equation of radome surface
- $C_1 =$ Length of curved portion of radome in inches
- $C_A =$ Area conversion constant
- $C_C =$ Shock wave angle in radians
CCD = Shock wave angle in degrees
CV = Volume conversion constant
DDIA = Raindrop diameter step size in mm
DDIS = Increment distance traveled in rain field (ft)
DIAG = Initial raindrop diameter in mm
DIAMAX = Upper limit of the integration with respect to drop diameter
DIS = Distance traveled in rain field (ft)
DISMAX = Maximum distance traveled in rain field (ft)
DXS = Streamline step size
ER = Volume erosion rate per sq. in. (in./sec.)
ERL = ER/(SINθ)^2
GM = Ratio of specific heats for a perfect gas
K = Number of streamline along which solution has been found
KINC = Increment of K
JJ = Station number counter
L = Length of radome in inches
M = Number of intervals used in Runge-Kutta method
N = Number of integration points in Runge-Kutta method
PCT = Percentage of area eroded
POS = Dimensionless axial position at which streamline intersects radome
POSL = Axial position in inches
R = Rainfall rate (in./hr.)
RFR = Rainfall rate (in./hr.)
RATIO = VOL/Vl
S = Dimensionless shock radius at the end of radome
T1 = Half-angle of cone in radians
THETA = Half-angle of cone in degrees
V = Velocity of vehicle (ft./sec.)
V1 = Intermediate value for calculating volume eroded
VOL = Total volume eroded (in.³)
Xφ = Dimensionless length of conical portion of radome
XF = Initial abscissa of the last streamline that hits the radome
XS = Initial abscissa of a streamline

EXPLANATION OF SUBROUTINES

Most of the computation steps are carried out in the four subroutines of the program. These subroutines are controlled by the main routine. Following is a list of the subroutines with an explanation of their functions.

THETAS Interpolates shock wave angle θₕ by means of Lagrange interpolation function.
SHOCK Uses fourth-order Runge-Kutta method to solve for impact angle θ₁ and axial position of impact.
PCTA Computes the percentage of area eroded of the radome during the time of flight in a rain field.
VONE Calculates the total volume eroded of the radome.

GUIDE OF INPUT DATA

<table>
<thead>
<tr>
<th>Card</th>
<th>Fortran Name and Column No.</th>
<th>Format and Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A1 1 - 10</td>
<td>(5F10.0)</td>
</tr>
<tr>
<td></td>
<td>B1 11 - 20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C1 21 - 30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L 31 - 40</td>
<td></td>
</tr>
<tr>
<td></td>
<td>THETA 41 - 50</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>AJ 1 - 10</td>
<td>(5F10.0)</td>
</tr>
<tr>
<td></td>
<td>GM 11 - 20</td>
<td>If RFR is left blank, the program will start</td>
</tr>
<tr>
<td></td>
<td>CA 21 - 30</td>
<td>with R=0.5 and increment it until R=6in/hr.</td>
</tr>
<tr>
<td></td>
<td>CV 31 - 40</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RFR 41 - 50</td>
<td></td>
</tr>
<tr>
<td>Last Card</td>
<td>V 1 - 10</td>
<td>(F10.0)</td>
</tr>
</tbody>
</table>
CALL VONE

CALL PCTA

RATIO = 2,

? PCT < 100

YES

RATIO = 2 - EXP(-3.0 * PCT / (132.0 - PCT))

VOL = VI * RATIO

CALL EXIT

OUTPUT RESULTS

INCREMENT DIS

? DIS = DIS MAX

YES

? RFR ≠ 0

YES

? K > 95

NO

INCREMENT K

YES

CALL EXIT

END
DISCUSSION OF THE PROGRAM

The three data statements in the main routine specify the values of distance traveled in a rain field, diameters of raindrops, number of intervals used in the numerical calculation, and their increment. These values should be changed for a different problem. The lower limits of DIA0 and DDIA should not exceed 0.1 and the upper limit of DZ is 0.01. The other two data statements in subroutine THETAS contain the values of free stream Mach numbers and their corresponding shock wave angles $\theta_s$ for a 15-degree cone angle. These values must be replaced if another cone angle is used. A table of shock wave angle versus free stream Mach number is given in Table I or see Ref. 1.

The first read statement defines radome geometry: Al is the length of tip portion, B1 the base diameter, Cl the length of curved portion, L the length of radome, and THETA is the cone angle. The second data card contains AJ, GM, CA, CV, and RFR. AJ = 0 for plane flow and 1 for axisymmetric flow. GM is the ratio of specific heat for a perfect gas. CA and CV are conversion constants for area and volume respectively. RFR is rainfall rate. If RFR is left blank, the program will increment the rainfall rate from 0.5 to 6 in./hr. The last data gives the velocity of the radome in ft./sec. The program first calculates the values of B, C, and AM, and then calls subroutine THETAS to interpolate shock wave angle $\theta_s$ for use in calculating S. The calculation of XF requires the body surface function. Statements 300 and 301 relate to the radome configuration. The streamline step size DXS is made equal to XF/100. The value of XS, the initial abscissa of a streamline, is then set equal to K times DXS. Subroutine SHOCK is called to calculate the impact angle $\theta_i$ and the axial position of impact of raindrops. Statements 110-113 in SHOCK specify the
redome surface function. In this program a combination of 15-degree cone and an ogival shell was used. For other configurations to be considered, the body surface function must be modified accordingly. After the axial position of impact and impact angle of raindrops are found, the program proceeds to determine the percentage area of erosion and the total volume eroded by calling the subroutine PCTA and VONE respectively. Subroutines PCTA and VONE perform the numerical integration of the following integrals.

\[ I_A = \int_0^\infty (\sin \theta_1)^{0.5}(D)^{1.65}P(D)dD \]

and

\[ I_V = \int_0^\infty (\sin \theta_1)^{1.0}(D)^{4.32}P(D)dD \]

where

\[ P(D) = \exp[-4.1(R)^{-21}D] \]

The percentage of area eroded and the total volume eroded are given as

\[ \text{PCT} = 100 \ A_e \]

\[ \text{VOL} = \text{V1(RATIO)} = \text{V1}(2 - e^{3\text{PCT}/(132-\text{PCT})}) \]

where

\[ A_e = [C_A(DIS)V^{1.1}\sin \theta]I_A \]

\[ V1 = [C_V(DIS)V^{2.98}\sin \theta]I_V \]

REFERENCES

# Table I.

VALUES OF SHOCK-WAVE ANGLE $\theta_s$

<table>
<thead>
<tr>
<th>$M_0$</th>
<th>$\theta_b$</th>
<th>2.5°</th>
<th>5.0°</th>
<th>7.5°</th>
<th>10°</th>
<th>12.5°</th>
<th>15°</th>
<th>17.5°</th>
<th>20°</th>
<th>22.5°</th>
<th>25°</th>
<th>27.5°</th>
<th>30°</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>1.72979225</td>
<td>1.73078309</td>
<td>1.73489674</td>
<td>1.74466072</td>
<td>1.76158205</td>
<td>1.78592365</td>
<td>1.8173735</td>
<td>1.85571959</td>
<td>1.90132794</td>
<td>1.95578504</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.75</td>
<td>1.60832317</td>
<td>1.60952726</td>
<td>1.61449403</td>
<td>1.62563831</td>
<td>1.64398586</td>
<td>1.66900117</td>
<td>1.69978538</td>
<td>1.73560474</td>
<td>1.77605995</td>
<td>1.82114416</td>
<td>1.87135164</td>
<td>1.92802044</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>0.52369890</td>
<td>0.52524879</td>
<td>0.53140177</td>
<td>0.54464827</td>
<td>0.56518145</td>
<td>0.59192180</td>
<td>0.62370115</td>
<td>0.65966167</td>
<td>0.69928055</td>
<td>0.74232301</td>
<td>0.78882392</td>
<td>0.83913453</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>0.41168587</td>
<td>0.41425491</td>
<td>0.42357796</td>
<td>0.44136238</td>
<td>0.46630615</td>
<td>0.49662600</td>
<td>0.53101645</td>
<td>0.56864312</td>
<td>0.60899456</td>
<td>0.65177773</td>
<td>0.69686390</td>
<td>0.74427222</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>0.34011057</td>
<td>0.34409993</td>
<td>0.35701069</td>
<td>0.3789374</td>
<td>0.40760084</td>
<td>0.44085123</td>
<td>0.47752193</td>
<td>0.51687237</td>
<td>0.55844619</td>
<td>0.60196673</td>
<td>0.64728576</td>
<td>0.69436247</td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>0.29011734</td>
<td>0.29591943</td>
<td>0.31238763</td>
<td>0.33790128</td>
<td>0.36539419</td>
<td>0.40494077</td>
<td>0.44344094</td>
<td>0.48423753</td>
<td>0.52692147</td>
<td>0.57123978</td>
<td>0.61704946</td>
<td>0.66429713</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>0.25329402</td>
<td>0.26104195</td>
<td>0.28078488</td>
<td>0.30918220</td>
<td>0.34295689</td>
<td>0.38032070</td>
<td>0.42028296</td>
<td>0.46225228</td>
<td>0.50585840</td>
<td>0.55087169</td>
<td>0.59716180</td>
<td>0.64467684</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>0.22495268</td>
<td>0.23483710</td>
<td>0.25747371</td>
<td>0.28822452</td>
<td>0.32383435</td>
<td>0.36260440</td>
<td>0.40380119</td>
<td>0.44671754</td>
<td>0.49107302</td>
<td>0.53666064</td>
<td>0.58336450</td>
<td>0.63114000</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>0.20251780</td>
<td>0.21458047</td>
<td>0.23972546</td>
<td>0.27241579</td>
<td>0.30952796</td>
<td>0.34954864</td>
<td>0.39164866</td>
<td>0.43532624</td>
<td>0.48029511</td>
<td>0.52635069</td>
<td>0.57339789</td>
<td>0.62140105</td>
<td></td>
</tr>
<tr>
<td>6.0</td>
<td>0.16936998</td>
<td>0.18564567</td>
<td>0.21481181</td>
<td>0.25049160</td>
<td>0.28990367</td>
<td>0.33177375</td>
<td>0.37527812</td>
<td>0.42010459</td>
<td>0.46596496</td>
<td>0.51271277</td>
<td>0.56027373</td>
<td>0.60862959</td>
<td></td>
</tr>
<tr>
<td>7.0</td>
<td>0.14622532</td>
<td>0.16627981</td>
<td>0.19846161</td>
<td>0.23632593</td>
<td>0.27739747</td>
<td>0.32051775</td>
<td>0.36062153</td>
<td>0.41067349</td>
<td>0.45714479</td>
<td>0.50436191</td>
<td>0.55227301</td>
<td>0.60087454</td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>0.12931031</td>
<td>0.15261801</td>
<td>0.18711985</td>
<td>0.22663938</td>
<td>0.26894684</td>
<td>0.31300625</td>
<td>0.35821613</td>
<td>0.40443926</td>
<td>0.45133986</td>
<td>0.49888523</td>
<td>0.54704135</td>
<td>0.59581671</td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td>0.10660326</td>
<td>0.13498608</td>
<td>0.17279866</td>
<td>0.21462572</td>
<td>0.25860856</td>
<td>0.30390795</td>
<td>0.35010553</td>
<td>0.39698293</td>
<td>0.44442555</td>
<td>0.49238318</td>
<td>0.54084699</td>
<td>0.58984179</td>
<td></td>
</tr>
<tr>
<td>12.0</td>
<td>0.09237825</td>
<td>0.12439992</td>
<td>0.16443793</td>
<td>0.20775907</td>
<td>0.25278296</td>
<td>0.29883132</td>
<td>0.34558101</td>
<td>0.39287165</td>
<td>0.44062723</td>
<td>0.48882168</td>
<td>0.53746203</td>
<td>0.58658328</td>
<td></td>
</tr>
<tr>
<td>15.0</td>
<td>0.07917793</td>
<td>0.11497084</td>
<td>0.15726234</td>
<td>0.20192526</td>
<td>0.24789127</td>
<td>0.29460009</td>
<td>0.34182829</td>
<td>0.38947389</td>
<td>0.43749622</td>
<td>0.48589157</td>
<td>0.53481400</td>
<td>0.58391003</td>
<td></td>
</tr>
<tr>
<td>20.0</td>
<td>0.06734690</td>
<td>0.10637188</td>
<td>0.15127223</td>
<td>0.19723448</td>
<td>0.24400089</td>
<td>0.29125730</td>
<td>0.33887635</td>
<td>0.38680903</td>
<td>0.43504579</td>
<td>0.48360210</td>
<td>0.53251169</td>
<td>0.58182628</td>
<td></td>
</tr>
</tbody>
</table>
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C = 62.43*PI/(366.4*364+B**3)
C1 = CE+0.65*61*ALPHA+*+1
FX00
BETA = ALPHAP(1)
G114 = SIN(BETA) + 0.5*F(K)
A1 = 0
D0 10 I = 1, 42
D0 20 J = 2, 3
FX+UX
I = 2*(I = 1) + J
BETA = ALPHAP(I,J)
G120 = SIN(BETA) + 0.5*F(K)
V1 = D0*3+1+4*G(2)+31/33
A1 = A1+44
I = 0
A1 = 0000+4
A1 = 0000+4
RETURN
END

SUSSKULNE VUNE(K,8,9,THETA,20,DX,54,55,NE1)
IPLICIT REAL*8(A=1,0=2)
COMMON ALPHAP(1)
DIMENSION G(3)
K = SIN(X) + SIN(X)
EXP(X) = 1+EXP(K)
FIX = 1+EXP(K)
Z0 = 25.4*4
A1 = ALPHAP(1)
B11 = 1+0.5*G(K)
A17 = 0
D0 10 I = 1, 42
D0 20 J = 2, 3
FX+UX
I = 2*(I = 1) + J
BETA = ALPHAP(I,J)
G120 = SIN(BETA) + 0.5*F(K)
V1 = D0*3+1+4*G(2)+31/33
A1 = A1+44
I = 0
A1 = 0000+4
A1 = 0000+4
RETURN
END