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1. Introduction and Summary

In this paper, we continue the investigation of response-surface methodology in simulation, begun in [2], [3], and [6]. In [2] we showed that if \( g \) is a linear output function of an input parameter \( \lambda \), over some range \( a \leq \lambda \leq b \), and if statistical confidence intervals for \( g(\lambda) \) are obtained at measurement points \( \lambda = \lambda_1 \) and \( \lambda = \lambda_2 \), with \( a \leq \lambda_1 < \lambda_2 \leq b \), then a confidence band can be obtained for the entire function \( g \) over the interval \( a \leq \lambda \leq b \) without making additional measurements. In [3], this result was extended for the case where \( g \) is a quadratic function of one variable, and in [6], \( g \) was assumed to be a general order polynomial of several variables.

One difficulty arising in the above methodology is that the width of the confidence band obtained is somewhat wider than would be necessary if one only required confidence intervals at individual points rather than a confidence band for the entire function. We are thus motivated to consider the problem of interval estimation, as opposed to band estimation and we take up this subject in this paper. We do so for the case of a linear function of one variable. Generalizations to other types of functions will be the subject of subsequent papers.

The remainder of this paper is organized as follows. The basic result is derived in Section 2. It is shown that if observations are taken at the points \( \lambda_1 \) and \( \lambda_2 \) and if certain other conditions are satisfied, then a confidence interval may be obtained for \( g(\lambda) \) at any point \( a \leq \lambda \leq b \). In Section 3,
it is shown that the regenerative method for analyzing simulations provides a basis for applying the result of Section 2. An illustration is given of a simulation of an M/M/1 queue and the results obtained are compared to the results obtained using the confidence band methodology of [2], [3], and [6].

2. The Result

Suppose that $\lambda$ is an input parameter for a simulation and that we wish to estimate some output parameter $g(\lambda)$ which is a linear function of $\lambda$ over a range $a \leq \lambda \leq b$. Independent simulation runs resulting in statistical observations are made at two particular parameter settings $\lambda = \lambda_1$ and $\lambda = \lambda_2$ where $a \leq \lambda_1 < \lambda_2 \leq b$. (These observations might be, for example, sample variates from populations with means $g(\lambda_1)$ and $g(\lambda_2)$. Alternatively, they might be observations based on random tours in an application of the regenerative approach; see Section 3 for details in this latter case.) At the parameter setting $\lambda = \lambda_1$, the simulation produces $n_1$ statistical observations resulting in sample statistics $\hat{r}(\lambda_1, n_1)$ and $\hat{t}(\lambda_1, n_1)$. Similarly, at the parameter setting $\lambda = \lambda_2$, $n_2$ observations result in statistics $\hat{r}(\lambda_2, n_2)$ and $\hat{t}(\lambda_2, n_2)$.

The following proposition forms a basis for a method to compute confidence intervals for $g(\lambda)$, where $a \leq \lambda \leq b$.

PROPOSITION 1. Suppose that $\hat{r}(\lambda_1, n_1) \rightarrow \eta(\lambda_1)$ in probability as $n_1 \rightarrow \infty$ and that $\hat{r}(\lambda_2, n_2) \rightarrow \eta(\lambda_2)$ in probability as $n_2 \rightarrow \infty$. Suppose further that
\[ \lim_{n_1 \to \infty} P\left( n_1^{1/2} \left[ \hat{g}(\lambda_1, n_1) - g(\lambda_1) \right] / \eta(\lambda_1) \leq x \right) = \phi(x), \quad -\infty < x < \infty \]

and

\[ \lim_{n_2 \to \infty} P\left( n_2^{1/2} \left[ \hat{g}(\lambda_2, n_2) - g(\lambda_2) \right] / \eta(\lambda_2) \leq x \right) = \phi(x), \quad -\infty < x < \infty \]

where \( \phi \) is the standard normal distribution function. Then for \( a \leq \lambda \leq b \),

\[ \lim_{n_1 \to \infty} P\left( [\hat{g}(\lambda, n_1, n_2) - g(\lambda)] / \hat{\eta}(\lambda, n_1, n_2) \leq x \right) = \phi(x), \quad -\infty < x < \infty \]

\[ n_1 \to \infty \]

where \( c \) is an arbitrary positive constant,

\[ \hat{f}(\lambda, n_1, n_2) = (\lambda_2 - \lambda_1)^{-1} [(\lambda_2 - \lambda) \hat{f}(\lambda_1, n_1) + (\lambda - \lambda_1) \hat{f}(\lambda_2, n_2)] \]

and

\[ \hat{\eta}(\lambda, n_1, n_2) = [(\lambda_2 - \lambda)^2 \eta^2(\lambda_1, n_1)/n_1 + (\lambda - \lambda_1)^2 \eta^2(\lambda_2, n_2)/n_2]^{1/2} / (\lambda_2 - \lambda_1) \]

Proof. Let a double arrow denote convergence in distribution and let \( N(\mu, \sigma) \) denote a normal random variable with mean \( \mu \) and standard deviation \( \sigma \). From the conditions of the proposition, we may write

\[ n_1^{1/2} [\hat{f}(\lambda_1, n_1) - g(\lambda_1)] \Rightarrow N(0, \eta(\lambda_1)) \]

and

\[ [c n_1]^{1/2} [\hat{f}(\lambda_2, n_2) - g(\lambda_2)] \Rightarrow N(0, \eta(\lambda_2)) \]

as \( n_1 \to \infty \) and \( n_2 = [c n_1] \). Since \( [c n_1]^{1/2} / (c n_1)^{1/2} \to 1 \) we have

\[ (c n_1)^{1/2} [\hat{f}(\lambda_2, n_2) - g(\lambda_2)] \Rightarrow N(0, \eta(\lambda_2)) \]

or
Since \( \hat{p}(\lambda, n_1) \) and \( \hat{p}(\lambda_2, n_2) \) are independent, we have, by Theorem 3.2 of [1], convergence of the vector process

\[
\begin{pmatrix}
\frac{1}{n_1}[\hat{p}(\lambda_1, n_1) - g(\lambda_1)] \\
\frac{1}{n_1}[\hat{p}(\lambda_2, n_2) - g(\lambda_2)]
\end{pmatrix} \Rightarrow \begin{pmatrix}
N(0, \eta(\lambda_1)) \\
N(0, \eta(\lambda_2)/c^{1/2})
\end{pmatrix}
\]

where the limit random variables are independent. Using the Continuous Mapping Theorem, cf. [1] Theorem 5.1, we have

\[
\frac{1}{n_1} (\lambda_2 - \lambda_1)^{-1} \left[ (\lambda_2 - \lambda) \hat{p}(\lambda_1, n_1) - (\lambda_2 - \lambda) g(\lambda_1) + (\lambda - \lambda_1) \hat{p}(\lambda_2, n_2) + (\lambda - \lambda_1) g(\lambda_2) \right] 
\]

\[
\Rightarrow N(0, [(\lambda_2 - \lambda)^2 \eta^2(\lambda_1) + (\lambda - \lambda_1)^2 \eta^2(\lambda_2)/c^{1/2}]/(\lambda_2 - \lambda_1))
\]

or

\[
\frac{\frac{1}{n_1} [\hat{p}(\lambda, n_1, n_2) - g(\lambda)]}{[(\lambda_2 - \lambda)^2 \eta^2(\lambda_1) + (\lambda - \lambda_1)^2 \eta^2(\lambda_2)/c^{1/2}]/(\lambda_2 - \lambda_1)^{-1}} \Rightarrow N(0, 1)
\]

Since \( [cn_1]/cn_1 \rightarrow 1 \), \( \hat{p}(\lambda_1, n_1) \rightarrow \eta(\lambda_1) \), and \( \hat{p}(\lambda_2, n_2) \rightarrow \eta(\lambda_2) \) in probability, this implies

\[
\frac{[\hat{p}(\lambda, n_1, n_2) - g(\lambda)]}{[(\lambda_2 - \lambda)^2 \hat{p}^2(\lambda_1, n_1)/n_1 + (\lambda - \lambda_1)^2 \hat{p}^2(\lambda_2, n_2)/[cn_1]^{1/2}]/(\lambda_2 - \lambda_1)^{-1}} \Rightarrow N(0, 1)
\]

or
\[
\frac{\hat{f}(\lambda, n_1, n_2) - g(\lambda)}{\hat{v}(\lambda, n_1, n_2)} \Rightarrow N(0,1)
\]

which is the desired result.

The above proposition allows one to obtain a \((100) (1-\gamma)\%\) confidence interval for \(g(\lambda)\) as follows. For \(n_1\) and \(n_2\) sufficiently large,

\[
P\{-\Phi^{-1}(1 - \frac{r_2}{2}) \leq \frac{\hat{f}(\lambda, n_1, n_2) - g(\lambda)}{\hat{v}(\lambda, n_1, n_2)} \leq \Phi^{-1}(1 - \frac{r_1}{2})\} \approx 1 - \gamma.
\]

This may be rewritten as

\[
P\{\hat{f}(\lambda, n_1, n_2) - \hat{v}(\lambda, n_1, n_2) \Phi^{-1}(1 - \frac{r_2}{2}) \leq g(\lambda) \leq \hat{f}(\lambda, n_1, n_2) + \hat{v}(\lambda, n_1, n_2) \Phi^{-1}(1 - \frac{r_1}{2})\}
\]

\[
\approx 1 - \gamma,
\]

giving the desired confidence interval.

Note that the confidence interval obtained at \(\lambda = \lambda_1\) reduces to

\[
\hat{f}(\lambda_1, n_1) + n_1^{-1/2} \hat{v}(\lambda_1, n_1) \Phi^{-1}(1 - \frac{r_1}{2}),
\]

which is exactly the same confidence interval which could be obtained based on the \(n_1\) observations at \(\lambda = \lambda_1\). Similarly, the confidence interval obtained at \(\lambda = \lambda_2\) is

\[
\hat{f}(\lambda_2, n_2) + n_2^{-1/2} \hat{v}(\lambda_2, n_2) \Phi^{-1}(1 - \frac{r_2}{2}).
\]
Letting \( \hat{i}(\lambda, n_1, n_2) \) denote the length of the confidence interval obtained at \( \lambda \), we see that

\[
\hat{i}(\lambda, n_1, n_2) = 2 \hat{\nu}(\lambda, n_1, n_2) \Phi^{-1}(1 - \frac{1}{2})
\]

\[
= 2[(\lambda_2 - \lambda)^2 \hat{\eta}^2(\lambda_1, n_1)/(\lambda_2 - \lambda_1)^2 n_1 + (\lambda - \lambda_1)^2 \hat{\eta}^2(\lambda_2, n_2)/(\lambda_2 - \lambda_1)^2 n_2]^{1/2} \Phi^{-1}(1 - \frac{1}{2})
\]

\[
= [(\lambda_2 - \lambda)^2 \hat{\eta}^2(\lambda_1, n_1)/(\lambda_2 - \lambda_1)^2 + (\lambda - \lambda_1)^2 \hat{\eta}^2(\lambda_2, n_2)/(\lambda_2 - \lambda_1)^2]^{1/2}
\]

where \( \hat{i}(\lambda_1, n_1) \) and \( \hat{i}(\lambda_2, n_2) \) are the lengths obtained at \( \lambda_1 \) and \( \lambda_2 \) respectively. Hence \( \hat{i}(\lambda, n_1, n_2) \) is the square root of a quadratic function which passes through \((\lambda_1, \hat{\eta}^2(\lambda_1, n_1))\) and \((\lambda_2, \hat{\eta}^2(\lambda_2, n_2))\).

3. Applications Using the Regenerative Method

In this section, we give examples illustrating the use of Proposition 1 for a specific class of simulations, namely, those simulations where the regenerative method is applicable. (References [2], [3], [4], [5], and [7] may be consulted for more details of the regenerative method.) A basic problem in statistical inference in simulations is to estimate the constant \( g(\lambda) = \mathbb{E}(f(X(\lambda))) \) where \( f \) is a general real-valued function, \( \lambda \) is an input parameter, and \( X(\lambda) \) is the stationary random vector associated with \((X(s, \lambda): s \geq 0)\), the process being simulated. In the regenerative method, we observe the process \((X(s, \lambda): s \geq 0)\) in random cycles of lengths \( \alpha_1(\lambda), \alpha_2(\lambda), \ldots, \alpha_n(\lambda) \) and record in each cycle the values \( Y_1(\lambda), Y_2(\lambda), \ldots, Y_n(\lambda) \) where \( Y_i(\lambda) \) is the area under the curve \( f(X(s, \lambda)) \) in the \( i \)th cycle.
The crucial conditions required for the regenerative method to be used are that the \( n \) pairs \((Y_i(\lambda), \alpha_I(\lambda)), i = 1, 2, \ldots, n\) are independent and identically distributed and that \( g(\lambda) = \frac{E(Y_1(\lambda))}{E(\alpha_1(\lambda))} \). Now define the column vector \( \mathbf{U}_1(\lambda) = (Y_1(\lambda), \alpha_1(\lambda)) \) and let

\[
\Sigma(\lambda) = \begin{pmatrix}
\sigma_{11}(\lambda) & \sigma_{12}(\lambda) \\
\sigma_{12}(\lambda) & \sigma_{22}(\lambda)
\end{pmatrix}
\]

denote the covariance matrix for \( \mathbf{U}_1(\lambda) \). Denote the sample mean by

\[
\tilde{Y}(\lambda, n) = \left( \frac{1}{n} \sum_{i=1}^{n} U_1(\lambda) \right)
\]

and the sample covariance by

\[
s(\lambda, n) = \frac{1}{n-1} \sum_{i=1}^{n} [U_1(\lambda) - \tilde{U}(\lambda, n)] [U_1(\lambda) - \tilde{U}(\lambda, n)]'
\]

where the prime denotes transpose. Next, define point estimates for \( g(\lambda) \) as follows:

1. **Classical estimator**

\[
\hat{\alpha}_c(\lambda, n) = \frac{\tilde{Y}(\lambda, n)}{\bar{\alpha}(\lambda, n)}
\]

2. **Beale estimator**

\[
\hat{\alpha}_b(\lambda, n) = \frac{\tilde{Y}(\lambda, n)}{\bar{\alpha}(\lambda, n)} \cdot \frac{[1 + s_{12}(\lambda, n)/n \tilde{Y}(\lambda, n) \bar{\alpha}(\lambda, n)]}{[1 + s_{22}(\lambda, n)/n \bar{\alpha}^2(\lambda, n)]}
\]
(3) **Tin estimator**

\[
\hat{\theta}_t(\lambda, n) = \frac{\bar{Y}(\lambda, n)}{\bar{a}(\lambda, n)} \left[ 1 + \left( \frac{s_{12}(\lambda, n)}{\bar{Y}(\lambda, n) \bar{a}(\lambda, n)} - \frac{s_{22}(\lambda, n)}{\bar{a}^2(\lambda, n)} \right) n^{-1} \right];
\]

(4) **Jackknife estimator**

\[
\hat{\theta}_j(\lambda, n) = \frac{1}{n} \sum_{i=1}^{n} \theta_i(\lambda, n)
\]

where \( \theta_i(\lambda, n) = n[\bar{Y}(\lambda, n)/\bar{a}(\lambda, n)] - (n-1) \left[ \sum_{j \neq i} Y_j(\lambda)/\sum_{j \neq i} a_j(\lambda) \right]. \)

Finally, define

\[
\hat{\eta}_c(\lambda, n) = [s_{11}(\lambda, n) - 2\hat{\theta}_c(\lambda, n) s_{12}(\lambda, n) + \hat{\theta}_c^2(\lambda, n) s_{22}(\lambda, n)]/\bar{a}(\lambda, n)
\]

and

\[
\hat{\eta}_j(\lambda, n) = \left( \sum_{i=1}^{n} [\theta_i(\lambda, n) - \hat{\theta}_j(\lambda, n)]^2/(n-1) \right)^{1/2}.
\]

Now let

\[
Z_1(\lambda) = Y_1(\lambda) - g(\lambda) a_1(\lambda)
\]

and note that \( E[Z_1(\lambda)] = 0 \) and define \( \sigma^2(\lambda) = \text{var}(Z_1(\lambda)) \). Since the vectors \( (Y_i(\lambda), i \geq 1) \) are i.i.d. it follows that \( (Z_1(\lambda), i \geq 1) \) are i.i.d. By the central limit theorem for partial sums of i.i.d. random variables, it follows that

\[
\lim_{n \to \infty} P\left( \sum_{i=1}^{n} Z_i(\lambda)/n^{1/2} \sigma(\lambda) \leq x \right) = \Phi(x), \quad -\infty < x < \infty,
\]

which may be rewritten
\[
\lim_{n \to \infty} P\left[ n^{1/2} \left[ \hat{\sigma}_C(\lambda, n) - g(\lambda) \right] \alpha(\lambda, n)/\sigma(\lambda) \leq x \right] = \Phi(x), \quad -\infty < x < \infty.
\]

Since \( \alpha(\lambda, n) \to E[\alpha_1(\lambda)] \) a.e., it follows that

\[
\lim_{n \to \infty} P\left[ n^{1/2} \left[ \hat{\sigma}_C(\lambda, n) - g(\lambda)/\eta(\lambda) \right] \alpha(\lambda, n)/\sigma(\lambda) \leq x \right] = \Phi(x), \quad -\infty < x < \infty.
\]

where \( \eta(\lambda) = \sigma(\lambda)/E[\alpha_1(\lambda)] \). Now it may be shown that

\[
n^{1/2} \left[ \hat{\sigma}_C(\lambda, n) - \hat{\sigma}_b(\lambda, n) \right] \to 0 \text{ a.e.},
\]

\[
n^{1/2} \left[ \hat{\sigma}_C(\lambda, n) - \hat{\sigma}_t(\lambda, n) \right] \to 0 \text{ a.e.},
\]

\[
n^{1/2} \left[ \hat{\sigma}_C(\lambda, n) - \hat{\sigma}_J(\lambda, n) \right] \to 0 \text{ a.e.},
\]

and that \( \hat{\eta}_C(\lambda, n) \to \eta(\lambda) \) and \( \hat{\eta}_J(\lambda, n) \to \eta(\lambda) \) is probability as \( n \to \infty \).

Hence, the conditions of Proposition 1 are satisfied with any of the following substitutions:

\[
\hat{\sigma}_c(\lambda, n_k), \hat{\sigma}_b(\lambda, n_k), \hat{\sigma}_t(\lambda, n_k) \text{ or } \hat{\sigma}_J(\lambda, n_k)
\]

substituted for \( \hat{\sigma}(\lambda, n_k), k = 1, 2 \)

\[
\hat{\eta}_C(\lambda, n_k) \text{ or } \hat{\eta}_J(\lambda, n_k)
\]

substituted for \( \hat{\eta}(\lambda, n_k), k = 1, 2 \).

To illustrate the application of Proposition 1, consider a simulation of the customer waiting time process \( \{W_n, n \geq 1\} \) in an M/M/1 queue. Suppose we wish to study the sensitivity of the mean stationary waiting time.
g(\lambda) = E(W(\lambda)) to the arrival rate \lambda over the range 3 \leq \lambda \leq 5, with the service rate \mu = 10. In what follows, we shall illustrate the proposition for this simulation using the "classical" estimators \hat{\theta}_c and \hat{\eta}_c, though we could have chosen any of the estimators given above.

In the queueing simulation, we say that the \textsuperscript{i}th busy cycle is initiated with the arrival of the \textsuperscript{i}th customer to find an empty queue. Suppose that simulation runs consisting of \(n_1 = n_2 = 10,000\) busy cycles are made at parameter settings \(\lambda = \lambda_1 = 3\) and \(\lambda = \lambda_2 = 5\). Let \(\alpha_i(\lambda)\) denote the number of customers served in the \textsuperscript{i}th busy cycle, and let \(Y_i(\lambda)\) be the sum of the waiting times for those customers. Then it may be shown, cf. [2], that \((Y_i(\lambda), \alpha_i(\lambda), i \geq 1)\) are independent and identically distributed, and \(E(W(\lambda)) = E(Y_1(\lambda))/E(\alpha_1(\lambda))\). Hence, it is appropriate to apply the regenerative method as discussed above. In particular, we can compute, for \(k = 1, 2\), \(\tilde{\gamma}(\lambda, n_k), \tilde{\alpha}(\lambda, n_k), s_{11}(\lambda, n_k), s_{12}(\lambda, n_k),\) and \(s_{22}(\lambda, n_k)\) and from these we can compute \(\hat{\theta}_c(\lambda, n_k)\) and \(\hat{\eta}_c(\lambda, n_k)\) as defined above.

Suppose that, as the result of these computations,

\[
\hat{\theta}_c(\lambda_1, n_1) = .042
\]
\[
\hat{\theta}_c(\lambda_2, n_2) = .098
\]
\[
\hat{\eta}_c(\lambda_1, n_1) = .172
\]
\[
\hat{\eta}_c(\lambda_2, n_2) = .430
\]

Then

\[
\hat{\gamma}(\lambda, n_1, n_2) = (\lambda_2 - \lambda_1)^{-1} [((\lambda_2 - \lambda) \hat{\theta}_c(\lambda_1, n_1) + (\lambda - \lambda_1) \hat{\theta}_c(\lambda_2, n_2))]
\]

\[
= .028\lambda - .042
\]

and
\[
\hat{\psi}(\lambda, n_1, n_2) = \left[ (\lambda_2 - \lambda)^2 \frac{\hat{\sigma}^2(\lambda_1, n_1)}{n_1} + (\lambda - \lambda_1)^2 \frac{\hat{\sigma}^2(\lambda_2, n_2)}{n_2} \right]^{1/2} / (\lambda_2 - \lambda)
\]

\[
= \left[ (5 - \lambda)^2 (.0296) + (\lambda - 3)^2 (.185) \right]^{1/2} / 200.
\]

Now assume that \( \mathbb{E}(W(\lambda)) \) is approximately linear for \( 3 \leq \lambda \leq 5 \) and suppose that we desire a 98% confidence interval for \( \mathbb{E}(W(\lambda)) \) for each \( \lambda \) such that \( 3 \leq \lambda \leq 5 \). From Proposition 1, such a confidence interval is given by

\[
\hat{\psi}(\lambda, n_1, n_2) + \hat{\nu}(\lambda, n_1, n_2) \phi^{-1}(1 - \frac{\gamma}{2}),
\]

where \( \hat{\psi}(\lambda, n_1, n_2) \) and \( \hat{\nu}(\lambda, n_1, n_2) \) are computed as above and \( \gamma = .02 \). These confidence intervals are illustrated in Figure 1. Thus, for example, a 98% confidence interval for \( \mathbb{E}(W(4)) \) is \( .070 \pm .0054 \).

It is of interest to compare the confidence intervals shown in Figure 1 to a confidence band obtained for the function \( \mathbb{E}(W(\lambda)) \) using the method of [2]. Figure 2 shows such a comparison. A 96% confidence band for \( \mathbb{E}(W(\lambda)) \) over \( 3 \leq \lambda \leq 5 \) consists of two straight lines intersecting the 98% confidence intervals at \( \lambda = 3 \) and \( \lambda = 5 \) and everywhere containing the 98% confidence intervals at \( 3 < \lambda < 5 \). Thus, if one desires confidence bands rather than confidence intervals, it is apparent that such confidence bands are obtained at a cost of lower levels of confidence in addition to wider intervals.

Suppose that after running simulations at \( \lambda = 3 \) and \( \lambda = 5 \), we are interested in estimating \( \mathbb{E}(W(\lambda)) \) for \( 2 \leq \lambda \leq 5 \). If we assume that \( \mathbb{E}(W(\lambda)) \) is approximately linear over \( 2 \leq \lambda \leq 5 \), then the above expression for the confidence intervals remains valid. See Figure 3 for an illustration of the confidence intervals so obtained.
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<table>
<thead>
<tr>
<th>Arrival Rate, $\lambda$</th>
<th>Theoretical values</th>
<th>Lower Limits of Confidence Intervals</th>
<th>Upper Limits of Confidence Intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.05</td>
<td>0.04</td>
<td>0.06</td>
</tr>
<tr>
<td>4</td>
<td>0.06</td>
<td>0.05</td>
<td>0.07</td>
</tr>
<tr>
<td>5</td>
<td>0.07</td>
<td>0.06</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Figure 1. 98% Confidence Intervals for the Mean Waiting Time, as a Function of the Arrival Rate $\lambda$ over $3 \leq \lambda \leq 5$.

(M/M/1 Queue with Service Rate $\mu = 10$.)
Figure 2. Comparison of Confidence Intervals vs. Confidence Band for the Mean Waiting Time, as a Function of the Arrival Rate $\lambda$ over $3 \leq \lambda \leq 5$. 
Theoretical Values
Lower Limits of Confidence Intervals
Upper Limits of Confidence Intervals

Fig. 3. 98% Confidence Intervals for the Mean Waiting Time as a Function of the Arrival Rate \( \lambda \) Over \( 2 \leq \lambda \leq 5 \).
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