EXPLOSION HAZARDS ASSOCIATED WITH SPILLS OF LARGE QUANTITIES OF HAZARDOUS MATERIALS. PHASE I

C. D. Lind
Naval Weapons Center

Prepared for:
Coast Guard

October 1974
**Title and Subtitle:**

Explosion Hazards Associated with Spills of Large Quantities of Hazardous Materials Phase I

**Authors:**

C. D. Lind

**Performing Organization Name and Address:**

Department of the Navy
Naval Weapons Center
China Lake, California 93555

**Sponsoring Agency Name and Address:**

Commandant (G-DST)
U. S. Coast Guard Headquarters
Washington, D.C. 20590

**Abstract:**

This report documents the results of Phase I of a program whose object is to quantify the explosion hazards associated with spills of large quantities of hazardous material such as liquified natural gas (LNG), liquified petroleum gas (LPG), or ethylene. The principal results are (1) a phenomenological description of a spill, (2) an examination of the detonation properties of methane, (3) a qualitative theory of non-ideal explosions, and (4) a plan for Phase II of the study.
18 OCT 1974

The work reported herein was accomplished for the U. S. Coast Guard's Office of Research and Development, Marine Safety Technology Division, as part of its program in Cargo Safety Technology.

The contents of this report reflect the views of the Author, who is responsible for the facts and the accuracy of the data presented herein. The contents do not necessarily reflect the official views or policy of the Coast Guard. This report does not constitute a standard, specification, or regulation.

Reviewed by: J. M. CECE
Project Officer

Submitted by: J. M. CECE, CDR, USCG
Chief, Marine Safety Projects Branch

Released by: W. D. MARKLE, JR., CAPT, USCG
Chief, Marine Safety Technology Division
Office of Research and Development
U. S. Coast Guard Headquarters
Washington, D. C. 20590
EXPLOSION HAZARDS ASSOCIATED WITH SPILLS OF LARGE QUANTITIES OF HAZARDOUS MATERIALS

PHASE I

by

C. D. Lind
CONTENTS

Introduction ................................................................. 3
Scenario of a Possible Accident ........................................... 3
   Initial Conditions ....................................................... 3
   Cloud Formation and Dispersion ................................... 3
   Ignition and Detonation ................................................ 4
   Blast Wave and Damage ................................................ 4
Variations of Accident Conditions Investigated ....................... 4
   Spill Size .................................................................. 4
   Variations in Atmospheric Conditions .............................. 4
   Point of Ignition .......................................................... 5
Explosive Behavior – Methane/Air Mixtures ............................ 5
   Ideal Detonation ........................................................... 5
   Detonation Tube Experiments ........................................ 5
   Professor Williams’ Formulation ..................................... 5
Vapor Cloud Explosion Study ................................................ 9
Appendix A. Calculation of Methane Vapor Cloud Generation and Dispersion .................................................. 17
Appendix B. Qualitative Theory of Non-Ideal Explosions .......... 31
Appendix C. Annotated Bibliography .................................... 51
Bibliography ..................................................................... 55
ABSTRACT

This report documents the results of Phase I of a program whose object is to quantify the explosion hazards associated with spills of large quantities of hazardous material such as liquified natural gas (LNG), liquified petroleum gas (LPG), or ethylene. The principal results are (1) a phenomenological description of a spill, (2) an examination of the detonation properties of methane, (3) a qualitative theory of non-ideal explosions, and (4) a plan for Phase II of the study.
INTRODUCTION

The nation's navigable waters provide an efficient means of transporting large quantities of bulk materials. Hazardous materials such as ethylene, butadiene, and liquified petroleum gases (LPG) are commonly shipped in liquid form in large quantities. In general, the operation becomes more economical as the quantity that can be shipped at one time is increased. Thus, the tendency has been to increase the size of the shipping container, leading to the recent advent of the super tanker for shipping liquified natural gas (LNG). Unfortunately, as the quantity of material shipped at one time increases, so does the potential hazard associated with accidental spillage of the material. The significance of the larger quantities is that we now have the potential for accidentally forming extremely large vapor clouds whose burning characteristics are not understood.

SCENARIO OF A POSSIBLE ACCIDENT

In order to become familiar with the scale of possible accidents, a hypothetical spill was investigated. The size of the spill chosen is somewhat arbitrary and represents an intermediate size (the capacity of one compartment of an existing tanker, the Descartes). Current construction and plans are for 125,000 m$^3$ ships. In most cases, assumptions were made which makes the outcome a worse case. The calculations of pool spread and atmospheric dispersion were made by the method of reference.$^1$

INITIAL CONDITIONS

An LNG tanker with 50,000 m$^3$ LNG in five compartments moors 3,500 meters upwind from shore at an offshore tanker unloading terminal. The wind velocity is 2.24 m/sec, temperature 21°C, and relative humidity 75%. The atmosphere is very stable due to an inversion (horizontal dispersion coefficient = Pasquill C; vertical dispersion coefficient = Singer and Smith D).

SPILL

A collision occurs between the tanker and another ship. The collision is at the aft compartment and releases 10,000 m$^3$ of LNG onto the water. Although ignition sources occur at the point of impact, a sustaining reaction does not take place. The boil-off reaches a maximum of 26,000 kg/sec; however, the downwind drift is only 5,000 kg/sec. Therefore, a vapor accumulation occurs over the spill point of 3.5 x 10$^6$ kg in a volume 400 meters in diameter and 9 meters high.

CLOUD FORMATION AND DISPERSION

The vapor accumulation over the spill point is more dense than the surrounding air because of its low temperature. It spreads due to gravity and moves downwind as

it warms and mixes with air until its density equals air density. At the end of the gravity spread phase the cloud has moved 500 meters downwind, is 2,000 meters wide, 9 meters high, and has an average concentration of 22%. Twelve and one-half minutes have passed since time of spill. The cloud then evolves due to wind drift and dispersion. At the end of 35 minutes from spill time the front of the cloud (of concentration above 5%) has reached the shore (3,500 meters from spill point). The volume of cloud with a concentration above 5% has a maximum width of 2,000 meters, height of 18 meters, and length of 2,000 meters.

IGNITION AND DETONATION

An ignition now occurs at some point within the cloud, perhaps from a small craft. The ignition starts a flame front moving through the cloud which accelerates and a transition to a detonation occurs. The properties of the detonation wave are: pressure = 14 bars, velocity = 1,700 m/sec, temperature = 2,500°K. It is assumed that the entire cloud detonates.

BLAST WAVE AND DAMAGE

The detonation wave in the cloud produces a blast wave in the air which expands and decays as it moves over the land. The amount of damage done by the blast wave depends on the population density and the density of damagable structures. The damage levels are as follows: 50% fatalities to exposed personnel within 200 meters; 90% ear drum damage to exposed personnel within 300 meters; and 100% damage to frame structures within 450 meters, 50% damage to frame structures within 700 meters, and glass breakage to a distance of 4,000 meters. Distances are from the edge of the cloud.

VARIATIONS OF ACCIDENT CONDITIONS INVESTIGATED

SPILL SIZE

The 10,000 m$^3$ spill size used in the example was chosen because this is the capacity of one of the compartments of an existing LNG tanker (the Descomp). Two other spill sizes were investigated: 4,000 m$^3$ and 50,000 m$^3$. Results of these calculations and the method of calculation are shown in Appendix A.

VARIATIONS IN ATMOSPHERIC CONDITIONS

The wind speed chosen (2.24 m/sec) represents a worse case condition. Lower speeds lead to a localization of the cloud and higher speeds produce greater dispersion and thus a smaller volume of over 5% concentration. Less stable atmospheric conditions also lead to smaller cloud volume due to turbulence and greater vertical mixing. Air temperature has a minor effect—higher temperatures cause thinner, wider clouds; lower temperatures cause thicker, narrower clouds.
POINT OF IGNITION

The possibility exists that an ignition could occur at the point of spill before the cloud formed. Since the major part of the fuel would be at a concentration above the upper flammability limit, a diffusion flame would develop. This outcome was not investigated since it is the subject of another study. Ignition at point of spill is not a certainty, as demonstrated by NWC experience with explosively opening tanks of flammable fuels without ignition.

EXPLOSIVE BEHAVIOR – METHANE/AIR MIXTURES

IDEAL DETONATION

Ideal detonation properties of methane/air mixtures have been calculated. The computer code used assumes chemical equilibrium in the detonation wave and calculates detonation pressure, temperature, and velocity as a function of initial composition. The calculations do not determine if the mixture will detonate but only predict the properties of the detonation if it occurs. The results of the calculations are shown in Figures 1, 2 and 3. The figures also show the experimentally determined lower flammability limit (LFL)$^2$, upper flammability limit (UFL)$^2$, and the calculated stoichiometric compositions.

DETONATION TUBE EXPERIMENTS

An attempt was made to measure the detonation and limits of methane/air mixtures. The experiments were carried out in a 60 centimeter diameter, 180 centimeter long steel tube. In use, an explosive booster is placed at one end of the tube, both ends are covered with polyethylene film, and a known amount of methane is introduced. After mixing, the explosive booster is detonated and the results are sensed by transducers in the side of the tube. Results indicated that no reaction was observed with a small booster (5 grams tetryl), and with a large booster (90 grams sheet explosive) pressures and velocities were far below the calculated values. Methane/air mixtures were tested in the composition range of 5-13% by volume methane. The detonation limits appear to be 6-12.5%, although with the low extent of reaction observed it is difficult to accurately determine the limits. Velocities measured were 950 to 1,050 m/sec and pressures from 5 to 8 bars. The pressure traces showed a complex wave pattern indicating a non-ideal detonation.

PROFESSOR WILLIAMS' FORMULATION

Because of the doubts raised by the detonation tube experiments and other evidence, Professor F. A. Williams was asked to make a theoretical study of the burning reaction and the transition from burning to detonation. Professor Williams

---

theoretically examined three geometries: (1) a spherically expanding wave with no boundaries, (2) a hemispherically expanding wave starting at a free boundary, and (3) a cylindrically expanding wave bounded on one end by a free boundary and on the other by a rigid boundary. The first case is equivalent to a thick cloud initiated at the water surface. The second case is equivalent to a thick cloud initiated at an air/cloud interface. The third corresponds to an initiation of a thin cloud.

The approach was to assume that a flame front expands from the ignition point and a shock wave is formed and propagates ahead of the flame front. A set of equations were then formulated stating: the conservation of mass over the entire reacting zone, the conservation of momentum across the shock zone, and a second conservation of mass over the flame zone. An examination of the conditions which led to a solution of this set of equations yielded a relation between flame and shock strength. The relation was similar for the three geometries treated; however, for a given flame speed the shock strength was highest for the spherical case, next highest for the hemispherical case, and weakest for the cylindrical case.

In order that the non-ideal explosion described by the equations change to an ideal detonation, it is necessary that a flame reaction directly support the shock wave. Two mechanisms for the occurrence of this transition were investigated: (1) a rapidly accelerating flame front, and (2) a thermal explosion of the methane/air mixture behind the shock wave.

The conclusions reached by this study are as follows. A non-ideal explosion could produce a damaging pressure wave over distances from the cloud of the order of magnitude of the cloud height, but for distances greater than roughly ten times this height the shock should be rather weak. In clouds of expected sizes, both flame acceleration and thermal explosion mechanisms of detonation development do not appear likely. It should be pointed out that this is a preliminary study and that more detailed calculations and experimental verification needs to be carried out before the development of a detonation can be considered impossible. Details of the study can be found in Appendix B.

**VAPOR CLOUD EXPLOSION STUDY**

An experimental investigation of gas/air explosions must be carried out under conditions which simulate those of an accidental spill. However, the conditions must be sufficiently controllable so that the results can be interpreted. It appears that these are conflicting requirements and no single experiment has been devised to meet both requirements exactly. Therefore, three different experiments are planned: (1) gas/air filled plastic film hemispheres, (2) explosively dispersed liquified gas, and (3) liquified gas spill.

In addition to the above experiments, preliminary tests will be made on each gas mixture in the detonation tube. These tests will determine the adequacy and reliability of the ignition source, the flammability limits (if not known), the detonation
limits (if a detonation can be produced), and the shock strength needed to produce a detonation. The detonation tube will also be used to test some of the instrumentation (photodetectors) used in the larger tests. The detonation tube facility is shown in Figure 4.

The gas/air filled plastic film hemisphere experiment consists of initiating a gas/air mixture in a plastic film hemisphere and measuring the pressure, wave speed and intensity, and the flame front speed.

The theoretical description developed in the first phase of the program indicated that, for a given flame speed, the pressure in the shock wave was higher for the case where no free surface (cloud/air interface) was involved. Thus if a transition to a detonation occurs it will probably happen before the shock wave reaches a cloud boundary. In the case of thin clouds, as are produced by LNG, this distance would be a maximum of the cloud thickness. For a 10,000 m$^3$ spill this thickness is predicted to be 18 meters. It would be desirable to carry out experiments on this scale; however, as a compromise, 10-meter experiments are planned, and to study the early development of the flame front, 5-meter hemispheres will be used. The hemispherical shape maximizes the shock and flame travel distance before a boundary is reached for a given gas volume and plastic film cost.

Either a spark or a pyrotechnic igniter will be used to ignite the gas/air mixture. In either case an ignition source will be used that will reliably ignite the mixture but which will not produce a shock wave or excessive turbulence. The ignition source will be tested for reliability in the detonation tube before it is used in the hemispherical experiments.

Electronic instrumentation will consist of ten gauge stations in a line flush with the ground. Each gauge station will have one piezoelectric pressure transducer and one photodetector. The output of each pressure transducer will be recorded on a separate channel of an instrumentation tape recorder. The photodetector signals will be electrically mixed and recorded on an eleventh channel. Thus the time of arrival and pressure as a function of time for the pressure wave, and the time of arrival of the flame front will be recorded. Photographic coverage will be by two high speed cameras; one at 4,000 frames/second and one at 400 frames/second. One of the cameras will be mounted over the test pad so that an overhead view can be obtained. In addition, in one of the tests a real time documentation film will be made. Additional photographic coverage can be obtained if initial tests indicate more data could be obtained.

The advantages of this experiment are: (1) gas concentration can be controlled, (2) the geometry of the experiment is known, and (3) the time of initiation is not critical. In addition, the geometry is simple and the results can be used directly to test the theoretical formulation developed in Phase I. The disadvantages of this experiment are that in two respects it does not simulate the accident conditions: (1) there are no concentration inhomogeneities, and (2) the presence of the plastic film. Concentration inhomogeneities, which would be present in a cloud formed by an accidental spill, may affect the flame acceleration although this should have a minor effect. The effect of the film would be to reflect pressure waves back into the flame region. However, if
the pressure buildup is slow, the film will burst at $1.4 \times 10^{-3}$ bars, a very low pressure. If the pressure buildup is fast, i.e., a shock wave, there will be a reflection but because of the thinness of the film and the low area density ($60 \text{ g/m}^2$), the reflection will be weak and in the accidental spill case there are bound to be some reflecting surfaces present.

The distance the flame front travels ($D_F$) before it can be disturbed by a reflected shock wave, for the 10 meter radius hemisphere, is

$$D_F = \frac{20F}{(V + F)}$$

where $F$ and $V$ are the flame velocity and shock velocity, respectively. In small spherical experiments, Kogarko measured flame velocity of 10 m/sec which gives a flame travel distance of 0.6 meter (sonic shock velocity). However, this was a small experiment and the flame was accelerating. If the flame has an average velocity of 80 m/sec the travel distance will be 4 meters. Thus an unknown but perhaps significant observation time will pass before any reflection returns from the film. The effect of reflections and turbulence in the flow field will be specifically studied in some of the experiments by deliberately introducing reflecting structures.

If a detonation occurs, as evidenced by pressure records or photographic coverage, the possibility of a detonation in an accident is proven. An examination of the conditions necessary for detonation will then be made to determine if steps can be taken to prevent its accidental occurrence. If no detonation occurs, flame speed/shock wave speed and pressure relationships will be examined to determine if they fit the theoretical model developed in Phase I. If the flame radius/shock radius ratio remains constant, a similarity condition exists and a detonation cannot occur unless the pressure is sufficiently high ($>16$ bars) to cause a thermal explosion. If, however, the flame radius/shock radius ratio is increasing, a detonation could result when the flame catches the shock. Details of the experimental arrangement for the 5 m radius hemisphere tests are shown in Figures 5 and 6. The 10 m radius tests will have the same general arrangement.

The explosively dispersed liquified gas experiment consists of dispersing liquified gas with a solid explosive burster charge. Then approximately 0.1 second later the formed cloud will be ignited. Time of ignition will be chosen so as to allow the turbulence from the dispersion to abate but before the cloud concentration decreases below the flame limit. The advantages of this experiment are: (1) it is completely free-air (no confinement), (2) concentration inhomogeneities are present (although on an unknown scale), and (3) the geometry is sufficiently known so that pressure gauges can be used and interpreted. The disadvantages are: (1) the concentration is unknown, (2) sequencing the ignition is critical, and (3) considerable hardware development is required to develop a container and dispersion system that will disperse the liquid without ignition. In addition, the geometry is sufficiently complex so that it will be difficult to relate the results with the theoretical model. The reason the geometry is complex is that the explosive dispersion produces a cloud with low fuel concentration at the center so that central ignition cannot be used. In general, the instrumentation and analysis of results will be the same as with the plastic film hemisphere; however, because of the complex geometry more reliance will be placed on the photographic coverage. A 100 kg container is contemplated but the size will depend on the dispersion system developed.
The liquified gas spill experiment will consist of spilling the liquified gas on the pond at area CT-6 and allowing the gas to evaporate and form a cloud. The formed cloud will then be ignited. The advantages of this experiment are: (1) it accurately simulates (except for atmospheric conditions), on a small scale, the accidental spill, and (2) it gives experience in handling a spill for the larger experiments planned for Phase III. The disadvantages are lack of control of (1) the concentration, (2) the geometry, and (3) the time for ignition. Because of the location (over a pond) pressure measuring instrumentation will be difficult to arrange. In addition to determining the combustion behavior of clouds formed by a liquified gas spill on water, the cloud formation and dispersion for ammonia will be studied. This work is an extension of Coast Guard Project CG-22,182A, carried out by A.D. Little, Incorporated. This company would act as a consultant and provide some of the equipment and materials needed for this phase.

Explosive behavior studies of saturated hydrocarbon/air mixtures indicate that all hydrocarbons (other than methane) behave similarly, but that methane is more stable (more difficult to detonate). Therefore, even though LPG has a varying composition it is expected that tests on a given sample will be representative of all LPGs. Natural gas with a high concentration of methane will have to be tested and, in addition, the fraction of higher hydrocarbons added to natural gas which affect its properties needs to be determined.

The specific tests to be carried out are as follows:

1. **Detonation Tube Tests.** Preliminary tests will be carried out in the detonation tube on natural gas, LPG, ammonia, ethylene, butadiene, and vinyl chloride. Facilities are available to test other gases at the sponsor's request.

2. **Small Hemisphere Tests (5 meter radius).** A study of the early development of the flame front will be carried out in 5-meter radius film hemispheres. Three experiments with LPG, three with natural gas, and two with mixtures of natural gas and LPG are planned.

3. **Large Hemisphere Tests (10 meter radius).** Based on the results of the small hemisphere tests, a total of four tests will be carried out in the 10-meter radius film hemispheres. A total of twenty film hemispheres (10 x 5 meter radius and 10 x 10 meter radius) will be purchased so materials will be available for future tests.

4. **Liquified Gas Spill.** The A. D. Little work will be extended to 1,500-gallon spills of liquid anhydrous ammonia. This will involve purchase and installation of a 1,600-gallon capacity cryogenic liquid gas tank and delivery of the system at the CT-6 test site, and installation of gas monitoring instrumentation downwind of the spill point. Four 1,500-gallon spills are planned with materials available for a fifth test if required. The facility is planned so that it can be used for future explosive tests with LNG or other materials.
5. Explosive Dispersion. A preliminary engineering design study will be made of the hardware necessary for the explosive dispersion experiments. This will include design of explosive dispersion cannisters in two different sizes, 40 and 150 kg.
Subsequent to the writing of this report, three 5 m radius hemispherical tests were carried out. Two of the tests were with 4% by volume propane in air and the third was with 5% by volume propane. In none of these tests did a detonation occur. The flame front velocity was 6.30 m/sec for the 4% propane and 7.37 m/sec for the 5% propane. The flame front velocity appeared constant in both cases.
APPENDIX A

CALCULATION OF METHANE VAPOR CLOUD GENERATION AND DISPERSION

INTRODUCTION

The method of calculation is based on the report, *Spills of LNG on Water*, Esso Research and Engineering Company, Report EE61E-72. The main purpose of the Esso work was to calculate and experimentally verify the total area on the water that would at any time have a concentration of methane vapor of at least the lower flammability limit (5%). Since the experimental work indicated local turbulence produced a peak to average concentration ratio of 2, the calculations actually were for the area covered by a concentration of at least 2.5%. The calculation of higher concentration as a function of space and time required some modification of the calculations and should be considered an approximation until experimental verification or a more rigorous mathematical model can be developed.

CALCULATION PROCEDURE

Step 1 – Definition of Input Conditions

Calculations were made for three spill sizes; 4,000, 10,000, and 50,000 m³. Other than spill size, the conditions were the same for all three calculations, i.e., wind speed - 2.24 m/sec, horizontal dispersion coefficient - Pasquil C, vertical dispersion coefficient - Singer and Smith D, air temperature - 21°C, relative humidity - 75%.

Step 2 – Calculate Liquid Pov' and Vaporization Parameters

θ_max is the time, measured from the instant of spill, at which the pool has reached maximum diameter (D_max), minimum thickness (t_min), and maximum boil off (w_max). These quantities are calculated as follows. At any time θ the total weight spilled is divided between material that remains on the water surface and that which has boiled off.

\[ w = \rho V = \left(\frac{\pi}{4}\right) D^2 \cdot t \cdot \rho + \int_0^\theta \left(\frac{\pi}{4}\right) D^2 \cdot Rd\theta \]

(1)

Combining Eq. (1) with the experimentally determined relations given in the Esso report:

\[ D = 1.27 \theta \]

(2)

\[ t = 1.01 \times 10^{-3} D^{0.56} = 1.15 \times 10^{-3} \theta^{0.56} \]

(3)

yields

\[ w = 0.664 \theta^{2.56} + 0.0845 \theta^3 \].
This can be solved for total weight spilled \( t \omega \max \) and this value used in Eq. (2) and (3) to give \( D_{\max} \) and \( t_{\min} \). The Esso report evaporation rate of 0.196 kg/m\(^2\)/sec yields a boil-off rate of:

\[
\dot{\omega} = \frac{\pi}{4} D^2 R = 0.25 \Omega^2 ,
\]
and the max value

\[
\dot{\omega}_{\max} = 0.25 \Omega_{\max}^2 .
\]

Step 3 – Calculate Vapor Accumulation and Vapor Flow Rate

A graphical method is used to calculate vapor accumulation over the pool and the downwind vapor flow rate. First, the boil-off rate \( \dot{\omega} \) given by Eq. (4) is plotted versus time from 0 to \( \Omega_{\max} \). This is the boil-off rate as the pool expands. The pool thickness is then assumed to remain constant and, as material evaporates, the pool decreases in diameter and the boil-off rate decreases and is given by:

\[
\dot{\omega} = \dot{\omega}_{\max} e^{-R/\rho} t_{\min} (\Omega - \Omega_{\max}) .
\]

This rate is plotted from \( \Omega_{\max} \) until a time is reached when the boil-off is small. It has been found experimentally that the downwind vapor flow rate \( q \) is smaller than the evaporation rate \( \dot{\omega} \). The ratio \( q/\dot{\omega} \) is independent of spill size and is a function of wind speed \( \sigma \). The Esso report gives a graphical relation of \( q/\dot{\omega} \) versus \( \sigma \) which fits the curve:

\[
\frac{q}{\dot{\omega}} = 1 - e^{-0.1s} .
\]

From Eq. (7) and the value of \( \dot{\omega}_{\max} \) determined by Eq. (5), the value of \( q_{\max} \) may be calculated. The time at which the maximum vapor flow rate occurs \( (q_{\max}) \) is not the time of maximum boil-off \( (\Omega_{\max}) \) but at some time later when the boil-off rate drops to the vapor flow rate, i.e., \( q_{\max} = \dot{\omega} \) or

\[
q_{\max} = \dot{\omega}_{\max} e^{-R/\rho} t_{\min} (\sigma q - \sigma_{\max}) .
\]

This equation can be solved for \( \sigma_{\max} \):

\[
\sigma_{\max} = \omega_{\max} (R/\rho) t_{\min} (\sigma q - \sigma_{\max}) \ln (q_{\max} / \dot{\omega}_{\max}) .
\]

Had the spill been smaller, the pool spread would follow the same curve but would terminate sooner at some smaller value of \( \dot{\omega}_{\max} \); \( \dot{\omega} \) would decay and would intersect the \( q \) curve sooner at a smaller value of \( q_{\max} \). Thus, the \( q \) curve is really the locus of \( q_{\max} \) values corresponding to each value of \( \dot{\omega}_{\max} \) and the \( q \) versus \( \sigma \) curve can be calculated in the same manner that \( \dot{\omega}_{\max} \) and \( \dot{\omega}_{\max} \) were calculated. The curves calculated (\( \dot{\omega} \) and \( q \) versus \( \sigma \) for the 10,000 m\(^3\) spill are shown in Figure A.1. The area between the \( \dot{\omega} \) curve and the \( q \) curve is the vapor accumulation \( (w_{\text{acc}}) \) over the spill site. If the cloud of accumulated vapor is assumed cylindrical with a diameter equal to the maximum pool diameter, the height is then:

\[
h = w_{\text{acc}} / \rho (\pi/4) D_{\max}^2 .
\]
This ends the calculation of spill point conditions.

**Step 4 – Calculation of Vapor Cloud Gravity Spread**

Air at 21°C and 75% relative humidity has a density of 1.19 kg/m$^3$. The methane vapor as it forms over the pool has a density of 1.84 kg/m$^3$. The vapor will spread due to gravity as it moves downwind until it warms and mixes with air and its density equals air density. The warming is not only due to mixing with air, but also to heat transfer from the water. The combined effects are given in the Esso report in tabular form as values of percent by volume methane (C) and vapor/air mixture ($\rho$). The data fits the curve:

$$\rho = 1.175 - 1.08 \times 10^{-3} C + 6.86 \times 10^{-5} C^2.$$  \hspace{1cm} (11)

Solving Eq. (11) for the concentration of methane (C) that gives a mixture density equal to the air density yields a limiting concentration of 24%.

The plume achieves velocity by momentum transfer from the air which dilutes it. A momentum balance yields a linear relation between methane weight percent and fraction of wind speed attained. Combining this relationship with the definition of weight and volume percent (C) yields Eq. (12) where $u$ is the plume velocity.

$$u/s = 1 - \left( \frac{1.23C}{223 - C} \right)$$  \hspace{1cm} (12)

Cloud height was calculated by Eq. (10). The value was obtained by assuming that the entire difference between $q$ and $w$ was due to accumulation and that wind drift and diffusion are negligible. In the Esso report experimental values of 60% of the calculated height were reported. This factor of 0.6 was used in their calculations and will be used here. It should be pointed out that this is an arbitrary value and this is one area where the math model could be improved.

In the gravity spread calculation it is assumed that the vapor flow rate is constant at the maximum rate ($q_{max}$) given by Eq. (7). At any downwind point a material balance across the plume shows that:

$$\text{Plume mass flow rate} = 100 \frac{q}{\text{wt} \%} = \rho h L u.$$  \hspace{1cm} (13)

Solving for plume width (L) and replacing wt % by an expression involving volume % gives:

$$L = \frac{[(223 - C) q]}{(1.23 C h u \rho)}.$$  \hspace{1cm} (14)

The plume lateral spread rate is given by the equation of Fannelop and Waldman:

$$\frac{dL}{dx} = 1.47 \left[ \frac{(\Delta \rho / \rho) (g h L)}{(x u^2)} \right]^{1/3}.$$  \hspace{1cm} (15)

On integration between the limits L to $L_0$ and O to x, Eq. (15) becomes:
\[ \frac{x^{2/3}}{0.681} = \left( \frac{L^2/3 - L_0^2/3}{(\Delta \rho/\rho g h)^{1/3}} \right). \]  

(16)

Using Eq. (14) to determine plume width (L) and Eq. (16) to calculate the downwind distance (x) in a stepwise fashion, a table of L and x is constructed for decreasing values of concentration (C) from 100% to the limiting value where the plume density equals air density. In addition, from the plume velocity (u) and the downwind distance (x), the time to reach various downwind distances can be calculated. This ends the gravity spread part of the calculations.

**Step 5 – Calculation of Atmospheric Dispersion**

The Pasquill equation is used to calculate concentration when the mixing is caused by atmospheric mixing:

\[ C = \left( \frac{151 q}{\pi u \sigma_y \sigma_z} \right) e^{\left[ \frac{-\sigma_y^2}{2 \sigma_y^2} + \frac{z}{2 \sigma_z^2} \right]} \] (17)

where \( \sigma_y \) and \( \sigma_z \) are empirically determined atmosphere dispersion coefficients. To facilitate calculation on a programmable desk computer the Esso curves have been expressed as functions of downwind distance (x):

\[ \sigma_y = 0.17 x^{0.92} \] (18)

\[ \sigma_z = 0.0703 x^{0.694} \] (19)

Since the vapor plume at the end of the gravity spread phase is not a point source at sea level, two modifications to the Pasquill equation must be made. The first is to add to the vertical dispersion coefficient a correction to correct for plume height. This correction is the height converted to a standard deviation.

\[ \sigma_z = 0.0703 x^{0.694} + (h/i.25) \] (20)

The second is to divide the vapor flow into multiple sources in a line in the y direction. The total concentration is then found by summing the concentration from each individual source. With these modifications and considering first the sea level concentration, the Pasquill equation becomes:

\[ C = \sum_n \left( \frac{151 q}{\pi \sigma_y \sigma_z u} \right) e^{-\sigma_y^2/2 \sigma_y^2} \] (21)

where \( \sigma_y \) is given by Eq. (18) and \( \sigma_z \) by Eq. (20).

By means of Eq. (21), cross wind sea level concentration profiles are calculated as a function of downwind distance (x). The vertical concentration is then calculated as follows:

\[ C = C_{SL} e^{-\sigma_z^2/2 \sigma_z^2} \] (22)

where \( C_{SL} \) is the sea level concentration.
Step 7 — Calculate the time Variation of Plume Shape

During the pool spread phase it was assumed that a vapor accumulation took place above the pool. The gravity spread and atmospheric dispersion were then calculated assuming that vapor flowed from this accumulation at a constant rate, in other words, a steady state process. The plume width and height during the gravity spread phase and the concentration profiles calculated during the atmospheric dispersion phase at any downwind distance \( x_1 \) are thus time invariant from the time the plume reaches the point \( x_1 \) until the accumulation is exhausted and the back of the plume reaches point \( x_1 \). The front of the plume moves with the velocities calculated and arrives at downwind distances in the times calculated during the gravity spread phase. During the atmospheric dispersion phase it is assumed the plume front moves at the wind speed \( u \) and the time to reach any given distance can be calculated from this velocity.

The time when the vapor accumulation is exhausted will be given by:

\[
\theta = \left( \rho_1 V \right)/q .
\] (23)

Thereafter, the back of the plume is assumed to move with the wind speed and the time for the back of the plume to reach any given downwind distance can be calculated from this velocity.

RESULTS OF THE CALCULATIONS FOR 4,000, 10,000 and 50,000 m³ SPILLS

Table A-1 lists the calculated values for 4,000, 10,000, and 50,000 m³ spills. Figures A-2 through A-6 show calculated concentration profiles for the two spill sizes, and Figure A-7 shows the plume shape at different times after spill for 10,000 m³ spill.
LIST OF SYMBOLS USED

\( \theta \)  
\text{time (sec)}

\( D \)  
\text{pool diameter (m)}

\( t \)  
\text{pool thickness (m)}

\( w \)  
\text{weight methane (kg)}

\( \dot{w} \)  
\text{boil-off (kg/sec)}

\( \rho \)  
\text{density (kg/m}^3\text{)}

\( V \)  
\text{volume (m}^3\text{)}

\( R \)  
\text{evaporation rate (kg/m}^3\text{/sec)}

\( q \)  
\text{vapor flow rate (kg/sec)}

\( h \)  
\text{plume height (m)}

\( C \)  
\text{methane concentration (% volume)}

\( u \)  
\text{plume velocity (m/sec)}

\( L \)  
\text{plume width (m)}

\( x \)  
\text{downwind distance (m)}

\( g \)  
\text{gravitational constant (9.8 m/sec}^2\text{)}

\( y \)  
\text{crosswind distance (m)}

\( z \)  
\text{vertical distance (m)}

\( \sigma_y \)  
\text{crosswind dispersion coefficient (m)}

\( \sigma_z \)  
\text{vertical dispersion coefficient (m)}

\( \Delta \rho \)  
\text{plume density, air density difference (kg/m}^3\text{)}

\( \frac{\Delta \rho}{\rho} \)  
\text{divided by plume density}

\( \theta_q \)  
\text{time of maximum vapor flow rate}

\( s \)  
\text{wind speed}
TABLE A-1. Results of Calculations.

<table>
<thead>
<tr>
<th></th>
<th>1,000 m³ spill</th>
<th>10,000 m³ spill</th>
<th>50,000 m³ spill</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time to maximum pool spread, $t_{\text{max}}$ (sec)</td>
<td>233</td>
<td>324</td>
<td>567</td>
</tr>
<tr>
<td>Maximum diameter of pool, $D_{\text{max}}$ (m)</td>
<td>297</td>
<td>411</td>
<td>720</td>
</tr>
<tr>
<td>Minimum pool thickness, $t_{\text{min}}$ (m)</td>
<td>0.0244</td>
<td>0.0294</td>
<td>0.0401</td>
</tr>
<tr>
<td>Maximum boil-off, $\psi_{\text{max}}$ (kg/sec)</td>
<td>13,500</td>
<td>26,244</td>
<td>$8.04 \times 10^4$</td>
</tr>
<tr>
<td>Maximum vapor flow rate, $q_{\text{max}}$ (kg/sec)</td>
<td>2,776</td>
<td>5,380</td>
<td>16,130</td>
</tr>
<tr>
<td>Time of maximum vapor flow rate (sec)</td>
<td>324</td>
<td>432</td>
<td>717</td>
</tr>
<tr>
<td>Vapor accumulation over pool (kg)</td>
<td>$1.39 \times 10^6$</td>
<td>$3.56 \times 10^6$</td>
<td>$1.74 \times 10^7$</td>
</tr>
<tr>
<td>Actual height of accumulation (m)</td>
<td>10.9</td>
<td>14.6</td>
<td>23.2</td>
</tr>
<tr>
<td>Assumed height of accumulation (m)</td>
<td>6.55</td>
<td>8.75</td>
<td>13.9</td>
</tr>
<tr>
<td>Plume width at end of gravity spread phase, $L_{\text{max}}$ (m)</td>
<td>1,356</td>
<td>1,967</td>
<td>3,703</td>
</tr>
<tr>
<td>Distance downwind at end of gravity spread phase, $x_{\text{max}}$ (m)</td>
<td>404</td>
<td>511</td>
<td>744</td>
</tr>
<tr>
<td>Time to reach end of gravity spread phase (sec)</td>
<td>569</td>
<td>745</td>
<td>1,188</td>
</tr>
<tr>
<td>Time to exhaustion of vapor accumulation (sec)</td>
<td>733</td>
<td>1,400</td>
<td>1,796</td>
</tr>
<tr>
<td>Time for front of plume to reach 1,500 m downwind (sec)</td>
<td>1,058</td>
<td>1,191</td>
<td>1,525</td>
</tr>
</tbody>
</table>

*Time zero is instant of spill.*
FIGURE A-3. Vertical Concentration Profile, 4,000 m³ Spill.
FIGURE A-4. Sea Level Concentration Profile, 10,000 m$^3$ Spill.
FIGURE A-6. Vertical Concentration Profile, 10,000 m$^3$ Spill.
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QUALITATIVE THEORY OF NON-IDEAL EXPLOSIONS

by
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INTRODUCTION

In view of the great concern over explosion hazards associated with large LNG spills on water, it is of interest to attempt to develop an understanding of the types of explosions that may occur. It is also desirable to have formulas which may be used to obtain estimates of initial conditions (e.g., critical spill size) needed for a detonation to develop. The considerations outlined herein address these objectives. The intention is to consider a variety of configurations from a common, simplified viewpoint. In this respect, accuracy is sacrificed for generality, and the results must be termed "qualitative".

WAVE DYNAMICS OF NON-IDEAL EXPLOSIONS

Given a large LNG spill and its associated vapor cloud, it is most logical to presume that the initiation of any exothermic reaction would occur from a small spark or flame. This type of initiation produces a deflagration rather than a detonation. Since the time required for a deflagration to develop is quite short (at any position where the mixture lies between the flammability limits), the most interesting problem to consider is one in which a flame is propagating through a premixed cloud. The velocity of flame propagation will be denoted by $S$ and will be treated here as a prescribed quantity. This is reasonable, since flame speeds are functions of temperature, pressure, composition, and turbulence of the mixture into which the flame propagates. Here "turbulence" signifies nonhomogeneities in both velocity and composition; it being recognized that although turbulence often produces flame acceleration, there are many situations in which well-defined turbulent flame speeds exist.

It is well known that a point-initiated propagating flame generates pressure waves, as a consequence of the density decrease across the propagating flame. As acoustic waves are emitted, later ones travel faster than earlier ones, due to the slight increase in sound speed (temperature) across the pressure wave. The result is that the pressure waves emitted by the flame coalesce somewhere to form a shock wave. Analysis of the coalescence process is complicated, and the time and position at which the shock is formed is difficult to calculate. However, it is known that coalescence occurs reasonably rapidly. Therefore, as a starting condition for making an analysis, it seems reasonable to hypothesize, as a simplifying assumption, that a weak shock wave exists at some distance from the deflagration. The shock propagates ahead of the flame with a time-dependent velocity ($V$) which is determined from local and overall conservation conditions.
With specified initial locations of the flame and the shock, the wave pattern will evolve in such a way that the flame continues to emit sound waves which overtake, coalesce with, and usually strengthen the shock. This means that the pressure field is nonuniform in the region enclosed by the shock. The extent of this nonuniformity may be estimated from an accurate calculation for a particular case (Kuhl, A. L., Kamel, M. M., and Oppenheim, A. K., *Pressure Waves Generated by Steady Flames*, Fourteenth Symposium (International) on Combustion, The Combustion Institute, Pittsburgh, 1973, pp. 1201-1215). It is found that the pressure difference between the flame and the shock is comparable with the pressure rise across the shock. Nevertheless, as a primary simplifying assumption, the pressure within the region subtended by the shock will be taken as constant herein. Thus, the field is divided into two parts, the exterior of the shock, at atmospheric pressure \( p_0 \) and the interior of the shock at the spatially-independent but time-varying pressure \( p_1 \). This simplification is introduced for the purpose of developing readily interpretable results. Since it is unlikely that pressure variations between the shock and the flame would become large compared with the pressure rise across the shock, this simplification is expected to produce results having the correct order of magnitude.

If truly simple results are to be obtained from an analysis, then further simplifications are required. To this end, one must consider the two parts of the field contained within the shock, viz., the region (subscript 2) enclosed by the flame and the region (subscript 1) between the shock and the flame. The principal effect of the flame on the material that it consumes is to heat this material to a very high temperature, giving it a very low density. This density change across the flame probably is larger than the density variations from point to point elsewhere in the material contained within the shock. Therefore, density will be assigned two separate spatially independent (but possible time-dependent) values \( \rho_1 \) and \( \rho_2 \) in regions 1 and 2, respectively. It should be emphasized that the severity of this approximation probably is comparable with that of the approximation of constant pressure. Since the shock processes different fluid elements at different speeds, and since by the constant-pressure assumption different fluid elements will be compressed adiabatically to different extents before burning, temperature and density variations definitely will exist in region 1.

If \( \rho_1 \) is obtained from \( \rho_0 \) by use of shock relations, then \( \rho_1 / \rho_0 = 1.5 \) to 6 is reasonable, depending on the strength of the shock. Since the density ratio across a shock varies less than either the pressure ratio or the temperature ratio, the relationship \( \rho_1 = \rho_0 / k \), with \( k \) a time-independent constant whose value is approximately \( k = 1/2 \), could be a useful first rough approximation. Similarly, in view of disassociation of reaction products, the approximation of a constant temperature behind the flame may be better than, for example, the more conventional approximation of a constant heat release per unit mass. Thus, the temperature ratio \( (\theta \equiv T_0 / T_2) \) might, as a first rough approximation, be assumed constant and assigned a time-independent value in the vicinity of \( \theta = 0.1 \). With these final approximations, which really are neither needed nor used in part of the development, the density \( \rho_1 \) is constant, while \( \rho_2 = \rho \theta \rho_0 \) \( (\theta \equiv \rho_1 / \rho_0) \) varies with time in proportion to \( \rho \).
It should be emphasized that the severe approximations defined in the preceding paragraph are amendable to improvement in various ways. For example, $\theta$ could be treated as a function of $p$ instead of being assigned a constant value. A particular variation of this type is $k\theta p = \text{constant}$, which corresponds to a constant temperature ratio across the flame; it seems likely that the time variation of $\theta$ would lie between the variation predicted by this formula and that corresponding to the assumption $\theta = \text{constant}$. Consequences of alternative assumptions such as $k\theta p = \text{constant}$ will not be investigated since it is felt that the adopted approximations are sufficient for a first, qualitative study. However, in employing results of the present analysis, one should be sure to realize that according to normal-shock tables, $k$ does in fact vary with $p$. Larger values of $1/k$ must be employed for larger values of $p$. It is, of course, possible to treat $k$ as an explicit function of $p$, defined by normal-shock relations. Such an approach would have the advantage of building in an approximately realistic time variation of $k$ from the outset. It would have the disadvantage of complicating the formulas and of introducing an additional parameter (the ratio of specific heats, $\gamma$). Therefore, to preserve simplicity, explicit variations of $k$ are not introduced. While this does not compromise these results which are independent of the assumption that $k = \text{constant}$, it does indicate that more refined analyses would be of interest for further testing of many results.

The assumptions outlined above form the basis of a qualitative analysis of the dynamics of motion of the shock and the flame in the cloud. Indeed, this shock itself can cause structural damage if it is strong enough; detonation is not essential for the combustion of a cloud to be of practical concern. For this reason, the flame-generated blasts defined here have been termed non-ideal explosions. Thus, the objective of the following presentation is development of an approximate analysis of non-ideal explosions. The ultimate aim is two-fold; first, to obtain an estimate of the severity of the non-ideal explosion and second to define conditions needed for the non-ideal explosion to evolve into a detonation.

The forms of the overall conservation equations to be used in describing non-ideal explosions will depend on the geometry of the cloud and the position of flame initiation. Three potentially important cases can be visualized, viz., a spherically symmetrical system with no boundaries, a hemispherically symmetrical system with a noncombustible gas in one half-space, and a cylindrically symmetrical system in which the cloud is bounded by a rigid wall (water) on one side and a gas (air) on the other. These three cases are analyzed sequentially as follows.

**Spherical Symmetry**

Let the shock be located at radius $R$ and the flames at radius $r$. There are three basic conservation equations to be considered. One is momentum conservation across the shock wave. This can be written as

$$p_1 - p_o = \rho_o V^2 (1 - \rho_o/\rho_1),$$

where $V \equiv dR/dt$. Mass conservation across the shock has been used to derive the term involving $\rho_o/\rho_1$. 
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The second condition is overall mass conservation for the sphere of radius $R$. This is

$$\rho_2 \, r^3 + \rho_1 (R^3 - r^3) = \rho_0 R^3 \, .$$

(2)

The left-hand side of Eq. (2) is the sum of the mass contained in the core of burned gases and that contained in the shocked, unburned shell around it (aside from a factor $4\pi/3$, which has been cancelled). The right-hand side is the mass contained in the sphere prior to initiation of the process; since the exterior of this region has been unaffected by the explosion, the shock and flame can merely have redistributed the mass that was originally present in the interior.

The third condition is mass conservation for the burned core. This is expressed as

$$r^2 \rho_1 S = (d/dt) \left( \frac{1}{3} \, r^3 \, \rho_2 \right) \, .$$

(3)

where a factor of $4\pi$ has been cancelled. Equation (3) relates the mass consumption rate of the flame to the rate of core growth.

The equations can be non-dimensionalized, although this is not really necessary. For convenience, we take the initial shock radius ($R_o$) as the unit of length, and we define $x = r/R_o$, $y = R/R_o$. The Newtonian sound speed of the undisturbed gas, viz., $a = \rho_0/\rho_o$, is taken as the unit of velocity in defining the non-dimensional time $\tau = at/R_o$. We also let $s = S/a$. Then, from these along with previous definitions, we obtain

$$p = 1 + (1 - k) \left( \frac{dy}{dr} \right)^2 \, ,$$

(4)

$$\theta px^3 + (y^3 - x^3)/k = y^3 \, ,$$

(5)

and

$$x^2 s/k = (d^2 y/d\tau^2) \left( \theta px^3 / 3 \right) \, .$$

(6)

Our first objective is to investigate the character of the solutions to this set of equations. It may be emphasized that in deriving Eqs. (4), (5), and (6), the possibility of time variations of $k$ and $\theta$ has been included.

A variety of facts may be noted. Differentiating Eqs. (1) or (4) shows that the sign of $dp/dr$ is the same as the sign of $d^2 y/d\tau^2$. Thus the shock accelerates for $dp/dr > 0$ and decelerates for $dp/dr < 0$. The solutions which concern us most are non-deceleratory, and therefore we emphasize cases in which $dp/dr > 0$.

In addition, we are concerned only with cases in which $y > x$. Since Eq. (5) can be written in the form

$$y(1 - k)^{1/3} = x(1 - k\theta)^{1/3} \, ,$$

(7)
it is clear that this requires $\theta p < 1$, which states that $\rho_2 < \rho_0$. Stated differently, since the shell density exceeds atmospheric density, the core density must be less than atmospheric for a mass balance to be achieved in which the shock is outside the flame. It may be worth emphasizing that on the basis of additional physical considerations, further conditions arise which can be more restrictive than this.

According to Eq. (3), if the core density remains constant, the flame speed differs from $dr/dt$. In this case, we find from Eq. (6) that $s = k\theta p \ dx/dr$, and since $k\theta p = \rho_2/\rho_1 < 1$, the rate of expansion of the core exceeds the flame speed. This, of course, is due to the low core density. Typically $\theta = \text{constant}$ and $dp/dr > 0$, so Eq. (6) shows that $s = k\theta p \ dx/dr + \ (k\theta p/3) \ dp/dr$, which tends to bring $s$ closer to $dx/dr$, through compression of the core. However, this compression effect is unlikely to decrease the rate of expansion of the core down to the flame speed; the needed acceleration of the shock is too high to evolve naturally from a spark or flame ignition.

It is interesting to compare the rate of core expansion with the rate of shock propagation. Writing Eq. (7) in the form $p = [1 - (y/x)^3 \ (1 - k)]/(k\theta)$, we see that when $k$ and $\theta$ are approximately constant, if the ratio $y/x$ increases with time then $p$ must decrease with time. Since we are interested in $dp/dr > 0$, it is seen that we are faced with cases in which the ratio $y/x$ either remains constant or decreases with time. Thus, $dy/dr < (y/x) \ dx/dr$, and since supersonic shock propagation requires that $dy/dr > 1$, the rate of core expansion is bounded from below by the ratio $x/y < dx/dr$. The ratio $x/y$ remains constant for a simple similarity solution, as seen below. The present observations imply that in the nonsimilar case, to have $dp/dr > 0$ it is necessary to begin with a condition such that $y/x (= 1/x_0)$ exceeds its similarity value. Then as time goes on, $y/x$ will decrease, approaching the similarity value. Had the initial condition been such that $1/x_0$ were less than the similarity value, then $dp/dr$ would initially be negative, $y/x$ would increase with time, and the solution again would tend to approach similarity. Thus the similarity solution appears to represent the stable, long-time, limiting behavior of the system, approached irrespective of the specific initial conditions. It should be emphasized that in this particular reasoning, $k$ and $\theta$ have been treated as constants. Nevertheless, it is believed that variations in these quantities typically are small enough for the conclusion to be correct, qualitatively, that the time-dependent evolution tends to approach similarity.

The similarity solution may be obtained by assuming that $y/x$ is constant. With $k$ and $\theta$ presumed constant, Eq. (7) then implies that $p$ is constant. According to Eq. (4), this requires $dy/dr$ to be constant, which in turn (since $y/x$ is constant) requires $dx/dr$ to be constant. This final result is consistent with Eq. (6), if $s$ is constant. From Eq. (6) one obtains $s = k\theta p \ dx/dr$, from Eq. (7) $dx/dr = (dy/dr)(1 - k)^{1/3}/(1 - k\theta p)^{1/3}$, and from Eq. (4) $dy/dr = \sqrt{(p - 1)/(1 - k)}$, resulting in

---

3The value of $dy/dr$ is unity if the shock speed equals the Newtonian sound speed, but $\gamma$ if the shock speed equals the isentropic sound speed (the physically correct limit). To avoid introducing the additional parameter $\gamma$, the Newtonian speed is used throughout. Resulting bounds all remain applicable. In some cases, conditions that are even more restrictive can be obtained by introducing $\gamma$.
\[ s = k\theta p \sqrt{p - T / (1 - k\theta p)^{1/3}} (1 - k)^{1/6} \]

as an expression determining \( p \) in terms of \( s, k, \) and \( \theta \) for the similarity solution. It appears that the characteristic time for this solution to be approached is \( R_o/a \), and the solution will remain a good approximation even if \( s, k, \) or \( \theta \) vary with time, so long as the characteristic time scale for the variation is appreciably longer than \( R_o/a \). Thus, the similarity solution emerges as being surprisingly useful in practice.

In view of this apparent utility, Eq. (8) has been used to calculate numerical values of the dependence of shock strength on flame speed. Results are given in Table B-1 and plotted in Figure B-1. These results may be employed in estimating damage produced by non-ideal explosions. The pressure ratio increases with increasing flame speed and also with increasing heat release. In addition, larger density ratios across the shock favor larger pressure ratios. Typically, the pressure ratio becomes substantial (e.g., a factor of two) when the Mach number of the flame (based on the Newtonian sound speed of the undisturbed atmosphere) reaches about 0.1, i.e., for a flame speed of about 20 m/sec. A flame speed of 1 m/sec produces a pressure rise across the shock of about 10%.

A number of points deserve to be mentioned in connection with Figure B-1. First, strictly speaking the results are applicable only for the similarity solution; at best, they can provide only estimates under nonsimilar conditions. Second, provided that similarity is attained, the user is free to employ any desired dependence of \( k \) and \( \theta \) on \( p \) and \( s \); for example, it surely is reasonable to select values for \( k \) which decrease as \( p \) increases (e.g., as predicted by normal shock relations). When this last selection is made, it is found that \((\partial^2 p/\partial s^2)_{\theta,k} > 0\) (whereas the figure shows that \((\partial^2 p/\partial s^2)_{\theta,k} < 0\)). Kuhl, Kamel, and Oppenheim have accounted for a nondimensional pressure at the flame \( p_f = p_{l}/p_{o} \). When normal-shock relations for \( k \) are used to specialize the present results to a case \( k\theta p = 1/7 \), which they considered in their Figure 11, it is found that \( p_s < p < p_f \), as one might expect (i.e., for any specified flame speed, the present model yields a value for the pressure in region 1 lying between the pressure behind the shock and the pressure at the flame, calculated from the more precise theory). Third, there are bounds beyond which the curves in Figure B-1 do not correspond to physically attainable conditions. The restriction \( 0 < 1/p \) has been mentioned previously. The condition \( dy/dr > 1 \) introduces the lower bound on \( p \) shown in the figure. Since supersonic shock propagation requires that \( dy/dr > \gamma \), the real bound corresponding to this condition is slightly more severe than that drawn (e.g., for \( k = 1/4 \) it is \( p = 2.05 \) if \( \gamma = 1.4 \)); real lower bounds are not shown because a series of lines would be needed for different values of \( \gamma \). Finally, for steady flame propagation there is an upper bound for \( s \) defined by the lower Chapman-Jouguet point. Since this upper bound depends on two parameters, \( \gamma \) and the nondimensional heat release, it has not been indicated in the figure. However, it may be stated that, provided the flame is not accelerating, values of \( s \) as large as roughly 0.5 are not likely to be encountered.
TABLE B-I. Dependence of Nondimensional Flame Speed (s) on Shock Strength (p).

<table>
<thead>
<tr>
<th>p</th>
<th>0.05</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
<th>0.3</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>s for k = 1/4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.01</td>
<td>.001330</td>
<td>.00267</td>
<td>.00402</td>
<td>.00539</td>
<td>.00816</td>
<td>.01385</td>
</tr>
<tr>
<td>1.1</td>
<td>.00458</td>
<td>.00921</td>
<td>.01388</td>
<td>.01860</td>
<td>.0282</td>
<td>.0479</td>
</tr>
<tr>
<td>1.2</td>
<td>.00707</td>
<td>.01422</td>
<td>.0214</td>
<td>.0287</td>
<td>.0436</td>
<td>.0743</td>
</tr>
<tr>
<td>1.5</td>
<td>.01399</td>
<td>.0282</td>
<td>.0425</td>
<td>.0571</td>
<td>.0868</td>
<td>.1491</td>
</tr>
<tr>
<td>2</td>
<td>.0264</td>
<td>.0534</td>
<td>.0808</td>
<td>.1087</td>
<td>.1661</td>
<td>.289</td>
</tr>
<tr>
<td>3</td>
<td>.0563</td>
<td>.1142</td>
<td>.1737</td>
<td>.235</td>
<td>.363</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>.1340</td>
<td>.274</td>
<td>.422</td>
<td>.577</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>.411</td>
<td>.866</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>.789</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s for k = 1/2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.01</td>
<td>.00286</td>
<td>.00577</td>
<td>.00873</td>
<td>.01175</td>
<td>.01796</td>
<td>.0312</td>
</tr>
<tr>
<td>1.1</td>
<td>.00986</td>
<td>.01990</td>
<td>.0301</td>
<td>.0406</td>
<td>.0622</td>
<td>.1087</td>
</tr>
<tr>
<td>1.2</td>
<td>.01521</td>
<td>.0308</td>
<td>.0466</td>
<td>.0629</td>
<td>.0965</td>
<td>.1696</td>
</tr>
<tr>
<td>1.5</td>
<td>.0302</td>
<td>.0611</td>
<td>.0929</td>
<td>.1257</td>
<td>.1944</td>
<td>.348</td>
</tr>
<tr>
<td>2</td>
<td>.0571</td>
<td>.1163</td>
<td>.1777</td>
<td>.242</td>
<td>.379</td>
<td>.707</td>
</tr>
<tr>
<td>3</td>
<td>.1222</td>
<td>.251</td>
<td>.389</td>
<td>.536</td>
<td>.872</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>.293</td>
<td>.618</td>
<td>.985</td>
<td>1.414</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>.927</td>
<td>2.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1.842</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s for k = 2/3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.01</td>
<td>.00364</td>
<td>.00737</td>
<td>.01120</td>
<td>.01512</td>
<td>.0233</td>
<td>.0413</td>
</tr>
<tr>
<td>1.1</td>
<td>.01256</td>
<td>.0255</td>
<td>.0387</td>
<td>.0523</td>
<td>.0809</td>
<td>.1445</td>
</tr>
<tr>
<td>1.2</td>
<td>.01940</td>
<td>.0394</td>
<td>.0599</td>
<td>.0811</td>
<td>.1258</td>
<td>.227</td>
</tr>
<tr>
<td>1.5</td>
<td>.0385</td>
<td>.0784</td>
<td>.1198</td>
<td>.1630</td>
<td>.256</td>
<td>.477</td>
</tr>
<tr>
<td>2</td>
<td>.0730</td>
<td>.1496</td>
<td>.231</td>
<td>.316</td>
<td>.507</td>
<td>1.029</td>
</tr>
<tr>
<td>3</td>
<td>.1567</td>
<td>.326</td>
<td>.511</td>
<td>.718</td>
<td>1.232</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>.379</td>
<td>.817</td>
<td>1.348</td>
<td>2.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.225</td>
<td>3.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
FIGURE B-1. Dependence of Shock Strength on Flame Speed.
Hemispherical Symmetry

This problem differs from that just treated in that a half-space is occupied by a noncombustible gas. The shock is still assumed to be spherical, with radius $R$. However, the flame is hemispherical, and it again is assigned radius $r$.

Momentum conservation across the shock remains unchanged, being given by Eq. (1). The overall mass conservation condition acquires the modified form

$$\left(\frac{p_1 + p_2}{2}\right) r^3 + p_1 (R^3 - r^3) = \rho_o R^3 \quad (9)$$

since the burned core now is hemispherical, the other half of the central sphere being occupied by noncombustible shocked gas of density $\rho_1$. The conservation equation for a consumption of material by the flame will still be given by Eq. (3), the result being derived by considering a balance for a hemisphere rather than a sphere. Thus, in total it is seen that the equations are quite similar to those for the previous case.

Equations (4) and (6) may still be derived, but Eq. (5) is replaced by

$$\left[\frac{\theta p}{2} + (1/2K)\right] x^3 + (1/k)(y^3 - x^3) = y^3 \quad (10)$$

Equation (10) changes Eq. (7) into

$$y(1 - k)^{1/3} = x(1 - k\theta p)^{1/3}/2^{1/3} \quad (11)$$

the factor $1/2^{1/3}$ accounting for the modified geometry. It is clear that the character of the solutions will not differ qualitatively from that discussed in the previous case. However, there are important quantitative differences.

The requirement $y > x$ no longer translates into $\theta p < 1$; instead, the more restrictive condition $\theta p < 2 - 1/k$ is obtained from Eq. (11). Before providing a restriction on $\theta p$, this condition imposes a requirement on $k$, viz., $k > 1/2$ (i.e., $\rho_1 < 2\rho_o$). This restriction clearly is essential from overall mass conservation; if it were violated, then the density of the burned core would have to be negative to maintain the overall mass balance. The ultimate result is a severe restriction on the intensity of the shock. To understand this, observe that in the simplest interpretation (and implicit in Eq. (1), for example) the quantity $1/k$ represents the density ratio across the shock. According to normal shock tables for $\gamma = 1.4$, the restriction $k > 1/2$ then translates into a shock Mach number less than 1.58 and a pressure ratio $p$ less than 2.75.

There are two effects which tend to modify the severity of this restriction. The first is the spatial variation of density behind the shock (if the shock speed is constant, due to flame-produced compression after shock passage, then in reality $\rho_1$ will not be constant but instead will increase as the radial distance to the point in question decreases). This implies that the value of $k$ appearing in Eq. (1) (i.e., the average value of $k$ in region 1) is somewhat less than the density ratio across the shock. Thus, the shock must be even weaker than estimated above. A rough estimate suggests that this phenomena tends to modify the shock-strength restriction to roughly $p < 2$. 
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On the other hand, with the driving flame present only in a half-space, it is likely to be incorrect to assume that the shock is spherical. The shock is expected to be weaker in the noncombustible gas, and consequently a smaller volume will be influenced in this half-space. This effect can be formally introduced by defining an efficiency \( \eta \) as the ratio of the volume of noncombustible to combustible half-space contained within the shock. Equation (9) then takes on the revised form

\[
\rho_2 r^3 + \rho_1 (R^3 - r^3) + \eta \rho_1 R^3 = \rho_o R^3 + \eta \rho_o R^3,
\]

and Eq. (11) becomes

\[
y(1 - k)^{1/3} = x(1 - k\theta p)^{1/3}/(1 + \eta)^{1/3}.
\]

The restriction \( y > x \) becomes \( \theta p < 1 + \eta - \eta/k \), and the condition of \( k \) is modified to \( k > \eta/(1 + \eta) \), which is less severe than \( k > 1/2 \) if \( \eta < 1 \). A proper calculation of \( \eta \) entails solving for the nonspherical flow field. A reasonable estimate could be \( \eta = 1/2 \), in which case the shock-strength restriction becomes \( k > 1/3 \), or a Mach number less than 2.23, \( p < 5.64 \) (for \( \gamma = 1.4 \)). Considering all of the corrections together, one might estimate that \( p < 3 \) is a definite upper limit. Obviously, the presence of the free boundary can severely reduce the intensity of the shock.

This particular result appears to be the most important one obtained from the present study. Therefore, its reasonable generality seems to be worth emphasizing. No assumptions have been made that either \( k \) or \( \theta \) are independent of time, nor has a similarity hypothesis been introduced. Nothing more than overall balances have been involved. It is time to define a wave-pattern efficiency \( \eta \). While this appears to be a useful crutch to enhance physical comprehension, assuredly it is a highly approximate way to describe the complex pattern of waves in the noncombustible gas. A correct description of the wave pattern necessitates integration of partial differential equations. This is beyond the scope of the present study and apparently has not been accomplished previously by other investigations for the hemispherical geometry (or for the cylindrical geometry defined in the next section). Thus, there appears to be no better theory against which the present predictions can be checked. The estimate of \( \eta \) given above is purely intuitive; it is possible that \( \eta \) is very near zero, so that the limitation on \( p \) for the non-ideal explosion is not at all severe. However, tendencies for detonations to decay when propagating in media bounded by noncombustible gases have been observed experimentally. In view of this fact, it does not seem unreasonable to suggest that the less intense reactions, which are associated with non-ideal explosions, will be subject to stringent bounds on shock intensity in unconfined systems.

Aside from the restriction on shock intensity, the system dynamics are quite similar to the previous case. In particular, within the context of the global description that has been introduced, there still exists a similarity solution which tends to be approached rapidly as time goes on, irrespective of the initial conditions. The relationship between flame speed and shock strength for the similarity solution, derived in the same way as Eq. (8), is
\[ s = k\theta p \sqrt{\rho - 1} \left(1 + \eta\right)^{1/3} / \left(\eta\right)^{1/3} \left(1 - k\right)^{1/3} \]  

(14)

This equation allows Table B-1 and Figure B-1 to be used for the hemispherical case as well, merely by replacing \( s \) with \( s/(1 + \eta)^{1/3} \). It is seen from this result that the flame speed needed to produce a given pressure ratio is larger by the factor \( (1 + \eta)^{1/3} \) in the hemispherical case. For \( \eta = 1 \) this corresponds to a 25% increase in the required flame speed. Since this is not a very large increase, it may be concluded that the major effect of the hemispherical geometry is limitation of the shock intensity.

Cylindrical Symmetry

Here we assume that a cloud of height \( h \) is bounded below by a rigid wall and above by a noncombustible gas. The flame is viewed as a right circular cylinder of radius \( r \) and height \( h \), and within the cloud this same shape is assigned to the shock, with radius \( R \) and height \( h \). In the simplest model, a hemispherical shock of radius \( R \) will exist in the noncombustible gas. In keeping with the ideas introduced in the previous section, we shall employ an efficiency \( \eta \), such that the actual volume subtended by the shock in the noncombustible is \( \eta \) times the volume of this hemisphere.

Equation (1) remains valid, but Eq. (2) is replaced by

\[ \rho_2 r^2 h + \rho_1 (R^2 - r^2) h \div (2/3) \eta \rho_1 R^3 = \rho_o R^2 h + (2/3) \eta \rho_o R^3. \]  

(15)

Equation (3) also changes, now becoming

\[ r \rho_1 S = \left(\frac{d}{dt}\right) \left(\frac{1}{2} r^2 \rho_2\right). \]  

(16)

In nondimensional form, we now have Eq. (4), along with

\[ \theta px^2 + 1/k (y^2 - x^2) + 2/3 \eta/\alpha (1/k - 1) y^3 = y^2 \]  

(17)

and

\[ xs/k = \left(\frac{d}{dr}\right) \left(\theta px^2/2\right). \]  

(18)

The nondimensional cloud height has been defined as \( \alpha \equiv h/R_o \). Equations (17) and (18) differ from Eqs. (5) and (6) first in the presence of squares instead of cubes and second in the presence of the term involving \( \eta/\alpha \).

The squares would introduce no important difference from the behavior discussed for the spherical case. In particular, the similarity solution would still be obtained. Cube roots would become square roots and would have the effect of intensifying the pressure wave for a specified flame speed (e.g., Eq. (8) would become \( s = k\theta p \sqrt{\rho - 1/s(1 - k\theta p)} \)). The \( \eta/\alpha \) term, however, modifies the results significantly. In addition to providing a loss effect which tends to reduce \( p \), it destroys similarity by introducing \( y^3 \).
This qualitative influence of the \( \eta/\alpha \) is comprehensible. As time increases then the \( \eta/\alpha \) term becomes proportionally larger than the others. Thus, the loss becomes increasingly important with increasing time and causes the shock to decay. This is because when \( \eta \) is fixed, the volume of the noncombustible gas intercepted by the shock increases more rapidly than the volume of the combustible gas. The smaller the cloud height \( h \) (i.e., the smaller the \( \alpha \)), the larger will be the loss effect. At early times, if \( h \gg R_0 \) (i.e., if \( \alpha \gg 1 \)) then the loss effect is negligible and the shock may be expected to be stronger than in the spherical case. However, this situation appears unlikely to occur in LNG spills; initiation is likely to occur at a point, and the cylindrical model will become applicable only after \( R > h \). Thus, in practice, the \( \eta/\alpha \) must be significant for the model to be correct. Clearly, the non-ideal explosion in this cylindrical case potentially becomes appreciably weaker than it is in either of the other two cases.

It is not obvious that the efficiency \( \eta \) will remain constant in time. As the diameter of the shock cylinder increases, the volume of the intercepted noncombustible gas above the cylinder may well increase more slowly than the cube of the diameter. Analysis of the evolution of the nonsymmetrical shock pattern is needed to see how large this effect may be. It seems highly unlikely that the effect could be great enough to eliminate decay. However, the presence of the effect does suggest that a reasonable idea of the dynamics of the system can be obtained by treating \( \eta y \equiv \mu \) as a constant for short periods of time.

When the substitution \( \eta = \mu/y \) is made, Eq. (17), the nature of the dynamics becomes clear through comparison with the previous cases. A similarity solution again emerges, and the system, when removed from this solution, tends to approach it quite rapidly (time scale \( R/\alpha \)). The general relationship between \( y \) and \( x \), obtained from Eq. (17), is

\[
y(1 - k)^{1/2} = x(1 - k\theta p)^{1/2}/(1 + 2/3 \mu/\alpha)^{1/2} ,
\]

which may be compared with Eq. (13). The same type of restriction on shock strength, derived in the previous section, emerges here; the correspondence being exact if \( \eta \) of the previous section is identified with \( 2/3 \mu/\alpha \) (i.e., \( 2/3 \eta y/\alpha \)) of the present section. It is evident that, especially for large values of \( \dot{y} \), the maximum shock strength is appreciably less for the cylindrical case than for the hemispherical case.

Following the procedure of the previous section, normal shock tables for \( \gamma = 1.4 \) were used to obtain an upper bound for the shock strength, as a function of the shock radius \( R \), cloud height \( h \), and efficiency \( \eta \). The results, given in Table B-2, show that even for \( \eta \) as small as 0.1, the pressure increase across the shock will not exceed 20% at a distance of 1,000 meters from the initiation point in a typical LNG cloud.

The relationship between flame speed and shock strength, obtained as before, is

\[
s = k\theta p \sqrt{p - 1} \sqrt{1 + 2/3 \eta y/\alpha / \sqrt{1 - k\theta p}}
\]

(20)
TABLE B-2. Maximum Shock Strength for Cylindrical Case.

<table>
<thead>
<tr>
<th>$2\eta R/3h$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>29.0</td>
</tr>
<tr>
<td>0.35</td>
<td>10.3</td>
</tr>
<tr>
<td>0.40</td>
<td>8.03</td>
</tr>
<tr>
<td>0.48</td>
<td>6.00</td>
</tr>
<tr>
<td>0.60</td>
<td>4.50</td>
</tr>
<tr>
<td>0.90</td>
<td>3.00</td>
</tr>
<tr>
<td>1.60</td>
<td>2.00</td>
</tr>
<tr>
<td>2.93</td>
<td>1.51</td>
</tr>
<tr>
<td>6.58</td>
<td>1.22</td>
</tr>
<tr>
<td>11.91</td>
<td>1.12</td>
</tr>
<tr>
<td>29.90</td>
<td>1.05</td>
</tr>
<tr>
<td>60.10</td>
<td>1.02</td>
</tr>
</tbody>
</table>
for the similarity solution. The factor involving $\eta/\alpha$ necessitates a higher flame speed for achieving a given pressure ratio.

**Conclusion**

A non-ideal explosion could produce a damaging pressure wave over distances of the order of magnitude of the LNG cloud height; but for distances greater than roughly ten times this height, the shock should be expected to weaken, irrespective of the diameter of the cloud. Unless a transition to detonation occurs, severe blast damage will not extend over large distances.

**TRANSITION TO DETONATION**

There are two basically different mechanisms whereby a detonation can develop from a non-ideal explosion. One involves acceleration of the flame until it overtakes the shock. This acceleration is a complex phenomenon and is likely to depend on pre-existing turbulence as well as flame-produced turbulence. It is possible to introduce hypotheses concerning flame acceleration and to feed the results into the model of the previous section. This approach will be discussed first, without considering potential mechanisms of flame acceleration.

The second mechanism is the occurrence of a homogeneous thermal explosion in the shock-heated cloud ahead of the flame. This process can be treated with somewhat greater accuracy and will be considered second.

Comments on some potential mechanisms for flame acceleration will then be given.

**Flame Acceleration**

Equations (4), (5), and (6), for example, imply that if $s(\tau)$ is specified then a nonlinear second-order differential equation exists for $y(\tau)$. With $k$ and $\theta$ taken as constants, this equation is

$$\frac{2}{3} (1 - k) y \left( \frac{dy}{d\tau} \right) \left( \frac{d^2 y}{d\tau^2} \right) = \left[ 1 - k\theta - k\theta (1 - k) \left( \frac{dy}{d\tau} \right)^2 \right] \left( \frac{1 - k\theta - k\theta (1 - k) \left( \frac{dy}{d\tau} \right)^2}{1 - k} \right)^{1/3}$$

and its initial conditions are $y = 1$, and $\frac{dy}{d\tau} = \sqrt{[(1 - (1 - k)x_0^3) - k\theta]/[k\theta (1 - k)]}$ at $\tau = 0$. The problem defined here is quite complex and requires numerical integration by means of a computer. If such an integration is preferred, it would be of interest to include, as well, reasonable time variations of $k$ and perhaps of $\theta$. In the absence of numerical integrations, it is difficult to draw accurate conclusions concerning the functions $s(\tau)$ which are needed to cause $x(\tau)$ to approach $y(\tau)$. However, a few general observations can be made.

In view of the existence of the similarity solution and the tendency of solutions to approach it, it would seem to be difficult to cause the flame to overtake
the shock. For example, if initial conditions are reasonably close to similarity, then appreciable flame acceleration over a time scale comparable with $R/a$ (acoustic time) would be needed to perturb the system from near-similarity. Substantial initial departure from similarity could be essential.

The flame will tend to overtake the shock only if $dx/dr > dy/dr$. Necessary conditions for this to occur can be derived from Eqs. (4) through (7). Differentiation of Eq. (7) shows that if $k$ and $\theta$ are constant then

$$
(dy/d\tau) = (y/x)(dx/d\tau) - (k\theta/3) y [(dp/d\tau)/(1 - k\theta p)] ,
$$

(21)

from which it immediately follows that $dp/d\tau > 0$ is necessary. Use of this result in the derivative of Eq. (4) then shows that $d^2y/dr^2 > 0$ also is necessary. Overtaking can occur only under conditions that are accelerating in all respects.

From Eqs. (21) and (6) it follows that

$$
(dy/d\tau) = (y/x)(dx/d\tau) - [(3s/k\theta x) - (3p/x)(dx/dr)] (k\theta/3) y/(1 - k\theta p) ,
$$

which reduces to

$$
(dx/d\tau) = s + (1 - k\theta p) (x/y) (dy/d\tau) ,
$$

(22)

Equation (22) implies that

$$
(dx/d\tau) - (dy/d\tau) = s - [1 - (1 - k\theta p) (x/y)] (dy/d\tau) ,
$$

which provides a bound on $s$ needed for overtaking, viz.,

$$
 s >\left[1 - (1 - k\theta p) [(1 - k)/(1 - k\theta p)]^{1/3}\right](p - q)/1 - k
$$

(23)

where use has been made of Eqs. (4) and (7). For $\theta p \ll 1$ and $k$ not too large, this bound becomes approximately $s > (k/3)\sqrt{(p - 1)/(1 - k)}$. The restriction typically is significant, requiring the flame speed to be an appreciable fraction of the sound speed.

**Thermal Explosion**

A physically logical mechanism for detonation development is as follows. The flame generates the shock, which in turn heats the combustible gas passing through it. Initiation reactions begin to occur in the heated gas. The rates of these reactions depend strongly on temperature. The temperature history experienced by the heated element therefore determines the extent of the reaction occurring within it. If the temperature history is such that sufficient reaction occurs to cause ignition prior to arrival of the flame, then a "thermal explosion" generates a new flame ahead of the original one. The process then rapidly accelerates through formation of additional new flames, and the ideal explosion develops quickly.
It may be noted that calculation of detonation development on the basis of this model does not require consideration of an accelerating initial flame; the similarity solution developed previously will do nicely. The additional physical input needed is the ignition time of the fuel cloud as a function of temperature. Data of this type are available for numerous fuels (see, for example, Pennor, S. S. and Mullins, P. B., Explosions. Detonation, Flammability, and Ignition, AGARD-O-graph, No. 31, Pergamon, 1959). Because of the strong temperature dependence of the ignition time, it is desirable to account for temperature change of fuel elements behind the shock through adiabatic compression. The previous model can be used with such a temperature history grafted onto it. However, to obtain a first rough estimate, the temperature changes will not be introduced here.

The available data appear as ignition time, $\tau_{ig}$, versus temperature. Presuming that the ignition reaction can be approximated in the form

$$\frac{dY}{dt} = -\frac{Y}{\tau_{ig}},$$

where $Y$ is a normalized reactant concentration and presuming that $Y$ goes from 1 initially to 0 at ignition, the ignition requirement may be expressed generally as

$$\int_0^t \frac{dt}{\tau_{ig}} = 1,$$

(24)

where the integral is carried over the time history of a fuel element. In the cloud, let us assume that the temperature behind the shock is the constant value $T_1$. Then Eq. (24) immediately gives, as a condition for detonation development,

$$\tau_{ig} (T_1) = \Delta t,$$

(25)

where $\Delta t$ is the time between arrival of the shock and arrival of the flame.

The ignition time is correlated by an Arrhenius expression

$$\tau_{ig} = e^{E/R_o T/A},$$

(26)

where $A$ is a pre-exponential factor and $E$ an activation energy. For methane, $E = 29$ kcal/mole (Mullins). Also for methane, $\tau_{ig} = 100$ msec at $T = 800^\circ$C (Mullins). This is longer, typically by an order of magnitude, than $\tau_{ig}$ for most other fuels at this temperature. Also, the activation energy for methane is on the low side of the representative range (40 to 60 kcal/mole). Thus, at higher temperatures methane is relatively even more difficult to ignite.

Normal shock tables were used to calculate $\Delta t$ required for ignition of methane as a function of shock strength $p$ (assuming $\gamma = 1.4$ and $T_o = 300^\circ$K). The results are listed in Table B-3. It is seen that rather strong shocks, e.g., $p = 10$, are needed to produce ignition in 1 second.

The time available between shock arrival and flame arrival may be estimated from the similarity solution. We obtain
TABLE B3. Ignition Time for Methane as a Function of Shock Strength.

<table>
<thead>
<tr>
<th>p</th>
<th>$\Delta t$ (msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.02</td>
<td>$1 \times 10^{17}$</td>
</tr>
<tr>
<td>1.05</td>
<td>$7 \times 10^{16}$</td>
</tr>
<tr>
<td>1.12</td>
<td>$3 \times 10^{16}$</td>
</tr>
<tr>
<td>1.22</td>
<td>$9 \times 10^{15}$</td>
</tr>
<tr>
<td>1.51</td>
<td>$5 \times 10^{14}$</td>
</tr>
<tr>
<td>2.00</td>
<td>$2 \times 10^{13}$</td>
</tr>
<tr>
<td>3.00</td>
<td>$8 \times 10^{10}$</td>
</tr>
<tr>
<td>4.50</td>
<td>$4 \times 10^{8}$</td>
</tr>
<tr>
<td>6.00</td>
<td>$8 \times 10^{6}$</td>
</tr>
<tr>
<td>8.03</td>
<td>$2 \times 10^{5}$</td>
</tr>
<tr>
<td>10.3</td>
<td>$1 \times 10^{3}$</td>
</tr>
<tr>
<td>29.0</td>
<td>$6 \times 10^{1}$</td>
</tr>
</tbody>
</table>
The typical order of magnitude of \( \Delta t \) is \( R/a \). For a cloud 1,000 meters in diameter, this corresponds to a time \( \Delta t \) of a few seconds. Thus, in such a cloud the rather large value of \( p \approx 10 \) is needed for detonation.

The value of \( \Delta t \) required for detonation increases so rapidly with decreasing shock strength that extremely large clouds \( (10^{10} \text{ meters}) \) are needed for this mechanism to produce an ideal explosion for moderate pressure waves (\( p = 2 \)). Moreover, under these low temperatures, methane should ignite about as easily as other fuels. Thus, the thermal explosion mechanism should not be very important unless the non-ideal explosion itself is very strong.

**Acceleration Mechanisms**

Since thermal explosion does not appear to be a viable mechanism of transition to detonation, it appears that mechanisms for substantial flame acceleration must be found if development of a detonation is to be described. Since the distant shock, per se, is not likely to influence the flame dynamics substantially, the flame acceleration may be sought without considering the shock explicitly. R. A. Strehlow, of the Department of Aeronautical and Astronautical Engineering, University of Illinois, has defined four potential mechanisms for flame acceleration. These are (1) an acceleration-wave (Taylor) instability of the flame, (2) interaction of the flame with a turbulent bounding layer on a flat surface, (3) impingement of the flame on obstacles and interaction of the flame with the turbulent flow thereby generated, and (4) propagation of the flame into a confined space, with subsequent development of detonation within the confinement, followed by propagation of detonation out of the confinement, into the cloud. Mechanisms (1) and (2) may occur even over open water, while mechanisms (2) and (4) require the presence of rigid structures (ships, shore contours, or buildings on shore). From earlier studies, it seems certain that mechanism (4) is viable; a sufficiently long confinement can generate a detonation which would propagate through the cloud. Mechanism (3) should also be viable for obstacles of suitable size, shape, and placement; currently insufficient information is available to define the required configurations of obstacles. At present, it is unknown whether mechanisms (1) and (2) can in fact generate detonations. Each of these two mechanisms is amenable to approximate theoretical analysis, but the analyses have not been performed.

In considering mechanisms (1) and (2), it is important to keep in mind the previously derived fact that accelerations over a time scale comparable with acoustic time are needed for detonation development. For acceleration waves, the growth time is of the order of \( 1/g \), where \( l \) is the scale of the instability and \( g \) is the acceleration of the interface between light and heavy fluids (not flame). Some acceleration of the flame must be present initially for this instability to develop, and the greater the initial acceleration, the greater will be the rate of development. Atmospheric turbulence within the cloud, for example, provides some initial acceleration locally. However, it is not clear whether these small accelerations can produce sufficiently rapid growth rates for detonation development. Theoretical analyses are needed for resolving the question.
Similarly, it is not clear how sufficiently rapid accelerations could arise from interaction between the flame and boundary layer; again, theoretical analyses are needed.

One may conclude from these rough considerations that the presence of obstacles tends to enhance the probability of development of a detonation and that in the absence of obstacles it is not clear whether a detonation can develop from a non-ideal explosion.

SUMMARY

Two major new results have been obtained from the present study. The most important is that for non-ideal explosions in the presence of an inert gas of infinite extent along one of the boundaries, there exists a limiting shock strength which depends on the efficiency of the wave pattern in the noncombustible gas. First estimates suggest that this limit can be quite severe for large LNG spills on water; decay due to upward relief lessens effects significantly at distances large compared with the cloud height. The second most important result is that the transient behavior of non-ideal explosions is such that a similarity condition of constant wave speeds tends to be approached with increasing time. Substantial flame acceleration over time scales comparable with acoustic time are needed to break away from the non-ideal explosion and to develop a detonation. It should be emphasized that both of these major results have been obtained from approximate analyses and therefore deserve to be tested by calculations of improved accuracy.

Confinement is extremely important to detonation development. Even very large clouds, when unconfined, appear to have potential difficulties in developing detonations. A major step toward safety would be to assume that LNG spills on water are far enough removed from confining obstacles (ships, etc.) that could engender development of detonation in the combustible gas. Studies of mechanisms of flame acceleration are needed for obtaining better understanding of conditions under which a transition from a non-ideal explosion to a detonation may occur. Since it appears that there are likely to exist situations in which transition to detonation does not occur, further studies of non-ideal explosions and of the damage they produce seem warranted.
APPENDIX C
ANNOTATED BIBLIOGRAPHY


This is a complete textbook of the process of generation and transmission through air of blast waves from explosives.


This is a laboratory and small scale wind tunnel investigation of the characteristics of LNG spills on water. One characteristic investigated, that has not been studied by others, is the appreciable incorporation of water in the vapor cloud.


This is a report of an investigation of the detonation of propane-oxygen-nitrogen mixtures in cylindrical segment (pie shaped) chamber. The authors observed the transition from deflagration to detonation during acceleration of the system formed by a shock wave and a combustion wave.


These are reports of experimental investigations of LNG spills on water. The pool spread, evaporation rate, vapor gravity spread, downwind drift and dispersion were studied in spill sizes up to 0.5 m$^2$. In unconfined spills coherent ice flow formation was not observed. In several cases small scale physical explosions were observed but no attempt was made to study the initiation of burning of the cloud.


This is a review paper that covers the structure of steady state detonation of gas mixtures in tubes. It concludes that the Zeldovich-von Neumann-Doring (ZND) model accurately predicts the macroscopic features of a detonation wave even though it does not consider the fine structure present.


This report gives theoretical expressions for the pool spread and evaporation rate of liquified natural gas, spilled on water, the gravitational spread, heating and downwind spread of the vapor cloud. It does not treat the diffusion or mixing of the vapor with air.

This report describes the use of hydrogen-air and methane-oxygen mixtures for blast wave generation.


This report contains data on large (up to 10 m³) spills of LNG on water. A semi-empirical method of calculating size, concentration and downwind drift of the vapor cloud is presented.


The spherical detonation of mixtures of acetylene-oxygen-nitrogen contained in rubber balloons of up to 1-meter diameter is reported. The detonations were initiated with flame, electric spark, hot wire, exploding wire, or the detonation of small solid explosive charges.


The authors investigated the initiation of mixtures of methane and propane with air and oxygen. The ignition source was either a spark or TNT charges. The mixtures were contained in spherical rubber envelopes 0.7 to 3 inches in diameter. Both photographic and piezoelectric pressure instrumentation was used. Results are given in terms of the nature of the reaction versus the initiation strength. It was found that for a weak initiation only the propane-oxygen mixture transitioned from burning to detonation, although the flame acceleration occurred in other mixtures.


The author reviews the Russian literature on methane-air detonations in tubes and describes his own work using tubes with diameters up to 0.305 meter and lengths to 12.2 meters. The gas mixtures were initiated with 50/50 amatol explosive charges. He concludes that the limits and the possibility of a detonation vary with the diameter. The limits for methane-air in the 0.305 meter tube were found to be 6.3 to 13.5% by volume methane. Methane-air mixtures could not be detonated even with strong shock initiation in small tubes (20 mm diameter).


This report is a theoretical and experimental investigation of the generation of shock waves by a flame in plane geometry. The experiments consisted of observing burning fronts in hydrogen-oxygen mixtures in a rectangular cross section shock tube.


The authors conclude from theoretical arguments that unconfined cylindrical detonations cannot exist at small radius. Experimentally they found with mixtures of acetylene and oxygen, that with sufficiently strong initiation, over driven waves are produced that decay to a constant velocity which corresponds to the plane CJ velocity. They also observed transitions from burning to detonation when turbulence intensity was artificially increased by insertion of a spiral wire coil.

This is the report of a conference held to consider all of the potential hazards of handling and shipment of LNG; however, the possibility of a detonation of a natural gas-air cloud was not discussed.


The first part of this report is a generalized analytical prediction of the ground impulse that can be obtained from a blast wave, detonation wave, and a fuel/air explosion. The latter consists of blast wave behavior for radius less than critical radius, and C-J detonation for radius greater than critical radius. The second part of the report gives results of an experimental investigation of cylindrical detonation in fuel droplet-air mixtures. Detonations in kerosene-air mixtures were observed.


This report describes an experimental method for investigating the detonation of fuel/air mixtures in polyethylene film bags.


This is a theoretical investigation of the gas dynamic structure of detonable mixtures during either transition from deflagration to detonation, or the decoupling and re-establishment of detonation that occurs close to the limits of detonability. An important conclusion is that for methane-air mixtures the ratio of effective combustion velocity to laminar flame velocity must reach 410 before transition to detonation can occur by preignition ahead of the flame front.


The author summarizes the history of accidental vapor cloud explosions, reviews the work that has been done to understand the dispersion, ignition, propagation and blast effects produced, then points out areas for future investigation.


The authors investigated spherical combustion waves in acetylene-oxygen mixtures. In the size investigated (10 cm diameter) simple transition to detonation did not occur. Detonation was produced only when the combustion wave interacted with the walls or igniter supporting structure.


A theoretical description of flame acceleration in spherical geometry and the generation of pressure waves ahead of an accelerating flame.

The authors investigated the transition from deflagration to detonation in hydrogen-oxygen mixtures with stroboscopic laser schlieren photography. They interpret the detonative ignition induced by the shock merging process ahead of the accelerating flame in terms of a kinetic induction times.


In this work a mixture of hydrogen and oxygen was used to simulate a non-ideal explosion. By comparing the blast wave formed by a burning mixture at various dilutions of nitrogen with the blast wave from similar mixtures that were detonated, the effect of energy release rate on blast wave propagated energy were determined. It was found that the energy propagated was dependent on the rate of energy release; the amount of energy was higher when the rate was higher.


This report is a compilation of flammability characteristics including limits of flammability, burning rate, autoignition temperature, detonation limits, and detonation rate of a variety of fuels.
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