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Preface
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Abstract

The objective of this thesis is to minimize the terminal position error of an entry vehicle. To do this, the concept of minimizing the position sensitivity coefficients is employed. With this in mind, two purposes are established: first, to investigate a set of optimal solutions minimizing a criterion function of sensitivity coefficients; and, second, to form a suboptimal guidance law for these trajectories. The trajectories are generated by using a type of control which includes parameters describing the vehicle configuration and attitude. This is called a lumped parameter control. Due to the use of a lumped parameter control, a Valentine's procedure is employed to restrict the range to a set of realistic design values. A closed-loop optimal implicit guidance scheme including a strata estimator is used in a simulation of selected trajectories to test the validity of the feedback gains determined for the trajectories.

The minimum sensitivity coefficient trajectory appears to be one in which the vehicle first levels out to nearly horizontal flight and then dives to achieve the desired terminal flight path angle. The values of the radius and flight path angle sensitivity coefficients for this type of trajectory are about an order of magnitude lower than for other types considered, while the maximum velocity sensitivity coefficient remains about the same.

For most of the cases considered, there appears to be a definite relationship between the sensitivity coefficients and range angle and rate of change of flight path angle. For all cases but one, the flight path angle sensitivity coefficient is nearly a linear function of
range angle.

The simulation results using a set of feedback gains and assuming noisy observations drives the system to within 5 m, 2 m/s, and 0.2 deg at the terminal point with initial errors of 5000 m, 100 m/s, and 1.0 deg in position, velocity, and flight path angle respectively.
SYNTHESIS OF A SUBOPTIMAL GUIDANCE LAW TO MINIMIZE
THE TERMINAL ERROR OF AN ENTRY VEHICLE

1. Introduction

Background

When a vehicle enters the earth's atmosphere, any error in its position vector or velocity vector will cause a subsequent position error at the desired terminal point. The quantities which describe the sensitivity of the position error at the terminal point are called sensitivity coefficients or influence coefficients. One method of minimizing the position error at the terminal point is to minimize these sensitivity coefficients. A trajectory which minimized the sensitivity coefficients is also the trajectory which provides the minimum position error at the terminal point. This concept was first considered by Johnson in his dissertation (Ref. 1).

Purpose

The basic objectives of this thesis are as follows:

A. To synthesize and analyze a set of optimal open-loop trajectories for an entry problem which will minimize a function of the sensitivity coefficients described above.

B. To generate a set of suboptimal feedback gains which will drive the vehicle to the desired terminal point in the presence of small errors in the vehicle position and velocity vectors at any time during entry.

In theory, the use of a set of feedback gains would appear to invalidate the objective of minimizing the sensitivity coefficients, since with perfect measurements and an optimal feedback scheme, the
terminal conditions would be analytically satisfied. However, in practice, neither of the two assumptions are valid. First, consider the environment; the measurements are extracted from an Inertial Measurement Unit, which is in turn adjusted by the overall attitude of the vehicle. Errors from the environment, then, can be additive, and, at present, must be compensated for. Consider, also, the feedback scheme; the ideal controller would require some nonlinear relationship between the control vector and the position and velocity vectors. Since, in an entry, control must be applied in near real time, the nonlinear relationship is impractical. Thus a linear relationship, valid for a small region about a nominal trajectory, is used, and the errors inherent in an approximation are, again significant. In practice, then, there is ample motivation to seek a trajectory where the influence of these errors on the terminal position will be minimized.

The open-loop controller which achieves the desired optimal trajectory is defined to include all possible parameters of the non-thrusting entry vehicle controller and all the parameters which describe the vehicle configuration. This is done for the purpose of allowing the vehicle designer maximum flexibility in choosing a combination of parameters which meet the control requirements and which also fall within reasonable design limits. This type of control is called lumped parameter control.

Assumptions

It is assumed that the entry control vector synthesized yields a planar trajectory with respect to a spherical, non-rotating earth. Since the control used here is a lumped parameter control, it is nec-
necessary to restrict the range of control to realistic design limits. The specific limits used herein are given in Chapter III.

In constructing the feedback control scheme, it is assumed that a linear relation between the control vector and the vectors for position and velocity can be used. It is further assumed that the use of the position and velocity vectors alone in the feedback scheme, with no use being made of the sensitivity coefficients, is sufficient to drive the vehicle to the desired terminal conditions. It is necessary to make this assumption because the errors in the sensitivity coefficients cannot be computed onboard the vehicle.

**Approach To The Problem**

The optimal open-loop trajectory and the control required are found by first variation optimization techniques based on the calculus of variations. Using this trajectory and control as a set of nominal values a set of linear perturbation equations are solved to refine the values such that the terminal conditions are precisely satisfied. These linear perturbation equations are solved using a second variation optimization technique based on the calculus of variations.

Once an open-loop trajectory and control are generated that satisfy the terminal conditions, a set of linear perturbation equations are solved to produce a set of feedback gains for the trajectory. In order to observe the effects of implementing the feedback control in a practical situation with measurement errors and noise present, a computer simulation is accomplished using the previously determined nominal optimal control and the feedback gains. A Kalman filter is therefore applied to the nonlinear trajectory state equations of motion.
to estimate the position and velocity vectors in the presence of noise.

The techniques used in both the open- and closed-loop optimization problem are presented in brief in Chapter II. Also in Chapter II an outline for the implementation of the Kalman filter, and a method for analytically generating the initial error covariance matrix for the filter are presented and discussed. The model equations to be used for the problem of minimizing sensitivity coefficients, and a transformation of independent variables is accomplished in Chapter III. In Chapter III, the derivation of the lumped parameter control is also presented in depth. The application of the techniques given in Chapter II to the equations from Chapter III is found in Chapters IV and VI. In Chapter IV, the open-loop equations are derived using the optimal theory from Chapter II, and some computation difficulties occurring during the application of optimal open-loop algorithms are discussed. In Chapter VI, a closed-loop simulation algorithm, implementing the theory for the Kalman filter is presented. Also in Chapter VI, a derivation for the closed-loop feedback scheme is presented. The results of the open-loop part of this thesis are presented and observations made in Chapter V, while the results for the closed-loop part are presented and discussed in Chapter VIII, and recommendations concerning this problem as well as areas of further study are given in Chapter IX.
II. Optimization Techniques

The purpose of this chapter is to present a summary of general optimal control techniques and of optimal state estimation techniques. The Pontryagin maximum principle and the necessary conditions for optimality associated with it will be discussed as well as numerical methods for satisfying these necessary conditions to determine an open-loop control. The general equations for an optimal linear feedback control will be derived and the limitations of this control will be discussed. The equations for a Kalman state estimator applied to a nonlinear system will be summarized and a general computational algorithm presented.

Statement Of The General Optimal Control Problem

The mathematical model describing the dynamics of a controllable process can generally be expressed as a set of first-order, nonlinear, vector differential equations as follows:

\[ \dot{x} = f(x, u, t) \]  

(2-1)

where the vector \( x \) includes all the quantities which are necessary to describe the dynamics of the system (e.g., position, velocity, and flight path angle for an entry vehicle), and the vector \( u \) includes all the system control variables (e.g., lift control and drag control for an entry vehicle). The vector \( x \) is referred to as a state vector. The initial conditions on the state vector are denoted as follows:

\[ x(t_0) = x^0 \]  

(2-2)
The final conditions are denoted by:

\[ x(t_f) = x^f \]  

(2-3)

The problem under consideration is that of choosing a control, from some acceptable class of controls, which best satisfies some selected criterion. The criterion selected is in general to minimize some function of the state variables and the control. This function will be referred to as the criterion function and will be defined as a scalar. The control which minimizes the criterion is the optimal control and is denoted \( u^* \). The selection of the criterion function is a vital part of the problem since it specifies the desired performance of the system. The general criterion function treated here is called the Lagrange form and is expressed as follows:

\[ J = \int_{t_0}^{t_f} \phi(x(\tau), u(\tau), \tau) d\tau \]  

(2-4)

The next section discusses the conditions under which \( J \) is a minimum (or a maximum). The variable \( \phi \) is some function of the states and controls. The derivation of the conditions is discussed in additional detail in references 10 and 11.

**Summary Of The Pontryagin Maximum Principle**

The function \( \phi \) is assumed to be continuous and differentiable through the second order with respect to the components of the state vector \( x \) and with respect to the components of the control vector \( u \). By using Lagrange multipliers as adjoint variables, the criterion function is augmented as follows:

\[ J = \int_{t_0}^{t_f} \{ \phi(x(\tau), u(\tau), \tau) + \lambda^T(\tau) \left[ f(x(\tau), u(\tau), \tau) - x(\tau) \right] \} d\tau \]  

(2-5)
It should be noted that this equation is basically no different from the original criterion function, Eq(2-4). Since the factor multiplying the Lagrange multiplier in Eq(2-5) is identically equal to zero from Eq(2-1).

From Eq(2-5), a scalar function called the Hamiltonian is defined as follows:

\[ H(x(t), u(t), \lambda(t), t) = \delta(x(t), u(t), t) + \lambda^T(t) [x(t), u(t), t] \]  \hspace{1cm} (2-6)

Substituting this into Eq(2-5) gives:

\[ J = \int_{t_0}^{t_f} [H(x(t), u(t), \lambda(t), t) - \lambda^T(t) \dot{x}(t)] \, dt \]  \hspace{1cm} (2-7)

When Eq(2-7) is integrated by parts, the result is:

\[ J = -\lambda^T(t_f) \dot{x}(t_f) + \int_{t_0}^{t_f} [H(x(t), u(t), \lambda(t), t) - \lambda^T(t) \dot{x}(t)] \, dt \]  \hspace{1cm} (2-8)

When Eq(2-8) is minimized, the original criterion function is minimized and the state vector equality constraints, Eq(2-1) are satisfied. In order to minimize Eq(2-8), a small variation is made in both the state vector and the control vector and the limit is taken as the small variation approaches zero.

When the small variations in state and control are made, the following equation is obtained (dropping functional notation):

\[ \delta J = [\delta x^T(-\lambda)] |_{t_0}^{t_f} + \int_{t_0}^{t_f} \left[ \delta x^T \left[ \frac{\partial H}{\partial x} + \lambda \right] + \delta u^T \frac{\partial H}{\partial u} \right] \, dt \]  \hspace{1cm} (2-9)

When the limit is taken as the small variations approach zero, each of the terms in Eq(2-9) must approach zero. This gives the following necessary conditions for optimality:
\[ (\delta x^T(-\lambda))|_t^f = 0 \]  
\[ \lambda = -\frac{\partial H}{\partial x} \]  
\[ \dot{x} = \frac{\partial H}{\partial \lambda} = f(x, u, t) \]  
\[ \frac{\partial H}{\partial u} = 0 \]

where Eq(2-10) is the transversality condition (i.e., boundary condition), Eq(2-11) is the set of adjoint equations, Eq(2-12) is the original set of state equations, and Eq(2-13) is the gradient equation. This set of equations constitutes the necessary conditions for optimality, but they are not sufficient. Solution of these equations leads to a local extremum which may be either a maximum or a minimum but cannot be considered a global minimum.

The transversality condition, Eq(2-10), must be considered for two separate cases. When the initial or final condition on any component of the state vector \( x \) is specified, the first variation of the component at that point is identically zero. When the initial or final condition on any component of the state vector is unspecified, the corresponding adjoint variable at that point must be identically zero and the first variation in the state component is then unconstrained. This is illustrated in Table I.

Table I. Constraints On Variables

<table>
<thead>
<tr>
<th>State, ( x )</th>
<th>Specified</th>
<th>Unspecified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjoint, ( \lambda )</td>
<td>Unconstrained</td>
<td>0</td>
</tr>
<tr>
<td>Variation, ( \delta x )</td>
<td>0</td>
<td>Unconstrained</td>
</tr>
</tbody>
</table>
Open-Loop Optimal Methods

First Variation Gradient Technique. The gradient procedure discussed here inherently satisfies the state and adjoint differential equations, and satisfies the gradient equation, Eq(2-13), by an iterative procedure. The procedure also inherently satisfies the transversality conditions. From Eq(2-9), and assuming that Eq(2-10) through Eq(2-12) are satisfied, the following relationship may be obtained:

\[ \delta J = \int_{T_0}^{T_f} \delta u^T \frac{\partial H}{\partial u} \, dt \]  (2-14)

The objective of this procedure, then, is to drive the gradient to zero. To achieve this goal, a gradient \( \partial H/\partial u \) is computed and a change in control \( \delta u \) calculated. The new control is then used to compute a new gradient and the process is repeated until \( \delta u \) approaches zero. When \( \delta u \) is sufficiently small, the gradient is near zero and the last necessary condition of optimality is considered satisfied.

The sign of the required change in control can be found from the sign of the gradient, but the magnitude is more difficult to determine. The magnitude is generally determined by searching over a range of magnitudes until one is found which minimized the criterion function. The gradient technique is derived and described in more detail in references 7 and 11.

Assuming that all state components are specified at the initial time and unspecified at the final time, a typical computation algorithm for implementing the gradient technique is as follows:

1. **Step 1.** Guess an initial control versus time, \( y \).
2. **Step 2.** Integrate the state equations forward from the
given initial conditions and store the final values.

**Step 3.** Using zero as the final condition on the adjoints and the final conditions on the states from step 2, integrate the state and adjoint equations backward and store the computed gradient versus time. The sign on the gradient provides the sign for the control change.

**Step 4.** Perform a one-dimensional search over different magnitudes of $\delta u$ until a $\delta u$ is found which minimizes the first variation of the criterion function ($\delta J$).

**Step 5.** Construct a new control versus time, $u_{\text{new}} = u_{\text{old}} + \delta u$.

**Step 6.** Go back to step 2 with the new control values and continue until the gradient is sufficiently small or until the change in either the control or the criterion function is sufficiently small.

**First Variation Terminal Error Function Technique.** The gradient algorithm described above always satisfies the state, adjoint, and transversality equations and works to satisfy the gradient equation. The terminal error function technique always satisfies the state, adjoint, and gradient equations and works to satisfy the transversality equation.

At each end of the problem, there are $2n$ boundary conditions where $n$ is the number of states. Of these, $n$ conditions are specified and $n$ are unconstrained. For the $n$ that are specified, two vectors are formed, $z$ and $z_D$, where $z$ is the actual value of the states or adjoints at the boundary and $z_D$ is the desired or specified value. A new criterion function, $Q$, is defined as follows:
\[ Q = [(z - z_D)^T(z - z_D)] \tag{2-15} \]

where \( Q \) is called the terminal error function. When this function is minimized, the transversality conditions are considered satisfied.

Since the state and adjoint equations and the gradient equation are always satisfied, every solution is an optimal control for the particular end conditions achieved.

To implement this technique, the states and adjoints are integrated simultaneously from either end of the problem. The integration is performed using the given boundary conditions for those variables which are specified and estimated or guessed values for those variables at the other end of the problem, the estimated values are changed and the process is repeated until the integration terminates with the desired boundary conditions. This is equivalent to transforming the two-point-boundary-value problem (TPBVP) into either an initial value problem or a final value problem.

A necessary condition for the use of this method is that the control be completely removed from the problem. For this to be done the second partial of the Hamiltonian with respect to the control vector must be non-singular. That is:

\[ \frac{\partial^2 H}{\partial u^2} \neq 0 \tag{2-16} \]

If the determinant is not zero, the control can be expressed as:

\[ u = h(x, \lambda, t) \tag{2-17} \]

A substitution for the control in the state equations can be accomplished.

Once the unconstrained boundary conditions are estimated and the boundary conditions at the other end of the problem are found to be in
error, a gradient is computed for the criterion function with respect to the estimated boundary conditions, $E_i$, as follows:

$$VQ_i = \frac{Q(E_i + \Delta E_i) - Q(E_i)}{\Delta E_i}$$ (2-18)

The computation of this gradient provides a search direction for the change in boundary conditions which will satisfy the boundary conditions at the other end.

A computational algorithm for the terminal error function procedure is as follows:

**Step 1.** Construct a terminal error criterion function, $Q$, corresponding to one end of the problem.

**Step 2.** At the opposite end of the problem, guess the $n$ unspecified values.

**Step 3.** Integrate both the state and adjoint differential equations using the specified and guessed boundary conditions as a starting point.

**Step 4.** Determine the value of $Q$.

**Step 5.** Numerically differentiate $Q$ with respect to the guessed boundary conditions to form $VQ$.

**Step 6.** Perform a one-dimensional search over the guessed boundary conditions in the direction of $-VQ$ to minimize $Q$.

**Step 7.** With new guessed boundary conditions from Step 6, go back to Step 3 and continue until $Q$ is sufficiently small.

The only difference between this method and that of the second variation is that in the terminal error function, a linear search is performed based on the first variation equations; whereas, in the second variation procedure, numerical perturbation differential
equations are solved during the integration of the state and adjoint
equations to determine the necessary changes in the guesses. The ter-
\text{minal error function technique described here is due to Trushell and}
Birta given in Reference 8.

\textit{Second Variation Technique.} In the open-loop optimal control
technique based on the second variation of the Hamiltonian, it is as-
sumed that all necessary conditions for optimality are identically
satisfied with the exception of the boundary conditions. This tech-
nique transforms a two-point-boundary-value problem (i.e., a problem
in which some conditions are known and some are unknown at each end of
the trajectory) into an initial-value or final-value problem (i.e., a
problem in which all of the conditions are known at either one end of
the trajectory or the other).

Since the gradient is defined to be identically zero, it is as-
sumed here that the control vector can be expressed as an explicit
analytical function of the state and adjoint variables. Based on this
assumption, the control function can be substituted into the state and
adjoint differential equations to completely remove control from the
problem. Then, once the boundary conditions have been satisfied, the
final open-loop control versus time can be computed from the functional
relationship.

Based on these assumptions, the state and adjoint equations are
integrated starting at either end of the trajectory. Errors in known
values at the end indicate the initial unknown boundary conditions are
in error and must be changed. The entire purpose of this procedure is
to determine the magnitude of these unknown boundary conditions such
that the known boundary conditions at the other end of the trajectory
are satisfied. This is done by solving a set of perturbation differen-
tial equations simultaneously with the state and adjoint differential
equations. The solution to this set of perturbation equations provides
the sensitivity of errors in the specified values at one end of the
trajectory to changes in the estimated values at the other end. These
sensitivities are then used in a Newton-Raphson procedure to change
the estimated values.

The sensitivity quantities provided by this method will be refer-
red to in this thesis as boundary value partials to avoid confusion
with the position sensitivity coefficients which are being minimized.
The boundary value partials are sensitivity coefficients, but the
sensitivity coefficients being minimized relate deviations in position
along the trajectory to errors in states at the terminal point, where
as, the boundary value ratios relate errors in all of the known state
and adjoint variables at one end of the trajectory to changes in the
unconstrained state and adjoint variables at the other end.

To illustrate the Newton-Raphson procedure, an example is consi-
dered in which the first $q$ states of a total of $n$ states are assumed
to be specified at the initial point and all $n$ states are specified
at the final point. Two separate cases must be considered for this
example. One case deals with the procedure when backward integra-
tion is selected to satisfy the initial boundary conditions, the other with
the procedure when forward integration is selected to satisfy the
final boundary conditions.

In the case of backward integration for this case, the unconstran-
tained adjoints at the final point are iteratively adjusted to satisfy
the specified boundary conditions at the initial point. The specified
boundary conditions at the final point are satisfied because these
conditions are used to begin the backward integration. The Newton-
Raphson equation for this case may be expressed as:

\[
\begin{bmatrix}
\delta \psi(t_f) \\
\delta \omega(t_0)
\end{bmatrix} = \begin{bmatrix}
\frac{\partial \psi(t_f)}{\partial \lambda(t_f)} \\
\frac{\partial \omega(t_0)}{\partial \lambda(t_f)} \\
\frac{\partial \psi(t_0)}{\partial \lambda(t_f)}
\end{bmatrix} \delta \lambda(t_f)
\] (2-19)

which may be rewritten as:

\[
\delta \lambda(t_f) = \left[ \frac{\partial \psi(t_f)}{\partial \lambda(t_f)} \right]^{-1} \begin{bmatrix}
\delta \psi(t_0) \\
\delta \omega(t_0) \\
\delta \psi(t_0)
\end{bmatrix}
\] (2-20)

where \( \delta \psi(t_0) \) = a q-vector of the deviations of the initial state
\([x(t_0)]\) from the specified values.

\( \delta \omega(t_0) \) = an (n-q) vector of the deviations of the initial ad-
joints \([\lambda(t_0)]\) from zero. These adjoints are specified
to be zero at the initial point because the correspond-
ing states are completely unconstrained.

\( \delta \lambda(t_f) \) = the necessary change in the unconstrained adjoint var-
iables at the final point to satisfy the initial
boundary conditions.

Eq(2-20) may be written in terms of an iterative equation as follows:

\[
\begin{bmatrix}
\lambda(t_f) \\
\omega(t_0)
\end{bmatrix}^{n+1} = \begin{bmatrix}
\lambda(t_f) \\
\omega(t_0)
\end{bmatrix}^n + \begin{bmatrix}
\frac{\partial \psi(t_f)}{\partial \lambda(t_f)} \\
\frac{\partial \psi(t_0)}{\partial \lambda(t_f)} \\
\frac{\partial \psi(t_f)}{\partial \lambda(t_f)}
\end{bmatrix}^{-1} \begin{bmatrix}
\omega - \psi^n(t_f) \\
\omega - \psi^n(t_0) \\
\omega - \psi^n(t_0)
\end{bmatrix}
\] (2-21)
where \( \psi^0 \) is the vector of specified initial states, \( \psi(t_0) \) is the vector of actual initial states from the backward integration and \( \omega(t_0) \) is the vector of actual initial adjoints. The quantities in the matrix to be inverted may be derived by performing a Taylor series expansion on three of the necessary equations of optimality. These equations are:

\[
\dot{x} = f(x, u) \tag{2-22}
\]

\[
\dot{\lambda} = - \frac{\partial H}{\partial x} \tag{2-23}
\]

and

\[
\frac{\partial H}{\partial u} = 0 \tag{2-24}
\]

The partial derivatives of these three equations with respect to \( \lambda(t_f) \) are:

\[
\frac{\partial \dot{x}}{\partial \lambda(t_f)} = \frac{d}{dt} \left[ \frac{\partial x(t)}{\partial \lambda(t_f)} \right] = \left[ \begin{array}{c} \frac{\partial f(x, u)}{\partial x} \\
\frac{\partial f(x, u)}{\partial u} \end{array} \right] \tag{2-25}
\]

\[
\frac{\partial \dot{\lambda}}{\partial \lambda(t_f)} = \frac{d}{dt} \left[ \frac{\partial \lambda(t)}{\partial \lambda(t_f)} \right] = - \frac{\partial}{\partial \lambda(t_f)} \left[ \begin{array}{c} \frac{\partial H}{\partial x} \\
\frac{\partial H}{\partial u} \end{array} \right] \tag{2-26}
\]

and

\[
\frac{\partial}{\partial \lambda(t_f)} \left[ \frac{\partial H}{\partial u} \right] \Delta \left[ \frac{\partial \lambda(t)}{\partial \lambda(t_f)} \right] = 0 \tag{2-27}
\]

Performing a Taylor series expansion on these three equations gives:

\[
\frac{d}{dt} \left[ \frac{\partial x(t)}{\partial \lambda(t_f)} \right] = \left[ \frac{\partial f(x, u)}{\partial x} \right] \left[ \frac{\partial x(t)}{\partial \lambda(t_f)} \right] + \left[ \frac{\partial f(x, u)}{\partial u} \right] \left[ \frac{\partial u(t)}{\partial \lambda(t_f)} \right] \tag{2-28}
\]

\[
\frac{d}{dt} \left[ \frac{\partial \lambda(t)}{\partial \lambda(t_f)} \right] = \left[ \frac{\partial f(x, u)}{\partial x} \right] \left[ \frac{\partial \lambda(t)}{\partial \lambda(t_f)} \right] + \left[ \frac{\partial f(x, u)}{\partial u} \right] \left[ \frac{\partial u(t)}{\partial \lambda(t_f)} \right] \tag{2-29}
\]
and:

\[
\begin{bmatrix}
\frac{\partial g(x,u,a)}{\partial x(t)} & \frac{\partial x(t)}{\partial t} & \frac{\partial x(t)}{\partial t_f} \\
\frac{\partial g(x,u,a)}{\partial x(t)} & \frac{\partial x(t)}{\partial a(t)} & \frac{\partial x(t)}{\partial a(t_f)} \\
\frac{\partial g(x,u,a)}{\partial x(t)} & \frac{\partial x(t)}{\partial u(t)} & \frac{\partial x(t)}{\partial a(t_f)}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial x(t_f)}{\partial x(t)} \\
\frac{\partial x(t_f)}{\partial a(t)} \\
\frac{\partial x(t_f)}{\partial a(t_f)}
\end{bmatrix}
- \kappa
\tag{2-30}
\]

where the final conditions are specified as:

\[
\begin{bmatrix}
\frac{\partial x(t_f)}{\partial x(t)} \\
\frac{\partial x(t_f)}{\partial a(t)} \\
\frac{\partial x(t_f)}{\partial a(t_f)}
\end{bmatrix} = 0
\tag{2-31}
\]

and

\[
\begin{bmatrix}
\frac{\partial a(t_f)}{\partial x(t)} \\
\frac{\partial a(t_f)}{\partial a(t)} \\
\frac{\partial a(t_f)}{\partial a(t_f)}
\end{bmatrix} = I
\tag{2-32}
\]

The last equation can be solved for \(\frac{\partial u(t)}{\partial a(t)}\) analytically and substituted into Eq(2-28) and Eq(2-29) to eliminate the quantity from the equations. The solution to Eq(2-28) and Eq(2-29) provides the boundary value partials to be used to form the Newton-Raphson matrix in Eq(2-21). An algorithm for implementing this method is presented at the end of this section.

In the case of the forward integration for this example, the unspecified states and adjoints at the initial point are iteratively adjusted to satisfy the specified states at the final point. The Newton-Raphson equation for this case is:

\[
\delta x(t_f) = \left[ \frac{\partial x(t_f)}{\partial x(t)} \right] \frac{\partial x(t)}{\partial t_f} \delta x(t_f) + \left[ \frac{\partial x(t_f)}{\partial a(t)} \right] \delta a(t_f)
\tag{2-33}
\]

which may be rewritten as:

\[
\begin{bmatrix}
\delta x(t_f) \\
\delta a(t_f)
\end{bmatrix} = \left[ \frac{\partial x(t_f)}{\partial x(t)} \right] \frac{\partial x(t)}{\partial t_f} \delta x(t_f) + \left[ \frac{\partial x(t_f)}{\partial a(t)} \right] \delta a(t_f)
\tag{2-34}
\]

where for this case:

\[
\delta x(t_f) = \text{an } n \text{-vector of the deviations of the final states from the specified values.}
\]
\[ \delta u(t_0) \] a q-vector of the necessary changes to the unconstrained initial adjoints.

\[ \delta \psi(t_0) \] an \((n-q)\)-vector of the necessary changes to the unspecified initial states.

The recursive equation for this case is:

\[
\begin{bmatrix}
\frac{\delta x(t_f)}{\delta u(t_0)} \\
\frac{\delta x(t_f)}{\delta \psi(t_0)}
\end{bmatrix}
\]^{n+1} =
\begin{bmatrix}
\frac{\delta x(t_f)}{\delta u(t_0)} \\
\frac{\delta x(t_f)}{\delta \psi(t_0)}
\end{bmatrix}^n + \begin{bmatrix}
\frac{\delta x(t_f)}{\delta u(t_0)} & \frac{\delta x(t_f)}{\delta \psi(t_0)}
\end{bmatrix}^{-1} \begin{bmatrix}
x^f - \psi(t_f)
\end{bmatrix}
\]

The perturbation equations for the terms in the matrix in the above equation will not be presented here but have the same form as the equations derived for the case of backward integration presented earlier.

In order to satisfy control constraints for a bounded control problem in the second variation method, Valentine's constraint procedure is used (Ref. 2). In Valentine's procedure, a new constraint is added to the problem and is of the form:

\[ \psi(u) \geq 0 \]

It is assumed that the control constraint is:

\[ B_L \leq u \leq B_T \]

or\[ u - B_L \geq 0 \]

and\[ B_T - u \geq 0 \]

These two inequalities can be combined as:

\[
\psi(u) = \begin{bmatrix}
(u_1 - B_{L1}) (B_{T1} - u_1) \\
\vdots \\
(u_j - B_{Lj}) (B_{Tj} - u_j)
\end{bmatrix} \geq 0
\]
This constraint is added to the Hamiltonian with a new Lagrange multiplier, \( \mu \). If the new Hamiltonian is denoted \( H' \), then:

\[
H' = H + \mu^T w(u)
\]  

(2-41)

To satisfy the original problem, the new term must always be identically zero. When a particular control component is on one of the boundaries then that component of \( w(u) \) is zero. If the control component is not on a boundary, then the multiplier must be identically zero. A new gradient equation is formed as:

\[
\begin{align*}
\frac{\partial H}{\partial u} &= \frac{\partial H'}{\partial u} + \left[ \frac{\partial w(u)}{\partial u} \right]^T \mu = 0 \\
\mu &= 0
\end{align*}
\]  

(2-42)

or

\[
\begin{align*}
\frac{\partial H}{\partial u} &= \frac{\partial H'}{\partial u} + \left[ \frac{\partial w(u)}{\partial u} \right]^T \\
\mu &= 0
\end{align*}
\]  

(2-43)

Where \( \frac{\partial H}{\partial u} \) is the original gradient without constraints. If a control is on a boundary, \( \mu \) must be computed such that the gradient equation is zero. The fact that:

\[
\mu^T w(u) = 0
\]  

(2-44)

is not a sufficient condition for:

\[
\left[ \frac{\partial w(u)}{\partial u} \right]^T \mu = 0
\]  

(2-45)

For this reason, when a control \( u_j \) is on a boundary, \( \mu_j \) is computed from the corresponding gradient equation:

\[
\mu_j = \frac{-\frac{\partial H}{\partial u_j}}{B_{L,j} + B_{T,j} - 2u_j}
\]  

(2-46)
When the control is on the lower boundary,

\[ v^*_j = - \frac{2H}{\partial u^*_j |_{B_{Lj}}} B_{Lj} \]

and

\[ \frac{\partial H}{\partial u^*_j |_{B_{Lj}}} \geq 0 ; \quad (B_{Tj} - B_{Lj}) \geq 0 \] (2-48)

which implies that \( v^*_j \) is negative on the lower boundary. When the control is on the upper boundary

\[ u^*_j = \frac{2H}{\partial u^*_j |_{B_{Tj}}} B_{Tj} \]

and

\[ \frac{-H}{u^*_j |_{B_{Lj}}} \leq 0 ; \quad (B_{Tj} - B_{Lj}) \geq 0 \] (2-50)

which implies that \( u^*_j \) is negative. Then \( u^*_j \) is always negative when the control is on either boundary. The term in the numerator is positive because the original gradient equation, with no constraints, is of the form

\[ u^*_j - h_j(x, \lambda) = 0 \] (2-51)

when the control is on the lower boundary:

\[ u^*_j = B_{Lj} \] (2-52)

But \( h_j(x, \lambda) \) is the value the control would be if no boundary were present and is consequently less than \( B_{Lj} \). This implies that \( u^*_j - h_j(x, \lambda) \) is greater than zero. When the control is on the upper boundary

\[ u^*_j = B_{Tj} \] (2-53)

But, in this case, \( h_j(x, \lambda) \) is larger than the boundary and \( u^*_j - h_j(x, \lambda) \)
is less than zero.

When the control is on a boundary, then changes in control at that point are not functions of changes in either the state or adjoint variables at $t_0$ or $t_f$ and

$$
\left[ \frac{\delta u_j(t)}{\delta \lambda(t_f)} \right] = 0 \quad ; \quad \left[ \frac{\delta u_j(t)}{\delta x(t_f)} \right] = 0
$$

(2-54)

and

$$
\left[ \frac{\delta u_j(t)}{\delta \lambda(t_0)} \right] = 0 \quad ; \quad \left[ \frac{\delta u_j(t)}{\delta x(t_0)} \right] = 0
$$

at that point.

When the control is not on a boundary, then

$$
\mu_j = 0 \quad (2-55)
$$

and the control is computed as if the boundary on control did not exist.

An algorithm for implementing the second variation procedure with control inequality constraints and using backward integration follows. The method for forward integration is similar.

**Step 1.** An initial set of estimates are made for the terminal adjoint variables.

**Step 2.** The control is computed at $t_f$ from the gradient Eq(2-43). If it is within bounds go to Step 3; otherwise, go to Step 5.

**Step 3.** The state and adjoint equations are integrated backward for one increment of time.

**Step 4.** The control is computed at this point from Eq(2-43). If it is within bounds go to Step 6; otherwise go to Step 5.
Step 5. Let the control equal $B_T$ or $B_L$ and compute from Eq(2-47). Set $\left[\frac{\partial u_j(t)}{\partial \lambda(t_f)}\right]$ equal to zero and go to Step 7.

Step 6. Set $\mu = 0$ and continue.

Step 7. Solve the perturbation equations backward in time to the same point as the states and adjoints.

Step 8. If the initial time has been reached go to Step 9; otherwise go to Step 3.

Step 9. Compute new estimates of the terminal adjoints from Eq(2-22) by inverting the $n \times n$ matrix and go back to Step 2 and continue until the boundary conditions converge to within a tolerance of the specified values.

Suboptimal Closed-Loop Control Methods

The basic purpose of using a closed-loop control in conjunction with an optimal problem is to form a practical, near optimal, guidance law for use in a real time adaptive controller. If this suboptimal law is used with perfect measurements, the feedback elements derived herein will satisfy the final boundary conditions established in the optimal solution. The solution of the open-loop optimal control problem determines a nominal trajectory and control set which satisfy the boundary conditions at both ends of the trajectory. However, when the optimal control is applied as a forcing function during a mission, the actual initial conditions may not be identical to the nominal initial conditions for the optimal trajectory. Also, due to perturbations along the trajectory, the actual trajectory may deviate from the nominal optimal trajectory by a small amount. For a mission such as entry into the earth's atmosphere, there still exists a
requirement to reach a particular target with a set of specified final states. An optimal closed-loop control scheme corrects for these deviations by continually computing a new optimal trajectory to arrive at the specified boundary conditions. However, the computation of an optimal control at every point in time to satisfy the final boundary conditions requires the complete solution of the original optimal control problem from the actual initial conditions at each point to the final point.

An alternative to solving the entire problem at each point is to define a linear functional relationship between small deviations in the states from the nominal and small changes in control from the nominal to achieve the desired final boundary conditions. This functional relationship is only valid in a linear range about the nominal, but allows a practical compensation for small errors. This functional relationship is given in reference 1 as:

$$\delta u(t) = \left[ \frac{\partial u(t)}{\partial x(t)} \right] \delta x(t)$$  \hspace{1cm} (2-56)

where $\delta u(t)$ is the required change in control vector to correct for small errors $\delta x(t)$ in the state vector. The matrix is computed from quantities available from the original solution of the optimal open-loop control problem. It should be noted that the change in control generated does not immediately correct the trajectory to the nominal. Instead, it allows the states to follow a neighboring path to the specified final conditions. This is illustrated in Figure 1. In order to accomplish this, the matrix $[\partial u(t)/\partial x(t)]$ is computed backward in time, relating all variables to the final specified conditions. This matrix is referred to as the feedback gain matrix.
Figure 1. Neighboring Trajectory for Linear Feedback Scheme

The block diagram in Figure 2 illustrates an example of the implementation of a linear feedback scheme.

Figure 2. Block Diagram for Implementing Feedback Gains
The quantity which must be derived is the relationship for the feedback gain matrix. The equation for defining this matrix as derived by Johnson in Reference 1 is:

\[
\begin{bmatrix}
\frac{\partial u(t)}{\partial x(t)}
\end{bmatrix} = - \left[ \frac{\partial G(t)}{\partial u(t)} \right]^{-1} \left\{ \left[ \frac{\partial G(t)}{\partial x(t)} \right] + \left[ \frac{\partial G(t)}{\partial \lambda(t)} \right] \left[ \frac{\partial \lambda(t)}{\partial \lambda(t_f)} \right] \left[ \frac{\partial \lambda(t_f)}{\partial x(t)} \right] \right\}^{-1}
\] (2-57)

where \( G(t) \) is the gradient and

\[
\begin{bmatrix}
\frac{\partial \lambda(t)}{\partial x(t_f)} \\
\frac{\partial \lambda(t_f)}{\partial x(t_f)}
\end{bmatrix}
\]

are computed by solving the perturbation equations, Eq(2-28), Eq(2-29), and Eq(2-30) in the previous section. This equation is only valid for the case in which the states are specified at both ends of the trajectory. It is not practical to force the change in control to be a function of errors in the adjoint variables since these errors cannot be generally computed during an actual entry mission.

The algorithms for computing the feedback gains simply consists of integrating the three perturbation equations backward in time, substituting the quantities into Eq(2-58), and storing the resulting gain values at each point in time. It should be noted that these gain values cannot be computed from forward integration because the final specified boundary conditions do not directly enter into the integration.

**Optimal State Estimation**

The optimal state estimator used in this thesis is the discrete Kalman filter. The Kalman filter is a minimum variance, unbiased, linear estimator. The classical least squares estimator is a special
case of the Kalman filter. When no plant noise is present and the plant differential equations are uncoupled, the Kalman filter and the unweighted least squares estimator are equivalent. The discrete Kalman filter is expressed as a set of recursive equations just as the least squares estimator can be. A derivation of the filter equations will not be presented here but is well described in Ref. 5, 12, and 13.

When the plant and observation noise are independent, white Gaussian vectors and the plant and observation equations are linear, the Kalman filter provides the optimal Bayesian estimate of the state vector. When the noise is not Gaussian, the Kalman filter still provides the optimal linear estimate of the state vector. When the plant or observation vector equations are non-linear, the optimal Bayesian estimate is given by a non-linear filter which must be derived for each problem individually whether the noise vectors are white Gaussian vectors or not. For most non-linear problems, the most practical approach is to linearize the equations and apply the Kalman filter to the small deviations within a linear range. The following basic procedure is generally followed in applying the Kalman filter to a non-linear set of equations:

A. The non-linear plant and observation equations are linearized either about a precomputed nominal set of values of the state vector or about the current optimal linear estimates of the state vector. In this thesis, only linearization about the current optimal linear estimates are considered.

B. The Kalman filter is applied to the linear set of deviations from the nominal or estimated states to form the optimal
estimates of the deviations.

C. The optimal estimates of the deviations are added to
the precomputed nominal states or to the best estimate of the states
given all information except the current observation vector values.
This provides the optimal linear estimate of the state values.

The system model (i.e., plant model, message model) equation and
the observation equation are defined as follows:

\[
\begin{align*}
X &= f(x, \xi, u) \\
Y &= g(x, n)
\end{align*}
\]  \hspace{1cm} (2-58)

where
\[
\begin{align*}
x &= \text{state vector to be estimated} \\
y &= \text{observation vector} \\
u &= \text{control vector} \\
\xi &= \text{Gaussian white system noise} \\
n &= \text{Gaussian white observation noise}
\end{align*}
\]

In order to establish a discrete, recursive set of equations, the
system and observation equations are written in the following discrete
form:

\[
\frac{x_{i+1} - x_i}{H} = f(x_i, \xi_i, u_i) \\
\]

or

\[
x_{i+1} = x_i + H \cdot f(x_i, \xi_i, u_i) + f(x_i, \xi_i, u_i)
\]

and

\[
y_i = g(x_i, n_i) + g(x_i, n_i)
\]

where \(H\) is the integration step size for a linear approximation. When
the discrete system and observation equations are expanded in a Taylor
series about the optimal estimates \(\hat{x}_i, \hat{\xi}_i, \hat{u}_i\) and \(\hat{n}_i\) the following
equations are obtained:
\[ x_{i+1} = F(x_i, \bar{u}_i, \hat{u}_i) + \left[ \frac{\partial F(x_i, \bar{u}_i, \hat{u}_i)}{\partial x_i} \right] (x_i - \bar{x}_i) \]

\[ + \left[ \frac{\partial F(x_i, \bar{u}_i, \hat{u}_i)}{\partial u_i} \right] (u_i - \bar{u}_i) + \left[ \frac{\partial F(x_i, \bar{u}_i, \hat{u}_i)}{\partial \hat{u}_i} \right] (\hat{u}_i - \hat{u}_i) \]  

(2-63)

\[ y_i = G(x_i, \bar{u}_i) + \left[ \frac{\partial G(x_i, \bar{u}_i)}{\partial x_i} \right] (x_i - \bar{x}_i) \]

\[ + \left[ \frac{\partial G(x_i, \bar{u}_i)}{\partial u_i} \right] (u_i - \bar{u}_i) + \left[ \frac{\partial G(x_i, \bar{u}_i)}{\partial \hat{u}_i} \right] (\hat{u}_i - \hat{u}_i) \]  

(2-64)

If \( \xi \) and \( \eta \) have zero mean then
\[ \bar{\xi}_i = \mathbb{E}(\xi_i) = 0 \]  

(2-65)

and
\[ \bar{\eta}_i = \mathbb{E}(\eta_i) = 0 \]  

(2-66)

where \( \mathbb{E}(\cdot) \) is the expected value of the quantity in the parentheses.

If the control vector is assumed to be a forcing function (i.e., not a function of the states) then:
\[ \bar{u}_i = u_i \]  

(2-67)

When these relations are substituted into Eq(2-63) the final linearized equations can be expressed as:
\[ x_{i+1} = F(\bar{x}_i, 0, \bar{u}_i) + \left[ \frac{\partial F(x_i, \bar{u}_i, \hat{u}_i)}{\partial x_i} \right] (x_i - \bar{x}_i) \]

\[ + \left[ \frac{\partial F(x_i, \bar{u}_i, \hat{u}_i)}{\partial u_i} \right] (u_i - \bar{u}_i) + \left[ \frac{\partial F(x_i, \bar{u}_i, \hat{u}_i)}{\partial \hat{u}_i} \right] (\hat{u}_i - \hat{u}_i) \]  

(2-68)
The Kalman filter may be used with these equations in two ways. Both are equivalent. One method involves applying the linear filter equations to the deviations from the optimal estimate to find the optimal estimate of the deviations and then adding the result to the best estimate of the states. The other method consists of modifying the filter equations to include the best estimates of the states. The latter procedure will be followed here. The best estimate of $X_{i+1}$ given only $y_i$ and all preceding observations is denoted $x(i+1|i)$. The best estimate may be computed by solving Eq. (2-58) as:

$$
\dot{x}(j|4) = f([x(j|4), 0, 0]) \quad 1 \leq j \leq i+1 \quad (2-70)
$$

where, the integration begins at:

$$
x(i|1) = x_1 \quad (2-71)
$$

and ends when $j = i+1$.

The recursive relations to be computed for the filter are as follows:

A. Kalman Gain:

$$
K_{i+1} = \Gamma(i+1|i)G_x(i+1)\Gamma[i(i+1|i)G_x(i+1) + W_{i+1}]^{-1} \quad (2-72)
$$

B. Best Estimate Of Error Convariance Given $x_i$:

$$
\Gamma(i+1|i) = P_{x_i} + V_i \quad (2-73)
$$

This quantity may be computed by propagating over small intervals with
the state transition matrices $F_X$ and $F$ at the same time $x(i+1|i)$ is computed.

C. Error Covariance Given $y_{i+1}$

$$
\Gamma_{i+1} = [I - K_{i+1}C_{x}(i+1)] I(i+1|i)[I - K_{i+1}C_{x}(i+1)]^T
+ K_{i+1} P_{i+1} K_{i+1}^T
$$

D. Optimal Estimate:

$$
x_{i+1} = x(i+1|i) + K_{i+1} y_{i+1} - C(x(i+1|i), Q) (2-75)
$$

In the four sets of equations above:

$K_{i+1}$ = Kalman gains at measurement point $(i+1)$.

$\Gamma(i+1|i)$ = Best estimate of error covariance at measurement point $(i+1)$ given $y_i$.

$\Gamma_{i+1}$ = Error covariance at measurement point $(i+1)$ given $y_{i+1}$.

$x(i+1|i)$ = Best estimate of state vector at measurement point $(i+1)$ given $y_i$.

$\hat{x}_i$ = Optimal estimate of state vector at measurement point $(i+1)$ given $y_{i+1}$.

$G_{x}(i+1) = \left[ \frac{3G(x_i, 0, y_i)}{\partial x_i} \right]$, $x_{i+1} = x(i+1|i)$

$F_{x1} = \left[ \frac{3F(x_1, 0, y_1)}{\partial x_1} \right]$, $x_1 = \hat{x}_1$

$v_1 = E(v_1 v_1^T)$

where

$$
v_1 = \left[ \frac{3F(x_1, \xi, y_1)}{\partial \xi} \right]_{\xi = 0}^1 \xi_1
$$
A specific algorithm for implementing the Kalman filter will be presented in Chapter VI on Optimal Implicit Guidance. These equations will form the basis for the optimal estimation in the entry guidance law formulation.

Initial Estimate Of The Error Covariance Matrix. In this section, a set of equations will be derived for computing the initial error covariance matrix, \( \Gamma_0 \), when certain assumptions are satisfied. It will be shown that it is not, in general, necessary to guess an initial estimate \( \Gamma_0 \). It may be computed instead. It is assumed here that the problem begins at the first measurement point. Theoretically, for a linear system and linear observations, given a long enough sequence of measurements, any estimate of the initial error covariance matrix should produce the same steady state errors. In actual practice with non-linear systems, given non-linear observations and a finite sample time, this does not occur. This is illustrated by Elliott and Filiatreau in Ref. 17. They investigated the effects of variations in the initial estimate of the error covariance matrix in conjunction with an orbit determination problem.

The steady state errors are sometimes critically dependent on the initial estimate of \( \Gamma_0 \). If the estimate is much smaller than the initial observation noise covariance matrix, \( W(0) \), the variables may not
reach steady state values at all. If the estimate is larger than \( W(0) \), the variables in some cases reach steady state values in a much shorter time than for lower estimates. When the estimate is much larger than \( W(0) \), the reference cited above indicates a tendency for the variables also not to reach steady state values as in the case in which the estimate is much smaller than \( W(0) \).

The equation for the optimal estimate, Eq(2-75), is:

\[
\hat{x}_{t+1} = x_{t+1|4} + K_{t+1} [y_{t+1} - G(x_{t+1|4},0)] \tag{2-76}
\]

For the initial observation point this equation becomes:

\[
\hat{x}_0 = x^0 + K_0 [y_0 - G(x^0,0)] \tag{2-77}
\]

where \( x^0 \) is defined as the best estimate of the initial state vector given no observations, and \( \hat{x}_0 \) is the optimal estimate of the initial state vector given the initial observation. Thus, \( x^0 \) can be based only on a priori information. The following assumptions are now made:

A. \( x^0 \) is an arbitrary a priori estimate of the initial state vector.

B. \( K_0 \) is an arbitrary a priori estimate of the initial Kalman gain matrix. The value of \( K_0 \) will be determined by the confidence level of the a priori \( x^0 \) as compared to the confidence level of the observation vector \( y_0 \) as given by \( W(0) \).

The equation for the initial Kalman gain from Eq(2-72) is:

\[
K_0 = r^0 G_x(0)^T [G_x(0) r^0 G_x(0)^T + W(0)]^{-1} \tag{2-78}
\]

where \( r^0 \) is defined as the best estimate of the initial error covariance matrix given no measurements. The optimal estimate of the initial error covariance matrix given the first measurement will be denoted \( r^0 \). Solving Eq(2-78) for \( r^0 \) gives:

\[
r^0 = [I - K_0 G_x(0)]^{-1} K_0 W(0) G_x(0)^{-1} \tag{2-79}
\]
The equation for the optimal estimate of the initial error covariance matrix, \( \Gamma_0 \), from Eq(2-74) is:

\[
\Gamma_0 = [I - K_0 G_x(0)] r_0 [I - K_0 G_x(0)]^T + K_0 W(0) K_0^T
\]

Substituting Eq(2-79):

\[
\Gamma_0 = [I - K_0 G_x(0)] [I - K_0 G_x(0)]^{-1} K_0 W(0) G_x(0) - T [I - K_0 G_x(0)]^T + K_0 W(0) K_0^T
\]

or:

\[
\Gamma_0 = K_0 W(0) G_x(0) - ^T[I - K_0 G_x(0)] + K_0 W(0) K_0^T
\]

Simplifying this equation gives:

\[
\Gamma_0 = K_0 W(0) G_x(0) - ^T - G_x(0) - ^T [K_0 G_x(0)]^T + K_0^T
\]

or:

\[
\Gamma_0 = K_0 W(0) G_x(0) - ^T
\]

where:

\[
G_x(0) = \frac{\partial G(x,0)}{\partial x} x_0
\]

Eq(2-84) defines the optimal estimate of the initial error covariance matrix, \( \Gamma_0 \), once \( x_0 \) has been computed using arbitrarily selected values for \( x_0 \) and \( K_0 \).

A special solution of this problem will now be considered in which:

\[
K_0 \triangleq I
\]

and:

\[
x_0 = G(x_0,0)
\]

In the case in which the observation vector is a linear function of the state vector or:

\[
x_1 = x_1 + n_1
\]

Eq(2-88) is satisfied by any value of \( x_0 \) and Eq(2-85) and Eq(2-84) give

\[
G_x(0) = I
\]
and:

\[ \Gamma_0 = W(0) \]  

The special case described above is the one which will be applied to the optimal implicit guidance simulation for this thesis.

Eq(2-94) provides a relationship which allows the following initial estimate algorithm to be constructed:

**Step 1.** By some arbitrary method, select an \( x^0 \) and \( K_0 \) such that:

\[ \hat{x}_0 = x^0 + K_0 [x_0 - G(x,0)] \]  

provides the desired relationship for \( \hat{x}_0 \) (such as \( x^0 = \mathbf{0} \) and \( K_0 = \mathbf{I} \))

**Step 2.** Evaluate:

\[ G_\lambda(0)^T = \left( \frac{G(x,0)}{\lambda} \right)^T x - x^0 \]  

and invert the matrix to form \( G_\lambda(0)^{-T} \).

**Step 3.** Compute the initial error covariance matrix from:

\[ \Gamma_0 = K_0 W(0) G_\lambda(0)^{-T} \]  

This method of estimating the initial error covariance matrix and a further development of the case to which it is applied are presented in Chapter VI. The following chapter shall develop the model equations for the optimal open-loop control problem.
III. Derivation Of Basic Entry Equations

In this chapter the basic equations of motion for an entry body will be established along with the equations for the position sensitivity coefficients to be minimized. The lumped parameter control containing parameters for vehicle configuration and attitude will be defined and the characteristics and effects of the atmosphere will be discussed.

State Vector Equations Of Motion

Figure 3 below shows the geometry and sign conventions to be used for the entry problem. The motion of the entry vehicle can be described by a set of four coupled differential equations. The solution of these equations provides position with respect to the center of the earth \((r)\), velocity \((v)\), radial velocity \((w)\), and range angle \((\eta)\). For

---

Figure 3. Entry Geometry
this problem a transformation of the independent variable is made such that the range angle, $\sigma$, is the independent variable instead of time. This reduces the number of equations to three. A transformation is also made from the areal velocity, $w$, to flight path angle, $\gamma$.

The equations of motion for a planar trajectory with respect to a spherical, non-rotating earth with ablation effects neglected as developed by Johnson in reference 1 are:

$$\frac{dr}{dt} = \frac{v}{r}$$  \hspace{1cm} (3-1)

$$\frac{dv}{dt} = -\frac{w}{v} - D \cos(\gamma) + L \sin(\gamma)$$  \hspace{1cm} (3-2)

$$\frac{dw}{dt} = v^2 - \frac{v}{r} - D \cos(\gamma) + L \sin(\gamma)$$  \hspace{1cm} (3-3)

$$\frac{d\gamma}{dt} = \frac{v \sin(\gamma)}{r}$$  \hspace{1cm} (3-4)

Where $r$ = displacement with respect to the center of the earth.

$v$ = velocity.

$\gamma$ = angle of the velocity vector measured from the local vertical. This is always a positive quantity.

$\sigma$ = range angle. The range angle is a positive quantity and assumed to be a monotonic function of time.

$w$ = areal velocity. This quantity is defined by the relation $w = rv \cos(\gamma)$.

$D$ = drag. The drag is dependent on the coefficient of drag and the square of the velocity and is normalized to be drag force per unit mass.

$L$ = lift. The lift is dependent on the coefficient of lift and the square of the velocity and is normalized to be lift force per unit mass.
\[ \mu = \text{universal gravitational constant times the mass of the earth.} \]

This quantity is the earth's gravitational constant.

The areal velocity, \( w \), is used to improve the stability of the model, for large variations in \( \gamma \). Since only a thirty degree maximum variation in \( \gamma \) is expected, it is not necessary to use the areal velocity. Also the computation of \( w \) onboard an entry vehicle would require a continual computation of \( (\cos \gamma) \) throughout the flight. The quantity \( \gamma \), is available onboard from the gimbal resolvers in the Inertial Measuring Unit (IMU). For these reasons a new set of equations will be derived to replace \( w \) with \( \gamma \).

The relationship between \( w \) and \( \gamma \) is:

\[ w = r \cos \gamma \quad (3-5) \]

When the time derivative of \( w \) is computed, the result is:

\[ \dot{w} = r \cos \gamma + r \cos \gamma - r \gamma \sin \gamma \quad (3-6) \]

Substituting the equations for \( \dot{t} \) and \( \dot{\psi} \) from Eq(3-1) and Eq(3-2) gives:

\[ \dot{\psi} = \frac{w \cos \gamma - \frac{u \cos \gamma}{r} - \frac{r \cos \gamma}{v^2} - r \gamma \sin \gamma}{r} \quad (3-7) \]

or

\[ \gamma \sin \gamma = \frac{w \cos \gamma}{r^2} - \frac{u \cos \gamma}{v^2} - \frac{D \cos \gamma}{v} - \frac{\dot{\psi}}{r} \quad (3-8) \]

Substituting for \( \dot{\psi} \) from Eq(3-3) and for \( w \) from Eq(3-5), combining terms and dividing by \( \sin \gamma \) gives:

\[ \dot{\gamma} = -\frac{v \sin \gamma}{r} - \frac{u \sin \gamma}{r^2} - \frac{L}{v} \quad (3-9) \]

A new set of state equations may now be written as follows:

\[ \dot{t} = v \cos \gamma \quad (3-10) \]

\[ \dot{\psi} = -\frac{u \cos \gamma}{r^2} - D \quad (3-11) \]
The independent variable in the above equations is time, which is monotonic and measurable. It is assumed that range angle is also monotonic. To simplify the model equations, the independent variable, time, is replaced with range angle \( \sigma \). It is important, however, to compute time versus range angle, to be able to revert to a time base at the conclusion of the problem.

Dividing Eq(3-11) through Eq(3-13) by \( \dot{\sigma} \) yields the following set of dynamic equations:

\[
\begin{align*}
\dot{r} &= \frac{v \sin \gamma}{r} + \frac{u \sin \gamma}{r^2 v} - \frac{L}{v} \\
\dot{\sigma} &= \frac{v \sin \gamma}{r} \\
\end{align*}
\]

\( (3-12) \)

\( (3-13) \)

To determine the time, \( t \), at any point on the trajectory, the reciprocal of Eq(3-13) can be used, which is:

\[
\begin{align*}
\dot{t} &= \frac{r}{v \sin(\gamma)} \\
\end{align*}
\]

\( (3-17) \)

Introducing state space notation to the model equations derived above gives:

\[
\begin{align*}
x^T &= [x_1, x_2, x_3, v_r, v \gamma, \gamma] \\
\end{align*}
\]

\( (3-18) \)
Substituting Eq(3-18) into Eq(3-17), the dynamic equations of state are:

\[
\begin{align*}
x_1' &= \frac{x_1}{\tan x_2} \quad \Delta F_1 \quad (3-19) \\
x_2' &= -\frac{u}{x_1 x_2 \tan x_3} - \frac{x_1 D}{x_2 \sin x_3} \quad \Delta F_2 \quad (3-20) \\
x_3' &= -1 + \frac{u}{x_1 x_2^2} - \frac{x_1 L}{x_2^2 \sin x_3} \quad \Delta F_3 \quad (3-21)
\end{align*}
\]

Eq(3-19) through Eq(3-21) are the state equations of motion which will be used throughout the report.

**Sensitivity Coefficient State Equations**

This report is concerned with the minimization of position sensitivity coefficients, which give the sensitivity of the position error at the terminal point to an error in the position or velocity vector at any point along the trajectory.

The matrix differential equation describing all the sensitivity coefficients for the three states described in Eq(3-19), Eq(3-20) and Eq(3-21) is:

\[
\frac{d}{d\sigma} \begin{bmatrix}
\frac{\partial x}{\partial \sigma} \\
\frac{\partial x}{\partial \sigma} \\
\frac{\partial x}{\partial \sigma}
\end{bmatrix} = - \begin{bmatrix}
\frac{\partial x}{\partial \sigma} \\
\frac{\partial x}{\partial \sigma} \\
\frac{\partial x}{\partial \sigma}
\end{bmatrix} \begin{bmatrix}
\frac{\partial F}{\partial x_1} \\
\frac{\partial F}{\partial x_2} \\
\frac{\partial F}{\partial x_3}
\end{bmatrix} \quad (3-22)
\]

This equation has been derived by Johnson (Ref. 2). In state space notation, Eq(3-22) may be written as:

\[
\frac{d}{d\sigma} \begin{bmatrix}
x_4 & x_5 & x_6 \\
x_7 & x_8 & x_9 \\
x_{10} x_{11} & x_{12}
\end{bmatrix} = - \begin{bmatrix}
x_4 & x_5 & x_6 \\
x_7 & x_8 & x_9 \\
x_{10} x_{11} & x_{12}
\end{bmatrix} \begin{bmatrix}
\frac{\partial F_1}{\partial x_1} & \frac{\partial F_1}{\partial x_2} & \frac{\partial F_1}{\partial x_3} \\
\frac{\partial F_2}{\partial x_1} & \frac{\partial F_2}{\partial x_2} & \frac{\partial F_2}{\partial x_3} \\
\frac{\partial F_3}{\partial x_1} & \frac{\partial F_3}{\partial x_2} & \frac{\partial F_3}{\partial x_3}
\end{bmatrix} \quad (3-23)
\]
The partials of $F$, $I$, and $F$ from Eq(3-19), Eq(3-20), and Eq(3-21) are:

\[
\begin{align*}
\frac{\partial F}{\partial x_1} &= \frac{1}{\tan x_3} \\
\frac{\partial F}{\partial x_2} &= 0 \\
\frac{\partial F}{\partial x_3} &= -\frac{x_1}{\sin^2 x_3} \\
\frac{\partial F_1}{\partial x_1} &= \frac{u}{x_1 x_2 \tan x_3} - \frac{D}{x_2 \sin x_3} - \frac{x_1}{x_2 \sin x_3} \frac{3D}{\partial x_1} \\
\frac{\partial F_2}{\partial x_2} &= \frac{u}{x_1 x_2 \tan x_3} + \frac{x_1 D}{x_2 \sin x_3} - \frac{x_3}{x_2 \sin x_3} \frac{3D}{\partial x_2} \\
\frac{\partial F_3}{\partial x_3} &= \frac{u}{x_1 x_2 \sin^2 x_3} + \frac{x_1 D \cos x}{x_2 \sin^2 x_3} \\
\frac{\partial F_4}{\partial x_1} &= -\frac{x_2}{x_1} - \frac{L}{x_1 x_2} - \frac{2x_1 L}{x_2 \sin x_3} - \frac{x_2}{x_2 \sin x_3} \frac{3L}{\partial x_1} \\
\frac{\partial F_5}{\partial x_2} &= -\frac{2x_2}{x_1} - \frac{2x_1 L}{x_1 x_2} - \frac{x_1}{x_2 \sin x_3} \frac{3L}{\partial x_2} \\
\frac{\partial F_6}{\partial x_3} &= \frac{x_1 L \cos x_3}{x_2 \sin^2 x_3} \\
\end{align*}
\]

Nine sensitivity coefficients result from the solution of Eq(3-23) through Eq(3-32). These describe the sensitivity of errors in all three states at the terminal time. In this report, however, only the position error is considered. Position is determined by the radius and the range angle. Since the range angle is the independent variable for the model, there is no range angle error at the terminal point, by definition. Therefore, only the sensitivity coefficients relating the error in radius, $x_1$, at the terminal point, to errors in the three states during the flight are considered. In Eq(3-23), each row of the matrix on the left hand side is uncoupled from the remaining rows, such that for errors only in position, the following equation suffices:
\[ \frac{d}{dc} \left[ \frac{\partial x_i(\sigma_f)}{\partial x_i(c)} \right] = \frac{d}{dc} \left[ \frac{\partial x_i(\sigma_f)}{\partial x_1(c)} \cdot \frac{\partial x_i(\sigma_f)}{\partial x_2(c)} \cdot \frac{\partial x_i(\sigma_f)}{\partial x_3(c)} \right] \]  

Based on this and Eq(3-23):

\[ \frac{d}{dc} \left[ x_4, x_5, x_6 \right] = - \left[ x_4, x_5, x_6 \right] \]  

where the partials are defined in Eq(3-24) through Eq(3-32).

**Lumped Parameter Control Equations**

The design of a passive control restricts the control available to atmospheric forces. In this section the equations for drag and lift shall be functionally separated into two parts. The first part shall contain parameters related to vehicle configuration and attitude and shall be defined as a lumped parameter control. The second part shall contain parameters related to mach number.

The equations for lift and drag are:

\[ D = \frac{AC_d(a)}{m} \times \frac{\rho v^2 C_{ps}}{2} \]  
\[ L = \frac{SC_l(a)}{m} \times \frac{\rho v^2 C_{ps}}{2} \]

where  
\( \rho \) = density  
\( v \) = velocity  
\( C_{ps} \) = coefficient of pressure at the stagnation point, a function of mach number  
\( A \) = cross-section area perpendicular to velocity vector
\[ S = \text{planform area perpendicular to both the velocity vector and the radius vector} \]

\[ m = \text{mass (a constant)} \]

\[ C_D'(\alpha) = \text{drag coefficient which is a function of angle of attack, } \alpha \]

\[ C_L'(\alpha) = \text{lift coefficient which is a function of angle of attack, } \alpha \]

Two controls will be defined as follows:

\[ u_D \Delta A = \frac{A C_D'(\alpha)}{m} \quad (3-37) \]

\[ u_L \Delta A = \frac{a C_L'(\alpha)}{m} \quad (3-38) \]

The values which the controls are allowed to take on are limited by practical considerations of vehicle design, thus the lumped control problem is a bounded control problem. The boundaries are as follows:

\[ 2.76 \times 10^{-5} \leq u_D \leq 2.22 \times 10^{-3} \]

\[ -1.6 u_D \leq u_L \leq 1.6 u_D \]

These boundaries on the controls correspond to:

\[ 250 \leq \frac{w}{C_D A} \leq 20,000 \text{ Kg/meters}^2 \]

\[ -1.6 \leq L/D \leq 1.6 \]

Substituting the control relations into Eq(3-35) and Eq(3-36) gives:

\[ D = \frac{D v^2 C_p s}{2} u_D \quad (3-39) \]

\[ L = \frac{D v^2 C_p s}{2} u_L \quad (3-40) \]

The term \( C_p s \), the coefficient of stagnation pressure in the above equations is a function of mach number, which in turn is a function of altitude, pressure, density, and velocity. This term is derived using
the following assumptions:

A. Perfect Gas
B. Isentropic Flow
C. Adiabatic Flow
D. The shock is locally normal

In Fig. 4 below, $P_{01}$ and $P_{02}$ are the stagnation pressures at points 1 and 2; $P_1$ and $P_2$ are the pressures at the two points, and $M$ is mach number. Using assumptions A, C, and D, the following

Figure 4. Shock Wave Geometry
relations are obtained (Ref. 15):

\[ C_{ps} = C_{p02} = \frac{2}{M_{i}^{2}} \left[ \frac{P_{02}}{P_{i}} - 1 \right] \]  

(3-41)

and

\[ \frac{P_{02}}{P_{i}} = \left[ 1 + \frac{2\gamma}{\gamma+1}(M_{i}^{2}-1) \right]^{-\frac{1}{\gamma-1}} \left[ \frac{(\gamma+1)M_{i}^{2}}{(\gamma-1)M_{i}^{2}+2} \right]^{\frac{1}{\gamma-1}} \]  

(3-42)

From assumption B:

\[ \frac{P_{01}}{P_{i}} = \left[ 1 + \frac{\gamma-1}{2}M_{i}^{2} \right]^{\frac{1}{\gamma-1}} \]  

(3-43)

Multiplying Eq(3-42) and Eq(3-43) together and substituting the result for the quantity \( P_{02}/P_{1} \) in Eq(3-41)

\[ C_{ps} = \frac{2}{\gamma} \left[ \frac{\gamma+1}{2\gamma - \frac{\gamma-1}{2}M_{i}^{2}} \right]^{\frac{1}{\gamma-1}} \left[ \frac{\gamma+1}{\gamma} \right]^{\frac{1}{\gamma-1}} - \frac{2}{\gamma M_{i}^{2}} \]  

(3-44)

For air, \( \gamma = 1.4 \), which when substituted into Eq(3-44) provides the final relation for \( C_{ps} \).

\[ C_{ps} = \frac{238.87872M_{i}^{5}}{7(2.8M_{i}^{2}-0.4)^{2}} \left[ \frac{1}{2(2.8M_{i}^{2}-0.4)} \right]^{\frac{1}{2}} - \frac{10}{7M_{i}^{2}} \]  

(3-45)

The above equation is valid for velocities above Mach 2. The density \( \rho \) is interpolated numerically from the 1959 ARDC Standard Atmospheric Tables.

Substituting the expressions of Eq(3-39) and Eq(3-40), for drag and lift respectively, into the state equations, Eq(3-19) through (3-21) the final state equations are:

\[ x_{i} = \frac{x_{i}}{\tan x_{3}} \quad \Delta F_{i} \]  

(3-46)
\[ \begin{align*}
\dot{\phi}_2 &= -\frac{\Phi_2}{x_1 x_2 \tan x_3} - \frac{x_1 x_2 C_{pm}}{2 \sin x_3} \Phi_2 \\
\dot{\phi}_3 &= -1 + \frac{\Phi_3}{x_1 \tan x_3} - \frac{x_1 C_{pm}}{2 \sin x_3} \Phi_3 \\
\dot{\phi}_4 &= -x_4 \frac{\partial}{\partial x_1} - x_5 \frac{\partial}{\partial x_1} \Phi_4 \\
\dot{\phi}_5 &= -x_4 \frac{\partial}{\partial x_2} - x_5 \frac{\partial}{\partial x_2} \Phi_5 \\
\dot{\phi}_6 &= -x_4 \frac{\partial}{\partial x_3} - x_5 \frac{\partial}{\partial x_3} \Phi_6
\end{align*} \]

These are the basic model equations to be used in the optimal control problem to be discussed in the following chapter.
IV. The Maximum Principle Applied To The Entry Problem

In Chapter II, it was established that an arbitrary criterion could be satisfied along with a set of non-linear plant equations provided a set of necessary optimal conditions are met. In Chapter III, mathematical model equations were derived for the entry problem. The quantities to be used in the criterion function, the position sensitivity coefficients, were also explained in concept and derived in Chapter III. In this chapter, the criterion function is established for the entry model along with a set of necessary optimal conditions such that the model equations are satisfied.

Criterion Function

The criterion function is a scalar valued function which contains all the elements to be minimized. For this problem, the criterion function must contain a convex function of the errors at the terminal point due to errors at any point of the entry trajectory. The position influence coefficients, as developed in Chapter III, describe these errors, and therefore serve as elements of the criterion function. The remaining elements of the function are the lift and drag control quantities. Since control requires an expenditure of energy, it is generally minimized with respect to zero. In this problem, the control vector is in a lumped-parameter form containing parameters defining the vehicle configuration and a variable function of angle of attack. It is desirable to minimize the control quantities about nominal mean values to satisfy practical limitations on the vehicle configuration. This allows for control deviations from the nominal
design values as well as determines the optimal control based on trajectory considerations. The criterion function is:

\[ J = \frac{1}{2} \int_{0}^{f} \left[ Y^T R Y + V^T S V \right] \, dt \]  \hspace{1cm} (4-1)

where: \[ Y = \begin{bmatrix} x_1 \\ x_5 \\ x_6 \end{bmatrix} \quad ; \quad V = \begin{bmatrix} u_D - N_{u_D} \\ u_L - N_{u_L} \end{bmatrix} \]  \hspace{1cm} (4-2)

and \( R \) and \( S \) are positive definite diagonal weighting matrices.

**Necessary Conditions For Optimality**

The necessary conditions for optimality are established by formulating the Hamiltonian and applying the appropriate conditions. The state vector \( X \) includes the state of the entry model and the position influence coefficients derived in Chapter III. The minimization problem is stated as:

\[ \text{minimize } J = \frac{1}{2} \int_{0}^{f} \Delta s \, dt \text{ subject to } X' = f(X,U) \]  \hspace{1cm} (4-3)

The state equations from Chapter III are:

\[ \begin{align*}
    x_1' &= \frac{x_1}{\tan x_3} \quad \Delta F_1 \\
    x_2' &= \frac{x_1 x_2 \tan x_3 - \frac{C_p x_1}{x_2 \sin x_3} u_D}{\Delta F_2} \\
    x_3' &= -1 + \frac{u}{x_1 x_2} - \frac{C_l x}{x_2^2 \sin x_3} u_L \quad \Delta F_3
\end{align*} \]  \hspace{1cm} (4-4, 4-5, 4-6)
The complete equations of the necessary conditions for optimality are not developed here, but are included in Appendix A. For the development in this section, a set of equations only at a functional level is given.

Given the formulation of the minimization problem in Eq(4-3), the Hamiltonian is as follows:

\[ H = \phi + \sum_{i=1}^{6} \lambda_i F_i \]  \hspace{1cm} (4-10)

where

\[ F_i = \text{state derivatives} \]
\[ \lambda_i = \text{adjoint variables} \]

With the Hamiltonian defined, the four sets of necessary conditions may be stated for the entry problem by referring to Eq(2-10) through Eq(2-13) in Chapter II.

The State Equations. The state equations have been stated in Eq(4-4) through Eq(4-9), and are given by:

\[ \frac{\partial H}{\partial \lambda_i} = x'_i = F_i \]  \hspace{1cm} (4-11)
Adjoint Equations. The adjoint equations are derived from:

\[
\frac{\partial H}{\partial x_i} = -\lambda_i'
\]  \hspace{1cm} (4-12)

These are expanded as follows:

\[
-\lambda_i' = \lambda_1 \frac{\partial F_1}{\partial x_i} + \lambda_2 \frac{\partial F_2}{\partial x_i} + \lambda_3 \frac{\partial F_3}{\partial x_i} + \lambda_4 \frac{\partial F_4}{\partial x_i} + \lambda_5 \frac{\partial F_5}{\partial x_i} + \lambda_6 \frac{\partial F_6}{\partial x_i} \quad (i = 1, 2, 3)
\]  \hspace{1cm} (4-13)

\[
-\lambda_j' = x_j \frac{\partial F_k}{\partial x_j} + \lambda_4 \frac{\partial F_5}{\partial x_j} + \lambda_5 \frac{\partial F_6}{\partial x_j} \quad (j = 4, 5, 6; \quad K = j-3)
\]  \hspace{1cm} (4-14)

Gradient Equations. The gradient equations are derived from:

\[
\frac{\partial H}{\partial u_i} = g(u_i, x_i, \lambda_i, \sigma) = 0 \quad (i = 1, 2)
\]  \hspace{1cm} (4-15)

They are expanded as follows:

\[
G_{u_i} = S_{11} (u_1 - M_{u_D}) + \lambda_2 \frac{\partial F_2}{\partial u_1} + \lambda_4 \frac{\partial F_4}{\partial u_1} + \lambda_5 \frac{\partial F_5}{\partial u_1} + \lambda_6 \frac{\partial F_6}{\partial u_1}
\]  \hspace{1cm} (4-16)

\[
G_{u_i} = S_{22} (u_2 - M_{u_D}) + \lambda_2 \frac{\partial F_2}{\partial u_2} + \lambda_4 \frac{\partial F_4}{\partial u_2} + \lambda_5 \frac{\partial F_5}{\partial u_2} + \lambda_6 \frac{\partial F_6}{\partial u_2}
\]  \hspace{1cm} (4-17)

Transversality Conditions. The transversality (boundary) conditions are established according to:

\[
\begin{bmatrix}
\delta x_i \\
\delta \lambda_i
\end{bmatrix} \sigma_{\xi} = 0
\]  \hspace{1cm} (4-18)

This leads to the following table:
Table II. Boundary Conditions For The Entry Problem

<table>
<thead>
<tr>
<th></th>
<th>( \sigma_0 )</th>
<th>( \sigma_f )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_i ) ((i = 1,2,3))</td>
<td>specified</td>
<td>specified</td>
</tr>
<tr>
<td>( \lambda_i ) ((i = 1,2,3))</td>
<td>unconstrained</td>
<td>unconstrained</td>
</tr>
<tr>
<td>( x_j ) ((j = 4,5,6))</td>
<td>unconstrained</td>
<td>specified ((1,0,0))</td>
</tr>
<tr>
<td>( \lambda_j ) ((j = 4,5,6))</td>
<td>0</td>
<td>unconstrained</td>
</tr>
</tbody>
</table>

When all four conditions are satisfied, the optimal problem is solved. To accomplish this, the numerical procedures described in Chapter II are used. The application of the algorithms to the optimal entry problem is discussed in the following section.

Second Variation Equations

The complete perturbation equations for the second variation procedure are not presented here but are included in Appendix A. For the entry problem, it is assumed that position, velocity, and flight angle are specified at the initial point and the sensitivity coefficients are unspecified. It is also assumed that all six states are specified at the terminal point. Thus for backward integration, iterative estimates are made on all six terminal adjoint values. The Newton-Raphson equation for this case is:
For forward integration, the Newton-Raphson equation is:

\[ \begin{bmatrix}
\delta x_1(\sigma_0) \\
\delta x_2(\sigma_0) \\
\delta x_3(\sigma_0) \\
\delta x_4(\sigma_0) \\
\delta x_5(\sigma_0) \\
\delta x_6(\sigma_0)
\end{bmatrix} = \begin{bmatrix}
\frac{2x_1(\sigma_0) - 2x_1(\sigma_0)}{3x_1(\sigma_0)} & \frac{2x_1(\sigma_0) - 2x_1(\sigma_0)}{3x_1(\sigma_0)} & \frac{2x_1(\sigma_0) - 2x_1(\sigma_0)}{3x_1(\sigma_0)} & \frac{2x_1(\sigma_0) - 2x_1(\sigma_0)}{3x_1(\sigma_0)} & \frac{2x_1(\sigma_0) - 2x_1(\sigma_0)}{3x_1(\sigma_0)} & \frac{2x_1(\sigma_0) - 2x_1(\sigma_0)}{3x_1(\sigma_0)} \\
\frac{2x_2(\sigma_0) - 2x_2(\sigma_0)}{3x_2(\sigma_0)} & \frac{2x_2(\sigma_0) - 2x_2(\sigma_0)}{3x_2(\sigma_0)} & \frac{2x_2(\sigma_0) - 2x_2(\sigma_0)}{3x_2(\sigma_0)} & \frac{2x_2(\sigma_0) - 2x_2(\sigma_0)}{3x_2(\sigma_0)} & \frac{2x_2(\sigma_0) - 2x_2(\sigma_0)}{3x_2(\sigma_0)} & \frac{2x_2(\sigma_0) - 2x_2(\sigma_0)}{3x_2(\sigma_0)} \\
\frac{2x_3(\sigma_0) - 2x_3(\sigma_0)}{3x_3(\sigma_0)} & \frac{2x_3(\sigma_0) - 2x_3(\sigma_0)}{3x_3(\sigma_0)} & \frac{2x_3(\sigma_0) - 2x_3(\sigma_0)}{3x_3(\sigma_0)} & \frac{2x_3(\sigma_0) - 2x_3(\sigma_0)}{3x_3(\sigma_0)} & \frac{2x_3(\sigma_0) - 2x_3(\sigma_0)}{3x_3(\sigma_0)} & \frac{2x_3(\sigma_0) - 2x_3(\sigma_0)}{3x_3(\sigma_0)} \\
\frac{2x_4(\sigma_0) - 2x_4(\sigma_0)}{3x_4(\sigma_0)} & \frac{2x_4(\sigma_0) - 2x_4(\sigma_0)}{3x_4(\sigma_0)} & \frac{2x_4(\sigma_0) - 2x_4(\sigma_0)}{3x_4(\sigma_0)} & \frac{2x_4(\sigma_0) - 2x_4(\sigma_0)}{3x_4(\sigma_0)} & \frac{2x_4(\sigma_0) - 2x_4(\sigma_0)}{3x_4(\sigma_0)} & \frac{2x_4(\sigma_0) - 2x_4(\sigma_0)}{3x_4(\sigma_0)} \\
\frac{2x_5(\sigma_0) - 2x_5(\sigma_0)}{3x_5(\sigma_0)} & \frac{2x_5(\sigma_0) - 2x_5(\sigma_0)}{3x_5(\sigma_0)} & \frac{2x_5(\sigma_0) - 2x_5(\sigma_0)}{3x_5(\sigma_0)} & \frac{2x_5(\sigma_0) - 2x_5(\sigma_0)}{3x_5(\sigma_0)} & \frac{2x_5(\sigma_0) - 2x_5(\sigma_0)}{3x_5(\sigma_0)} & \frac{2x_5(\sigma_0) - 2x_5(\sigma_0)}{3x_5(\sigma_0)} \\
\frac{2x_6(\sigma_0) - 2x_6(\sigma_0)}{3x_6(\sigma_0)} & \frac{2x_6(\sigma_0) - 2x_6(\sigma_0)}{3x_6(\sigma_0)} & \frac{2x_6(\sigma_0) - 2x_6(\sigma_0)}{3x_6(\sigma_0)} & \frac{2x_6(\sigma_0) - 2x_6(\sigma_0)}{3x_6(\sigma_0)} & \frac{2x_6(\sigma_0) - 2x_6(\sigma_0)}{3x_6(\sigma_0)} & \frac{2x_6(\sigma_0) - 2x_6(\sigma_0)}{3x_6(\sigma_0)}
\end{bmatrix}
\begin{bmatrix}
\delta \lambda_1(\sigma_0) \\
\delta \lambda_2(\sigma_0) \\
\delta \lambda_3(\sigma_0) \\
\delta \lambda_4(\sigma_0) \\
\delta \lambda_5(\sigma_0) \\
\delta \lambda_6(\sigma_0)
\end{bmatrix}

or

\[ \delta \lambda(\sigma_f) = A^{-1} \begin{bmatrix}
\delta x_1(\sigma_0) \\
\delta x_2(\sigma_0) \\
\delta x_3(\sigma_0) \\
\delta x_4(\sigma_0) \\
\delta x_5(\sigma_0) \\
\delta x_6(\sigma_0)
\end{bmatrix} \]

These equations are equivalent to Eq(7-19) and Eq(7-20) in Chapter II.

For forward integration, the Newton-Raphson equation is:

\[ \begin{bmatrix}
\delta x_1(\sigma_f) \\
\delta x_2(\sigma_f) \\
\delta x_3(\sigma_f) \\
\delta x_4(\sigma_f) \\
\delta x_5(\sigma_f) \\
\delta x_6(\sigma_f)
\end{bmatrix} = A^{-1} \begin{bmatrix}
\delta x_1(\sigma_0) \\
\delta x_2(\sigma_0) \\
\delta x_3(\sigma_0) \\
\delta x_4(\sigma_0) \\
\delta x_5(\sigma_0) \\
\delta x_6(\sigma_0)
\end{bmatrix} \]
or
\[
\begin{bmatrix}
\frac{\delta \lambda (\sigma_0)}{\delta \lambda (\sigma_0)} \\
\frac{\delta \lambda (\sigma_0)}{\delta (\sigma_0)}
\end{bmatrix}
= B^{-1} \delta \lambda (\sigma_0)
\]

These equations are equivalent to Eq(2-33) and Eq(2-34) in Chapter II.

**Numerical Application Of The Optimization Algorithms**

The application of the numerical optimization techniques of Chapter II to the problem derived in the previous section is shown in flow chart form in Fig. 5, on the following page. A discussion of the solution flow is presented, with the considerations given for the choice of each algorithm.

**General Discussion Of Algorithms.** To start the solution, the gradient technique is employed. The determining factor for this choice is that since the gradient is not defined to be zero, the largest convergence envelope is obtained. A set of controls are chosen to initialize the gradient and the algorithm proceeds until the criterion for convergence is satisfied. At this point, the state and adjoint values at the boundaries are stored for use as initial estimates in the terminal error function technique.

The terminal error function technique is used as an intermediate technique due to the complexity of the problem. The preliminary investigation into other problems where both first and second variation techniques were used brought out one major common problem. The convergence of the gradient had to be accurate to almost ten significant figures before convergence could be obtained in the second variation technique. The complexity of the problems surveyed appeared to be less than the complexity of the problem under discussion here,
Figure 5. Solution Flow Diagram
therefore, the apparent solution was to develop an intermediate technique which has all the characteristics of the second variation but none of the perturbation equations. These contain the higher order effects, and are the most sensitive to an incompletely converged control. The method of converging to the boundary conditions improves the rate of convergence from a distance, but is sluggish when the desired conditions are nearly attained. This property complements the second variation convergence property very well.

The boundary conditions on one end of the problem are employed as an initial guess for the terminal error function, these are refined in an iterative fashion until the second variation technique accepts them. The complementary convergence property is employed if the convergence in the second variation appears sluggish. An arbitrary indicator of this is the weighting value with the Newton-Raphson matrix.

The second variation procedure is used to refine further the boundary conditions. The procedure will, in general, converge in fewer iterations than the other techniques since it is a second order method. However, linear assumptions are made and the initial estimates to start the procedure must be accurate enough to prevent divergence. When the method converges, the convergence is generally to within eight significant digits in less than thirty iterations.

Some numerical considerations unique to each of the techniques are discussed in the following sections.

First Variation Numerical Considerations. During the thesis, there occurred several areas where the computational solution was inhibited or assisted by the numerical method used. Here, some of the major numerical considerations shall be discussed.
In the gradient algorithm there exists a problem in the integration. In a typical optimal control problem, there are two integrations performed, one forward for the states, and one backwards for the adjoints. Here, there are four integrations. These are necessitated because of the sensitivity coefficients under consideration, and the nature of an entry. The functional relationship is a cumulative one, such that all sets of equations functionally related to the one being integrated must be integrated simultaneously. The table below indicates the four distinct sets of equations, the order in which they are integrated, and the location of the boundary conditions.

<table>
<thead>
<tr>
<th>Integration Order</th>
<th>Equation Set</th>
<th>Known Boundaries</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>State</td>
<td>Initial</td>
</tr>
<tr>
<td>2</td>
<td>Sensitivity Coefficients</td>
<td>Final</td>
</tr>
<tr>
<td>3</td>
<td>Sensitivity Coefficient Adjoint</td>
<td>Initial</td>
</tr>
<tr>
<td>4</td>
<td>State Adjoints</td>
<td>Final</td>
</tr>
</tbody>
</table>

The method of successive integration sweeps is extremely time consuming, therefore to cut down a large amount of this time, the alpha search in the gradient uses only the first two integration sweeps. From these sweeps the cost can be fully determined, and the alpha search can proceed in minimum time. There is a pitfall, which occurred often enough to warrant a check in the computation scheme. The adjoint equations are never consulted during the alpha search,
and sometimes overflow the computer due to the large changes in the control. This occurs primarily in the sensitivity coefficient adjoint equations, which are third order equations. When this occurs, the nearest value of alpha, for which a gradient could be calculated, is used. With this part of the algorithm streamlined, a great amount of computation time is saved.

In the terminal error function, the major problem area is in the convergence. This problem occurs as a direct result of the functional relation discussed in the gradient algorithm. The convergence is in general slow when all criterion elements are balanced, such that each boundary condition error carries a similar weight. The convergence is much improved by converging on each element in turn, saving the adjoint variables until last. The terminal error function in this problem converges very quickly to the state boundaries, at the expense of the adjoint boundaries. This convergence problem will be further discussed when the results are presented.

Second Variation Numerical Considerations. In using the second variation method, the computer time required becomes of primary concern. In the entry problem presented in this report, it is necessary to solve 162 differential equations. For integration of a trajectory with 100 integration intervals using a fourth order Runge-Kutta integration scheme, approximately one and one-half minutes of computer execution time on an IBM 7040 is required. If 30 to 40 iterations with the Newton-Raphson matrix are required, a total execution time of about 45 to 60 minutes results. This problem is the most difficult to overcome. If all nine position sensitivity coefficients are included.
in the problem, it is necessary to solve 24 state and adjoint equations and 576 perturbation equations resulting in a large time increase.

Depending on the nature of the state and adjoint equations, the second variation procedure may converge in fewer iterations using backward integration than using forward integration. However, in order to reduce the terminal velocity by several thousand meters per second and the terminal flight angle by several degrees while holding the initial conditions constant, it is more desirable to use forward integration. This allows the Newton-Raphson procedure to slowly lower the terminal conditions.

For the entry problem considered, the second variation procedure may be started without initial estimates from either the gradient or terminal error function procedures. This requires a visual examination of the control equations with the purpose of determining the proper signs on each variable estimated to cause the trajectory to proceed in the desired direction. The magnitudes can be determined by testing the program with any arbitrary magnitudes and subsequently reducing the estimated values until no overflow condition exists in the computer. This does not produce an acceptable trajectory, but does produce a beginning trajectory to allow the final conditions to be satisfied by the Newton-Raphson procedure. The magnitudes of the estimates for one example case are presented in Appendix B. This heuristic approach is not mathematically based but allows maximum use of engineering judgement to start the procedure.

The Newton-Raphson matrix for the entry problem is a 6x6 matrix and must be inverted with double precision arithmetic in the computer to allow convergence. No measures of ill-condition for this matrix have
been computed, but the elements for the entry problem range from $10^{+14}$ to $10^{-19}$. It is possible that the matrix is highly ill-conditioned because of this. However, on some of the trajectories considered backward integration produced convergence to within $10^{-8}$ m in position, $10^{-8}$ mps in velocity, and $10^{-5}$ deg in flight angle.
V. Trajectory Solutions

In order to analyze the form and magnitude of the sensitivity coefficients, a set of solutions to the optimal entry problem is produced, each of which minimized the sensitivity coefficients for a given set of parameters and control constraints. In this chapter, the results of these solutions are presented and discussed.

The optimal problem is cast into the following four general forms:

A. Unconstrained control with a drag control bias
B. Unconstrained control without a drag control bias
C. Constrained control with a drag control bias
D. Constrained control without a drag control bias

Within each of these forms, the boundary conditions are varied to produce variations in the lift and drag controls and in the trajectories. The bias value represents the results of defining an arbitrary vehicle configuration. The concept of designing the controls to contain all the vehicle parameters is described in Chapter III. The bias chosen is the mean of the control boundaries. For the drag control element the bias value is:

\[ M_{up} = \frac{u_{max} + u_{min}}{2} = 0.00014688 \]  

(5-1)

The lift control is bounded symmetrically about zero; thus, no bias is necessary.

The trajectory solutions are presented in the first portion of this chapter, and are discussed in the latter portion. Seven cases are considered.
Unconstrained Control Solutions

Four trajectories are discussed here, each with a different control and terminal boundary value limitation. The first two cases do not include the arbitrary configuration bias parameter. The second two include a defined configuration and also an attempt to achieve nearly horizontal flight with a terminal velocity of about Mach 5 at a terminal altitude of 10 Km.

Case 1. Free Terminal Velocity And Flight Path Angle And A Range Angle Of 1.71 Degrees. In the first trajectory considered, the following boundary conditions are defined:

<table>
<thead>
<tr>
<th>Range Angle</th>
<th>Radius (r)</th>
<th>Velocity (v)</th>
<th>Flight Angle (γ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>σ₀</td>
<td>120 Km</td>
<td>7420 mps</td>
<td>120 degrees</td>
</tr>
<tr>
<td>σ₉</td>
<td>9 Km</td>
<td>unconstrained</td>
<td>unconstrained</td>
</tr>
</tbody>
</table>

The results for this trajectory are shown in Fig. 6 through Fig. 9. The maximum change in flight angle for this trajectory is 0.13 deg. and its terminal value is 119.88 deg. The velocity increases monotonically from the initial value to a terminal value of 7563 mps (meters per second). The reasons for the nearly constant acceleration are found by examining the values of the lift and drag controls. As the vehicle enters the most dense portion of the atmosphere, the controls begin to change from the zero level. The drag control becomes more negative so as to cause constant acceleration of the vehicle. The trajectory for this case has a nearly constant flight path angle indicating that the velocity sensitivity coefficient, [∂r(σ₀)/∂v(σ)], is minimized by forcing the trajectory to be as near a straight line in space as possible. For a fixed σ₀, the control for this type of
Figure 6. Case 1 - States

Figure 7. Case 1 - Sensitivity Coefficients
Figure 8. Case 1 - Optimal Controls

Figure 9. Case 1 - Lift/Drag
trajectory produces smaller sensitivity coefficients than for most of the other cases. However, the nature of the trajectory limits its practical use because a thrust capability is required to produce the negative drag profile.

**Case 2. Specified Terminal States And A Range Angle Of 1.71 Degrees.** The second trajectory considered is constrained to meet terminal boundary conditions on all three states. The conditions are as follows:

<table>
<thead>
<tr>
<th>Range Angle</th>
<th>Radius (r)</th>
<th>Velocity (v)</th>
<th>Flight Angle (γ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>σ₀</td>
<td>120 Km</td>
<td>7420 mps</td>
<td>120 degrees</td>
</tr>
<tr>
<td>σₖ</td>
<td>9 Km</td>
<td>6500 mps</td>
<td>119.88 degrees</td>
</tr>
</tbody>
</table>

The results of this case are shown in Fig. 10 through Fig. 13. This trajectory resembles the previous case in that the flight angle profiles for the two cases are similar. The effect of the lower velocity at the terminal point is reflected in the drag control. The drag control for this case is positive throughout the trajectory. Above the altitude of 12.3 Km, the control is below the range of most practical non-thrusting entry body controllers.

In this trajectory the controls do not deviate from zero until the dense portion of the atmosphere is entered, at approximately 35 Km, and nearly all of the controlling is done in the last one-sixth of the trajectory. This is reflected in the velocity profile, which remains nearly constant until the end of the trajectory. The drag control is dominant in this case as shown by the lift to drag ratio. The form and magnitude of the sensitivity coefficients is similar to that of Case 1.
Figure 10. Case 2 - States

Figure 11. Case 2 - Sensitivity Coefficients
Figure 12. Case 2 - Optimal Controls

Figure 13. Case 2 - Lift/Drag
The maximum deceleration for this case is 138 G's during the final portion of the trajectory. The high terminal velocity and low drag profile in this case limits its practical use.

Case 3. Specified Terminal States With A Control Mean And A Range Angle Of 3.16 Degrees. The two trajectories discussed previously are limited due to drag control values below the boundaries of a non-thrusting controller. To eliminate this limitation, two additional elements are considered. First a drag control bias is placed in the criterion function to allow for drag control about a constant value. Second, the terminal conditions of the problem are changed such that a reasonably flat terminal flight angle and a terminal velocity of approximately Mach 5, are obtained.

The trajectory for this case has the following boundary conditions:

<table>
<thead>
<tr>
<th>Range Angle</th>
<th>Radius (r)</th>
<th>Velocity (v)</th>
<th>Flight Angle (γ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>σ₀</td>
<td>120 Km</td>
<td>7240 mps</td>
<td>108.0 degrees</td>
</tr>
<tr>
<td>σᶠ</td>
<td>8.1 Km</td>
<td>1650 mps</td>
<td>98.9 degrees</td>
</tr>
</tbody>
</table>

As shown in Fig. 14 through Fig. 17, the controls are relatively constant until the vehicle enters the most dense portion of the atmosphere when large changes begin to occur in the velocity and γ profiles. The controls reach maximum values at the maximum dynamic pressure point which is at 10.5 Km. The lift to drag ratio is also a maximum at this point. The changes in control are reflected in the sensitivity coefficients, especially in the velocity sensitivity coefficient.

A secondary objective of this trajectory is to reduce the amount of deceleration of the vehicle by obtaining a flatter trajectory and by inducing additional drag throughout the entry. This reduction in
Figure 14. Case 3 - States

Figure 15. Case 3 - Sensitivity Coefficients
Figure 16. Case 3 - Optimal Controls

Figure 17. Case 3 - Lift/Drag
drag deceleration in this case is offset by the lift spike shown in the graph of the controls resulting in a high total deceleration at the end of the trajectory. Also, during the highest deceleration, the drag control falls below acceptable limits, and even becomes negative. The negative drag requires a thrusting vehicle, and thus limits its use. Once again the two control elements do not change significantly from the initial values until the last portion of the trajectory in the most dense part of the atmosphere. The maximum deceleration is 101 G's which occurs at approximately the point of maximum dynamic pressure.

**Case 4. Specified Terminal States With A Control Mean And A Range Angle Of 3.32 Degrees.** In the previous case, the sensitivity coefficients appear to be simply a function of the range angle. To investigate this relationship, as well as to generate a flatter trajectory, an additional case is defined. The boundary conditions for this case are defined as follows:

<table>
<thead>
<tr>
<th>Range Angle</th>
<th>Radius (r)</th>
<th>Velocity (v)</th>
<th>Flight Angle (γ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>σ₀</td>
<td>120 Km</td>
<td>6780 mps</td>
<td>107.0 degrees</td>
</tr>
<tr>
<td>σₖ</td>
<td>8.1 Km</td>
<td>1650 mps</td>
<td>98.8 degrees</td>
</tr>
</tbody>
</table>

The results of this case are shown in Fig. 18 through Fig. 21. The trajectory obtained is similar to that of Case 3. The controls for these two cases differ only slightly in both form and magnitude. The sensitivity of radius with respect to velocity for this case rises sharply; whereas, the sensitivity of the radius with respect to flight angle and the sensitivity of radius with respect to radius appear to continue to vary linearly with range angle as in the first three cases.
Figure 18. Case 4 - States

Figure 19. Case 4 - Sensitivity Coefficients
Figure 2j. Case 4 - Optimal Controls

Figure 21. Case 4 - Lift/Drag
For the secondary objective of reducing the deceleration, it is shown that along with the increase in one sensitivity coefficient a lower maximum deceleration is attained. The maximum deceleration for this trajectory is 97.0 G's occurring again at approximately the point of maximum dynamic pressure.

Solutions With Lift And Drag Control Constraints

All of the four previous cases satisfy the necessary conditions of the optimal entry problem. However, none satisfy the practical requirement that the controls remain within physical limits. Even in the cases with a drag control bias, the control boundaries were violated. To correct for this, Valentine's procedure for a bounded control solution is used for the entry problem in the second variation optimization method.

Two trajectories are determined in the following cases; one which employs the drag control bias, and one which does not. In both cases the control constraints are as follows:

\[
2.76 \times 10^{-5} \leq u_D \leq 2.20 \times 10^{-3} \\
-1.6u_D \leq u_L \leq 1.6u_D
\]

The lift constraint simply limits the lift to drag ratio.

Case 5. Specified Terminal States And A Range Angle Of 2.0 Degrees. This trajectory is obtained by an investigation of the effects of lower starting altitude, velocity, and flight angle on the sensitivity coefficients. The conditions for this case are as follows:

<table>
<thead>
<tr>
<th>Range Angle</th>
<th>Radius (r)</th>
<th>Velocity (v)</th>
<th>Flight Angle ((\gamma))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sigma_0)</td>
<td>115 Km</td>
<td>6115 mps</td>
<td>115.5 degrees</td>
</tr>
<tr>
<td>(\sigma_f)</td>
<td>7 Km</td>
<td>5000 mps</td>
<td>114.5 degrees</td>
</tr>
</tbody>
</table>
Figure 22. Case 5 - States

Figure 23. Case 5 - Sensitivity Coefficients
Figure 24. Case 5 - Optimal Controls

Figure 25. Case 5 - Lift/Drag
As the Fig. 22 through Fig. 25 show, this trajectory results in large changes of the flight angle during the entry. These changes are reflected by the control curves, which show that nearly all the maneuvering is done by the lift control, while the drag control remains on the lower boundary. The lift control begins to significantly deviate from zero at about the midpoint of the trajectory. However, this does not significantly affect the velocity and flight angle until the last quarter of the trajectory. At this point, lift becomes the dominant control, and begins to directly affect the flight angle, $\gamma$. Referring to the graph of the lift to drag ratio, dominant lift control does not occur until the lift to drag ratio approaches unity. The lift control reduces the flight angle to well below the terminal value and the drag control increases at the very last of the trajectory to satisfy the terminal velocity condition and to dive to the terminal flight angle condition.

The drag control remains on the lower boundary until the terminal phase of the trajectory. With drag remaining at a minimum for nearly all of the trajectory, the lift control maneuvers the flight of the vehicle.

The effect of the control constraint is evident by the smooth changes in the flight angle. The lift control is more uniformly distributed during the flight than in the previous cases. The lift and drag controls are within acceptable practical limits throughout the trajectory.

This trajectory resembles those of Case 3 and Case 4 with respect to the form of the sensitivity coefficients. In each of these, the sensitivity coefficients appear to be smooth curves until changes in
the flight angle occur. At that point the radial and velocity sensitivity coefficients change significantly. This effect shall be discussed in the latter portion of the chapter.

This trajectory is the most practical yet discussed. However, due to the high terminal velocity and the high deceleration resulting from the high drag control at the last of the trajectory, its use is also limited. The maximum deceleration is 83 G's and occurs at the terminal point of the trajectory.

Case 6. Specified Terminal States With A Control Mean And A Range Angle Of 2.06 Degrees. This case contains similar boundary conditions to those of Cases 3 and 4, but with a smaller total range angle. The boundary conditions for this case are as follows:

<table>
<thead>
<tr>
<th>Range Angle</th>
<th>Radius (r)</th>
<th>Velocity (v)</th>
<th>Flight Angle (γ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>σ₀</td>
<td>120 Km</td>
<td>7667 mps</td>
<td>118.4 degrees</td>
</tr>
<tr>
<td>σ₉</td>
<td>8.1 Km</td>
<td>1600 mps</td>
<td>97.0 degrees</td>
</tr>
</tbody>
</table>

The trajectory for this case is very similar to those found in Cases 3 and 4. The results are illustrated in Fig. 26 through Fig. 29. The effect of the control constraint is evident by examining the portion of the trajectory during which the flight angle changes. The use of the Valentine procedure keeps the controls within bounds; however, this alone is not a sufficient practical constraint. The rate of change of the lift to drag ratio caused by the sudden change in the magnitude of the drag control cannot be duplicated in any practical vehicle.

The sensitivity coefficients generally resemble those from Cases 3 and 4; however, there are some notable differences between these.
Figure 26. Case 6 - States

Figure 27. Case 6 - Sensitivity Coefficients
Figure 28. Case 6 - Optimal Controls

Figure 29. Case 6 - Lift/Drag
First, due to changes in flight angle earlier in the trajectory than previously noted, the radial and velocity sensitivity coefficients begin to deviate from a smooth curve earlier in the trajectory than in Case 5. Second, they appear to be displaced by a constant value from the extrapolated end points of the smooth curves. The flight angle sensitivity coefficient remains a nearly linear function of range angle. There is also in each instance where a flight angle change occurs an abrupt change in slope in the flight angle sensitivity coefficient curve. In Cases 3, 4, and 6, the change is from a positive slope to a less negative slope, while in Case 5 the change is from a positive slope to a more negative slope. A more detailed discussion of these tendencies and other aspects of the minimum sensitivity coefficients will be presented in the last section of this chapter.

This trajectory is impractical due to the rate of change of the lift to drag ratio. The maximum deceleration is 162 G's. This occurs at the point of maximum control change, which is past the point of maximum dynamic pressure. It is evident that to produce a practical trajectory, it is not only necessary to constrain the change in control, but also the rate of change of control.

Solution With Drag Control Constraints Only

It has been previously noted that when drag control dominates the entry trajectory, as it does when a drag control bias is used, the changes in slope of the sensitivity coefficients are opposite to the changes in slope when a bias is not used. These changes in slope occur only when the flight angle changes radically during the trajectory. Before discussing the one remaining case, it should be noted
that the sensitivity coefficient equations are final value equations and are integrated in reverse time. For this reason changes in the sensitivity coefficients are more easily interpreted by considering them beginning at the final range angle and ending with the initial range angle. Use will be made of this interpretation method in the discussion of Case 7.

Case 7. Specified Terminal States, Drag Control Constrained; Range Angle Of 1.86 Degrees. The results of the trajectory for this case are illustrated by Fig. 30 through Fig. 33. The boundary conditions are as follows:

<table>
<thead>
<tr>
<th>Range Angle</th>
<th>Radius (r)</th>
<th>Velocity (v)</th>
<th>Flight Angle (γ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$σ_0$</td>
<td>120 Km</td>
<td>6700 mps</td>
<td>120.3 degrees</td>
</tr>
<tr>
<td>$σ_f$</td>
<td>9 Km</td>
<td>5000 mps</td>
<td>114.5 degrees</td>
</tr>
</tbody>
</table>

The trajectory states shown in the figures resemble those of Case 5, with two significant differences. First, the amount of maximum change in the flight path angle is twice that of Case 5 due to the dominance of the lift control. Second, the maximum velocity change is increased by 700 meter/second.

The lift and drag profiles of the two cases are similar if magnitudes are ignored. In this case the lift control does not deviate significantly zero until near the last quarter of the trajectory. The drag control remains on the lower boundary until the last integration interval of the trajectory. Thus, this trajectory consists predominately of lift control.

The form and magnitude of the radial and flight angle sensitivity coefficients for this case are different from those of all the other
Figure 30. Case 7 - States

Figure 31. Case 7 - Sensitivity Coefficients
Figure 32. Case 7 - Optimal Controls

Figure 33. Case 7 - Lift/Drag
cases considered. The radial sensitivity coefficient, \( \frac{\partial r(o_f)}{\partial r(o)} \), has a value of unity at the terminal point and, examining the coefficient backward in range angle, decreases to a value of about -0.05 and remains at this value until the initial range angle of zero is reached. The flight angle coefficient, \( \frac{\partial r(o_f)}{\partial \gamma(o)} \), starts with a value of zero at the terminal point, decreases to about -23000 and then increases to about -9000 at the initial point. The velocity sensitivity coefficient, \( \frac{\partial r(o_f)}{\partial v(o)} \) for this case is similar in form to those of Case 5. The coefficient increases from zero at the terminal point to a value of about +4.6 and remains at this value until the initial range angle is reached.

This trajectory results in significantly lower range and flight angle sensitivity coefficients than for any of the other cases. The velocity sensitivity coefficient for this case is higher than for all other cases except Case 4.

The maximum deceleration for this trajectory is 188 G's at the terminal point of the trajectory. This large deceleration is primarily due to the change in control during the dive maneuver during the last part of the trajectory.

Discussion Of Trajectory Solutions

In the previous section, seven solutions to the optimal problem formulated in Chapter IV were presented. In each case, different parameters were varied to allow for the maximum variation among the solutions. Although the solutions varied, there were some general trends which were noticeable throughout. In this section, several observations will be presented and substantiated. The observations
will concern the curves formed by the integration of the sensitivity coefficients. As the observations shall be substantiated by examples from the cases, a summary of the salient points from each case are given in Table IV. The observations are as follows:

**Observation 1:** The sensitivity coefficient solutions may be separated into two distinct portions during each trajectory. This observation is substantiated by the appearance of a break point in the three sensitivity coefficient curves in all cases after Case 2. Referring to Case 3, there is a smooth curve down to the last quarter of the trajectory, then the curves diverge significantly. The first portion of the trajectory shall be defined as the non-aerodynamic portion. The second part shall be defined as the aerodynamic portion.

**Observation 2:** The non-aerodynamic portion of the trajectory is characterized by a drag dominance, and small changes in flight angle. This observation is substantiated by Cases 1 and 2 which are non-aerodynamic trajectories. Both of these exhibit a drag dominance in the lift to drag ratio, and have a small change in flight angle. All other cases exhibit this same tendency throughout the non-aerodynamic portion.

**Observation 3:** The sensitivity coefficient curves, in the non-aerodynamic portion are either functions of range angle or constant. This tendency is common throughout the cases. This observation shall be substantiated for each sensitivity coefficient. The radial sensitivity coefficient \( \frac{\partial \Theta}{\partial \phi} \), in each case is a near constant with respect to range angle. For example, in Case 6, the value is .7 from \( \sigma_0 \) to the break point. The velocity sensitivity coefficient,
<table>
<thead>
<tr>
<th>Case</th>
<th>Drag Constraint</th>
<th>Lift Constraint</th>
<th>Initial ( \bar{V} ) (mps)</th>
<th>Final ( \bar{V} ) (mps)</th>
<th>Initial ( \chi ) (Deg)</th>
<th>Final ( \chi ) (Deg)</th>
<th>Maximum Change in ( \bar{V} )</th>
<th>Maximum Change in ( \chi )</th>
<th>( \frac{\partial \bar{r}(\sigma)}{\partial \bar{r}(\sigma)} )</th>
<th>( \frac{\partial \bar{r}(\sigma)}{\partial \chi(\sigma)} )</th>
<th>( \frac{\partial \delta(\sigma)}{\partial \chi(\sigma)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No</td>
<td>No</td>
<td>7420</td>
<td>7563</td>
<td>120.00</td>
<td>119.88</td>
<td>163.00</td>
<td>0.3</td>
<td>0.97</td>
<td>1.14</td>
<td>-251401</td>
</tr>
<tr>
<td>2</td>
<td>No</td>
<td>No</td>
<td>7420</td>
<td>6500</td>
<td>120.00</td>
<td>119.88</td>
<td>1036.00</td>
<td>0.3</td>
<td>0.98</td>
<td>1.13</td>
<td>-252630</td>
</tr>
<tr>
<td>3</td>
<td>No</td>
<td>No</td>
<td>7420</td>
<td>1650</td>
<td>108.00</td>
<td>98.90</td>
<td>5588.00</td>
<td>9.8</td>
<td>1.15</td>
<td>4.19</td>
<td>-428544</td>
</tr>
<tr>
<td>4</td>
<td>No</td>
<td>No</td>
<td>6780</td>
<td>1650</td>
<td>107.00</td>
<td>98.80</td>
<td>5204.00</td>
<td>9.2</td>
<td>1.12</td>
<td>5.30</td>
<td>-435782</td>
</tr>
<tr>
<td>5</td>
<td>Yes</td>
<td>Yes</td>
<td>6115</td>
<td>5000</td>
<td>115.50</td>
<td>114.50</td>
<td>1120.00</td>
<td>9.3</td>
<td>0.48</td>
<td>3.82</td>
<td>-146298</td>
</tr>
<tr>
<td>6</td>
<td>Yes</td>
<td>Yes</td>
<td>7667</td>
<td>1600</td>
<td>118.40</td>
<td>97.00</td>
<td>6137.00</td>
<td>21.4</td>
<td>0.71</td>
<td>2.82</td>
<td>-208221</td>
</tr>
<tr>
<td>7</td>
<td>Yes</td>
<td>No</td>
<td>6700</td>
<td>5000</td>
<td>120.30</td>
<td>114.50</td>
<td>1793.00</td>
<td>23.9</td>
<td>-0.05</td>
<td>4.60</td>
<td>-9387</td>
</tr>
</tbody>
</table>
[\partial r(\sigma_f)/\partial \theta(\sigma)]$, in all cases, excluding Case 7, is observed to be some exponential function of range angle. In Case 7, the value appears to remain near constant; however, from Cases 5 and 6 there appears to be a second function which determines the magnitude of the exponential function of range angle. This function remains constant throughout the non-aerodynamic portion of the trajectory. The flight angle sensitivity coefficient, $[\partial r(\sigma_f)/\partial \gamma(\sigma)]$, is a linear function of range angle. In all cases, except Case 7, the slope is positive. In all cases, however, there is a definite linear relation to range angle. It is apparent, from the cases which both have different slope change at the break point, that there is some function which sets the value of $-\partial^2 [\partial r(\sigma_f)/\partial \gamma(\sigma)]$ equal to a constant at the break point. Since the sensitivity coefficients are integrated in reverse time, as final value equations, the conditions for the constant value of $[\partial r(\sigma_f)/\partial \theta(\sigma)]$, the constant multiplier in $\dot{r}/\dot{\theta}$ and the first derivative of $[\partial r(\sigma_f)/\partial \gamma(\sigma)]$ are set at the break point as final values for the reverse time integration. These conditions shall be further discussed after the observations concerning the aerodynamic portion of the trajectory have been stated.

Observation 4: The aerodynamic portion of the trajectory is characterized by changes in both flight angle and velocity; and dominance by the lift control.

This observation is substantiated by the fact that in each case which has two distinct portions of the trajectory, the break point of all of the sensitivity coefficient curves occur at a given range angle. at that range angle, in the profile of velocity and flight angle for the same case, a similar break point can be found. In forward time at
the break point, the velocity and flight angle profiles diverge from their previously near constant state. Also at the range angle, for the same case, the lift drag ratio passes through approximately $\sigma$. This shows a definite dominance by lift until the last part of the aerodynamic portion of the trajectory.

**Observation 5:** In the aerodynamic portion of the trajectory, the $[\partial r(\sigma)/\partial r(\sigma)]$ and $[\partial r(\sigma)/\partial \gamma(\sigma)]$ curves are a function of the rate of change of velocity and $\gamma$. The $[\partial r(\sigma)/\partial \gamma(\sigma)]$ curve is a function of the rate of change of lift with respect to $\sigma$.

The first part of this observation is substantiated by correlating the curves for $[\partial r(\sigma)/\partial r(\sigma)]$ and $[\partial r(\sigma)/\partial \gamma(\sigma)]$ with the velocity and flight angle curves. For example, in Case 6, when $[\partial \gamma/\partial \sigma]=0$, there is also a zero slope achieved by the $[\partial r(\sigma)/\partial r(\sigma)]$ and $[\partial r(\sigma)/\partial \gamma(\sigma)]$ curves. Also in this same case there is a pulse in the velocity curve at a range angle of 1.96, and a corresponding pulse in both the radial and velocity sensitivity coefficient curves. Additional examples are found by correlating the curves of Cases 3 and 4.

The second part of this observation is substantiated by correlating the lift curve slope and the $[\partial r(\sigma)/\partial \gamma(\sigma)]$ curve. For example, in Case 7, which best shows the correlation, the slope of the flight angle sensitivity coefficient curve undergoes a change, here from a positive slope to a negative slope at the same range angle that lift undergoes a slope change. In other cases the $[\partial r(\sigma)/\partial \gamma(\sigma)]$ slope change is not as dramatic as in Case 7, however the slope change can be closely correlated in a similar fashion with the lift slope.

**Observation 6:** There exists some relation between the aerodynamic portion of the trajectories and the conditions during the
non-aerodynamic portion for the following:

1. The constant that describes the radial sensitivity coefficient \( \partial r(\sigma)/\partial r(\sigma) \).

2. The constant which multiplies the exponential function that describes the velocity sensitivity coefficient \( \partial r(\sigma)/\partial v(\sigma) \).

3. The slope (sign and magnitude of the first derivative) of the linear function which describes the flight angle sensitivity coefficient \( \partial r(\sigma)/\partial \gamma(\sigma) \).

Observation 7: There exists some relation between the control boundaries and the aerodynamic portion of the trajectory.

Observation 6 and 7 are existential only and are substantiated by the different cases. For observation 6, it is necessary only to note the variations in the aerodynamic portion among Cases 3 through 7, with respect to the non-aerodynamic portion of the trajectory. To substantiate observation 7, a comparison of the sensitivity coefficients for Cases 3 and 4 with those for Cases 5, 6, and 7 shows some relation exists. No further extrapolations can be made for observations 6 and 7 due to a lack of data for correlation.

These observations are intended as a basis for conclusions to be drawn concerning the general problem of minimizing the sensitivity coefficients. These shall not be drawn here, but shall be drawn following the implicit guidance simulation presented in the succeeding chapters.
VI. Optimal Implicit Guidance Simulation For The Entry Problem

In the guidance of astronautical vehicles, there are two basic philosophies which can be used. One philosophy is called explicit guidance and the other implicit guidance. These guidance philosophies are described in considerable detail in reference 2. This chapter will define implicit guidance and optimal implicit guidance and will outline the procedures for simulating the optimal implicit guidance philosophy on a high speed digital computer. The purpose of such a simulation is to investigate the validity and limitations of the solution to the optimal open-loop and closed-loop control problems in a practical situation with arbitrary initial errors in the trajectory states and white Gaussian distributed, zero mean observation noise present.

Definition Of Optimal Implicit Guidance

In order to define implicit guidance, it is desirable to also define explicit guidance. In the philosophy of explicit guidance, it is assumed that an approximate closed form solution of the guidance equation exists which will explicitly relate the current control vector to the terminal boundary conditions. This involves, for the entry problem, the solution of a set of transcendental equations at each control point. A Newton-Raphson algorithm is generally used to solve these transcendental equations. However, since this must be done at each control point, a significant amount of computer time is necessary. For this reason, another scheme, which determines the control vector as an implicit function of the terminal boundary conditions is generally used.

In implicit guidance, it is assumed that a nominal trajectory and
control are computed before the beginning of the mission (or simulation in this case). The procedure then consists of applying a linear theory to errors or deviations from the nominal trajectory in order to satisfy the terminal boundary conditions. In optimal implicit guidance the nominal trajectory and control are the precomputed open-loop optimal trajectory and control. The linear theory in optimal implicit guidance consists of applying a set of precomputed linear feedback gains to the deviations from the nominal trajectory so that a neighboring optimal path is followed to the specified terminal boundary conditions. When the actual values of the states are observed with observation noise present, a Kalman filter (described in Chapter II) may be used to obtain optimal estimates of the actual values of the states at each control point. This philosophy is illustrated in the block diagram in Figure 34, below. In the diagram, \( \mathbf{w} \) is the observation noise vector.

![Figure 34. Optimal Implicit Guidance Block Diagram](image_url)

**Assumptions**

The optimal implicit guidance philosophy is based on the following
assumptions:

A. The deviations of the actual states from the nominal states are within the linear range of the feedback gains.

B. The nominal optimal control and trajectory are continuous and not adjacent to any boundaries. If this assumption is not made, the required change in control computed from the feedback gains could cause either the control or the states to exceed boundary limitations.

C. The observation noise vector consists of white Gaussian noise with a known mean and covariance matrix.

D. The vehicle dynamics can be described by a set of nonlinear, coupled, first-order differential equations with deterministic coefficients.

**Entry Feedback Equations**

The linear feedback scheme uses the following equation:

\[
\delta u(a) = \left[ \frac{\partial u(c)}{\partial x(c)} \right] \delta x(a) \tag{6-1}
\]

where the matrix \( \left[ \frac{\partial u(c)}{\partial x(c)} \right] \) is derived such that the trajectory follows a neighboring path to the specified terminal conditions. If all six states of the entry problem are considered, then the matrix is of dimension 2x6 as there are two control components. However, onboard a practical vehicle, the errors in the sensitivity coefficients cannot be computed. For this reason, the feedback scheme uses errors in the states only. It is assumed, and shall be demonstrated that with no measurement error, the feedback scheme will satisfy the position, velocity, and flight angle terminal conditions. If there are errors...
in measurement, the use of a minimum sensitivity coefficient nominal trajectory will aid in minimizing these errors. This, however, shall not be demonstrated.

The equations for the entry problem are:

\[
\begin{bmatrix}
\delta u_D(\alpha) \\
\delta u_L(\alpha)
\end{bmatrix} = \begin{bmatrix}
\frac{\partial u_D(\alpha)}{\partial x_1(\alpha)} & \frac{\partial u_D(\alpha)}{\partial x_2(\alpha)} & \frac{\partial u_D(\alpha)}{\partial x_3(\alpha)} \\
\frac{\partial u_L(\alpha)}{\partial x_1(\alpha)} & \frac{\partial u_L(\alpha)}{\partial x_2(\alpha)} & \frac{\partial u_L(\alpha)}{\partial x_3(\alpha)}
\end{bmatrix} \begin{bmatrix}
\delta x_1(\alpha) \\
\delta x_2(\alpha) \\
\delta x_3(\alpha)
\end{bmatrix}
\]

(6-2)

where the 2x3 matrix above is found from:

\[
\frac{\partial u(\alpha)}{\partial x(\alpha)} = \left( \frac{\partial G(\alpha)}{\partial u(\alpha)} \right)^{-1} \left( \frac{\partial G(\alpha)}{\partial x(\alpha)} \right) + \left( \frac{\partial G(\alpha)}{\partial \lambda(\alpha)} \right) \left( \frac{\partial \lambda(\alpha)}{\partial x(\alpha)} \right)^{-1}
\]

(6-3)

and where:

\[
\frac{\partial G(\alpha)}{\partial u(\alpha)} = \begin{bmatrix}
\frac{1}{F_{UD}} & 0 \\
0 & \frac{1}{F_{UD}}
\end{bmatrix}
\]

(6-4)

\[
\frac{\partial G(\alpha)}{\partial x(\alpha)} = \begin{bmatrix}
\frac{\partial G_1(\alpha)}{\partial x_1(\alpha)} & \frac{\partial G_1(\alpha)}{\partial x_2(\alpha)} & \frac{\partial G_1(\alpha)}{\partial x_3(\alpha)} \\
\frac{\partial G_2(\alpha)}{\partial x_1(\alpha)} & \frac{\partial G_2(\alpha)}{\partial x_2(\alpha)} & \frac{\partial G_2(\alpha)}{\partial x_3(\alpha)} \\
\frac{\partial G_3(\alpha)}{\partial x_1(\alpha)} & \frac{\partial G_3(\alpha)}{\partial x_2(\alpha)} & \frac{\partial G_3(\alpha)}{\partial x_3(\alpha)}
\end{bmatrix}
\]

(6-5)

\[
\frac{\partial G(\alpha)}{\partial \lambda(\alpha)} = \begin{bmatrix}
\frac{\partial G_1(\alpha)}{\partial \lambda_1(\alpha)} & \frac{\partial G_1(\alpha)}{\partial \lambda_2(\alpha)} & \frac{\partial G_1(\alpha)}{\partial \lambda_3(\alpha)} \\
\frac{\partial G_2(\alpha)}{\partial \lambda_1(\alpha)} & \frac{\partial G_2(\alpha)}{\partial \lambda_2(\alpha)} & \frac{\partial G_2(\alpha)}{\partial \lambda_3(\alpha)} \\
\frac{\partial G_3(\alpha)}{\partial \lambda_1(\alpha)} & \frac{\partial G_3(\alpha)}{\partial \lambda_2(\alpha)} & \frac{\partial G_3(\alpha)}{\partial \lambda_3(\alpha)}
\end{bmatrix}
\]

(6-6)


\[ \begin{bmatrix} \frac{\partial \lambda_1(\sigma)}{\partial \sigma} \\ \frac{\partial \lambda_2(\sigma)}{\partial \sigma} \\ \frac{\partial \lambda_3(\sigma)}{\partial \sigma} \end{bmatrix} = \begin{bmatrix} \frac{\partial \lambda_1(\sigma)}{\partial \lambda_1(\sigma)} & \frac{\partial \lambda_1(\sigma)}{\partial \lambda_2(\sigma)} & \frac{\partial \lambda_1(\sigma)}{\partial \lambda_3(\sigma)} \\ \frac{\partial \lambda_2(\sigma)}{\partial \lambda_1(\sigma)} & \frac{\partial \lambda_2(\sigma)}{\partial \lambda_2(\sigma)} & \frac{\partial \lambda_2(\sigma)}{\partial \lambda_3(\sigma)} \\ \frac{\partial \lambda_3(\sigma)}{\partial \lambda_1(\sigma)} & \frac{\partial \lambda_3(\sigma)}{\partial \lambda_2(\sigma)} & \frac{\partial \lambda_3(\sigma)}{\partial \lambda_3(\sigma)} \end{bmatrix} \]

(6-7)

\[ \begin{bmatrix} \frac{\partial x_1(\sigma)}{\partial \lambda} \\ \frac{\partial x_2(\sigma)}{\partial \lambda} \\ \frac{\partial x_3(\sigma)}{\partial \lambda} \end{bmatrix} = \begin{bmatrix} \frac{\partial x_1(\sigma)}{\partial x_1(\sigma)} & \frac{\partial x_1(\sigma)}{\partial x_2(\sigma)} & \frac{\partial x_1(\sigma)}{\partial x_3(\sigma)} \\ \frac{\partial x_2(\sigma)}{\partial x_1(\sigma)} & \frac{\partial x_2(\sigma)}{\partial x_2(\sigma)} & \frac{\partial x_2(\sigma)}{\partial x_3(\sigma)} \\ \frac{\partial x_3(\sigma)}{\partial x_1(\sigma)} & \frac{\partial x_3(\sigma)}{\partial x_2(\sigma)} & \frac{\partial x_3(\sigma)}{\partial x_3(\sigma)} \end{bmatrix} \]

(6-8)

\( K_D \) and \( K_D' \) are the weighting factors on control in the criterion function and the elements of the matrices are found by choosing the proper elements from the solutions to the perturbation equations in Chapter IV and Appendix A. The matrices above are written out to show that they are not the 6x6 matrices from the perturbation equations but only 3x3 partitions of those matrices.

**Digital Computer Simulation**

For the entry problem, two simplifying assumptions are made in addition to those made in the previous section. These are as follows:

A. No system (i.e., plant or message) noise is present. System noise could be considered by including several additional terms in the filter equations.

B. The observation vector is a linear function of the state vector and contains linear-additive zero mean noise with a constant covariance matrix.
The purpose of this section is to present the algorithm used to simulate the optimal implicit guidance scheme on a high speed digital computer. Fig. 35 shows the basic indexing method used for simulating the true (i.e., nominal) system and for applying the Kalman filter.

Figure 35. Simulation Indexing Method

In order to simulate the guidance scheme, the problem must first be put into discrete form for the digital computer. In the algorithm, presented below, it is assumed that the gain matrices, control values and nominal states for each point of the trajectory are put out on binary tape by the program which generates them.

**Step 1.** Based on a priori knowledge, estimate the constant observation noise covariance matrix, \( W \).

**Step 2.** Based on the first observation, \( y_1(i = 0) \), and some arbitrary scheme, estimate the initial optimal estimate \( \hat{x}_0 \). For linear observations, \( \hat{x}_0 \) is estimated from

\[
\hat{x}_0 \triangleq x_0
\]

**Step 3.** Compute the initial error covariance matrix, \( \Gamma_0 \).

For linear observations, this is

\[
\Gamma_0 = W
\]
This is computed rather than estimated since the equation which defines $K_0$ specifies the initial Kalman gain matrix, $K_0$ (see Chapter II on initial error covariance).

**Step 4.** Using the precomputed values of control and the known initial nominal trajectory conditions, integrate the state equations forward in time to the terminal range angle to define a new nominal trajectory. This is done because when the discrete control values are used as forcing functions in the state equations. A linear interpolation must be used in the Runge-Kutta integration routine, resulting in a slightly different nominal trajectory from the precomputed one.

**Step 5.** Simulate the initial observation with

$$x_0 = x_{true} + \omega_0$$

(6-11)

where $\omega_0$ is an independent zero mean Gaussian noise vector.

**Step 6.** Integrate the true state (from $x_{true}$) to the $(i+1)$ observation point using a step size $h$ by solving:

$$\dot{x}_{true} = \Phi(x_{true}, u)$$

(6-12)

where

$$u = u_{nom} + \delta u$$

(6-13)

and

$$\delta u = \text{[gain]} \delta x$$

(6-14)

and

$$\delta x = x_{true} - x_{nom}$$

(6-15)

It is assumed here that the gain at any point will be associated with the complete interval immediately following that point.

**Step 7.** Simulate the observation noise at the $(i+1)$ observation point as:

$$y_{i+1} = x_{true} + \omega_{i+1}$$

(6-16)

**Step 8.** Propogate optimal estimate $\hat{x}_i$ and error covariance
$\Gamma_i$ to $(i+1)$ observation point to form the best estimates $x(i+1|i)$ and $\Gamma(i+1|i)$ given everything except $x_{i+1}$. The subscript $j$ will denote the intervals between $i$ and $(i+1)$. A step size of $H$ is used for these subintervals. The steps in this procedure are as follows:

A. $j = 0$

B. Define $x(j|j) = x_i$ and $\Gamma(j|j) = \Gamma_i$

C. Solve the following equations to obtain the best estimates at the $(j+1)$ subinterval:

$$A(j+1,j) = \frac{\partial x(j+1,j)}{\partial x(j)} \times H + I$$  \hspace{1cm} (6-17)

$$\Gamma(j+1|j) = A(j+1,j)\Gamma(j|j)A(j+1,j)^T$$  \hspace{1cm} (6-18)

$$x'(j+1|j) = F[x(j+1|j), u_{j+1}]$$  \hspace{1cm} (6-19)

where

$$\delta u_{j+1} = [\text{gain}]_{j+1} \delta x_{j+1}$$  \hspace{1cm} (6-20)

$$\delta u_{j+1} = u_{j+1}^{\text{nom}} + \delta u_{j+1}$$  \hspace{1cm} (6-21)

$$\delta x_{j} = x(j+1|j) - x_{j}^{\text{nom}}$$  \hspace{1cm} (6-22)

D. Go back to C with $j = j + 1$ noting that $\Gamma(j|j) = \Gamma(j|j-1)$.

Continue the solution until the $(i+1)$ observation point is reached.

At this point:

$$x(i+1|i) = x(j+1|j)$$  \hspace{1cm} (6-23)

and

$$\Gamma(i+1|i) = \Gamma(j+1|j)$$  \hspace{1cm} (6-24)

**Step 9.** Compute the following quantities at the $(i+1)$ observation point:

A. **Kalman Gain Matrix**:

$$K_{i+1} = \Gamma(i+1|i)[\Gamma(i+1|i) + w]^{-1}$$  \hspace{1cm} (6-25)
B. Error Covariance Matrix:

\[ \Gamma_{i+1} = [(I-K_{i+1}) \Gamma(i+1|1)(I-K_{i+1})^T + K_{i+1} \Gamma(i+1|1)K_{i+1}^T ] \]  

(6-26)

C. Optimal Estimate:

\[ \hat{x}_{i+1} = x(i+1|1) = x(i+1|1) + K_{i+1} [y_{i+1} - x(i+1|1)] \]  

(6-27)

Step 10. Compute the observation error and estimation errors with respect to the nominal by:

\[ \Delta y_{i+1} = y_{i+1} - y_{i+1}^{nom} \]

\[ \Delta \hat{x}_{i+1} = \hat{x}_{i+1} - \hat{x}_{i+1}^{nom} \]

Step 11. i = i+1

Step 12. Go back to Step 6 and continue until the final range angle is reached.
VII. Simulation Results

Simulation results for two of the open-loop trajectories considered in Chapter V are selected for presentation here. These are for Case 1 and Case 7. Since no graphical analysis can be performed directly on the estimated states because of the magnitudes of the numbers involved, only deviations from the nominal optimal trajectory are presented. The observation and estimation error quantities are defined as follows:

\[ \Delta y(\sigma) \triangleq y(\sigma) - y^*(\sigma) = [x^{true}(\sigma) - y^*(\sigma)] + u(\sigma) \]  \hspace{1cm} (7-1)

and

\[ \Delta x(\sigma) \triangleq x(\sigma) - x^*(\sigma) \]  \hspace{1cm} (7-2)

These are the errors in the observation vector and in the optimal estimate with respect to the nominal optimal trajectory.

For each case, two basic sets of results are presented. These are as follows:

A. Initial trajectory errors of +1000 m, +50 mps, and +0.2 deg. (+0.4 deg. for Case 7) in r, v, and \( \gamma \) respectively with observation noise present.

B. Initial trajectory errors of -1000 m, -50 mps, and -0.2 deg. (-0.4 deg. for Case 7) in r, v, and \( \gamma \) respectively with observation noise present.

C. Initial trajectory errors of +5000 m, +100 mps, and +1.0 deg. in r, v, and \( \gamma \) respectively both with and without observation noise present.

D. Initial trajectory errors of -5000 m, -100 mps, and -1.0 deg. in r, v, and \( \gamma \) respectively with observation noise present.
The gain matrix elements for each trajectory are presented in Figures 36 and 37 and in Figures 63 and 64.

The unconstrained control results for the cases with terminal velocities of 1650 mps and 1600 mps are not considered here because of large amplitude, high frequency variations in the gain matrix elements during the final portion of the trajectory. Due to the discrete nature of the optimal implicit guidance scheme, a smaller integration step size would be necessary to produce usable gains for these cases.

It should be noted that the trajectory of Case 7 is generated with Valentine's procedure in the second variation program for a drag control constraint. This fact violates the assumption made in the previous chapter that the control quantities could not be adjacent to any boundaries. However, since this trajectory produces the lowest sensitivity coefficients, it is worthwhile to examine the proportion in a feedback loop.

Fig. 38 through Fig. 62 show the errors with respect to the nominal trajectory and the error covariance matrix (R) elements for Case 1. Fig. 65 through Fig. 89 show the corresponding quantities for Case 7. In the graphs, sigma is the same as the range angle and has no relation to the standard deviation of the noise.

In all examples, the graphs show that the feedback gains have no effect on velocity and flight angle until the last few points in the trajectory. In Case 1, 100 gain values are used and in Case 7, 150 gain values are used. Virtually all the effect of the gain values occurs during the last two-tenths of a degree of range angle. If the last gain value is not used, observations have shown that the terminal values are in error by as much or more than the initial error values.
Figure 36. Case 1 - Drag Control Gains

Figure 37. Case 1 - Lift Control Gains
Figure 38. Case 1.1 - Position Error of 1000 Meters
Figure 39. Case 1.1 - Velocity Error of 50 Meters/Second
Figure 40. Case 1.1 - Flight Angle Error of .2 Degrees
Figure 41. Case 1.1 - Diagonal Error Covariance Terms

Figure 42. Case 1.1 - Off-Diagonal Error Covariance Terms
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Figure 43. Case 1.2 - Position Error of -1000 Meters
Figure 46. Case 1.2 - Diagonal Error Covariance Terms

Figure 47. Case 1.2 - Off-Diagonal Error Covariance Terms
Figure 46. Case 1.3 - Position Error of 5000 Meters without Noise
Figure 49. Case 1.3 – Velocity Error of 100 Meters/Second without Noise
Figure 51. Case 1.3 - Diagonal Error Covariance Terms

Figure 52. Case 1.3 - Off-Diagonal Error Covariance Terms
Figure 55. Case 1.4 - Flight Angle Error of 1.0 Degrees
Figure 56. Case 1.4 - Diagonal Error Covariance Terms

Figure 57. Case 1.4 - Off-Diagonal Error Covariance Terms
Figure 59. Case 1.5 - Velocity Error of -100 Meters/Second
Figure 61. Case 1.5 - Diagonal Error Covariance Terms

Figure 62. Case 1.5 - Off-Diagonal Error Covariance Terms
Figure 63. Case 7 - Drag Control Gains

Figure 64. Case 7 - Lift Control Gains
Figure 66. Case 7.1 - Velocity Error of 50 Meters/Second
Figure 67. Case 7.1 - Flight Angle Error of 4 Degrees
Figure 68. Case 7.1 - Diagonal Error Covariance Terms

Figure 69. Case 7.1 - Off-Diagonal Error Covariance Terms
Figure 71. Case 7.2 - Velocity Error of -50 Meters/Second
Figure 72. Case 7.2 - Flight Angle Error of -.4 Degrees
Figure 73. Case 7.2 - Diagonal Error Covariance Terms

Figure 74. Case 7.3 - Off-Diagonal Error Covariance Terms
Figure 76. Case 7.3 - Velocity Error of 100 Meters/Second without Noise
Figure 7.3 - Flight Angle Error of 1.0 Degrees without Noise
Figure 78. Case 7.3 - Diagonal Error Covariance Terms

Figure 79. Case 7.3 - Off-Diagonal Error Covariance Terms
Figure 80. Case 7.4 - Position Error of 5000 Meters
Figure 83. Case 7.4 - Diagonal Error Covariance Terms

Figure 84. Case 7.4 - Off-Diagonal Error Covariance Terms
Figure 85. Case 7.5 - Position Error of ~5000 Meters
Figure 87. Case 7.5 – Flight Angle Error of -1.0 Degrees
Figure 88. Case 7.5 - Diagonal Error Covariance Terms

Figure 89. Case 7.5 - Off-Diagonal Error Covariance Terms
The flight angle is the most sensitive to initial condition errors from the nominal. This state variable is brought to near the terminal condition with the last two gain values. Up to this point, the flight angle error is allowed to deviate by large amounts from the nominal.

The flight angle error also appears to be the most sensitive to the addition of observation noise. This is shown by a comparison of the errors with and without noise present. Overall, the flight angle is most sensitive to any errors in state.

The position and velocity errors at the terminal point are relatively insensitive to the initial condition errors and to noise. In all the examples presented, the largest error in terminal position is about four meters and the largest error in terminal velocity is about six meters per second. Terminal position error appears to be almost completely insensitive to the magnitude of the initial errors.

A comparison of the graphs with positive and negative initial condition errors shows that the linear range of the feedback gains is very nearly the same on either side of the nominal trajectory with only a slightly higher peak error occurring in the flight angle when negative initial condition errors are present. The error curves with errors on both sides of the nominal are nearly mirror images.

The error covariance curves for the examples without noise present are shown for purposes of comparison. The same initial error covariance estimate is used in both cases along with the same noise covariance W. When no noise is present, the off-diagonal terms of the error covariance matrix simply reflect the coupling between the state equations and the validity of the linearizing assumptions. A comparison of these elements with and without noise present shows that the off-
diagonal terms have very nearly the same form. This indicates that
the off-diagonal terms for this set of equations have very little rel-
ationship to the noise. They appear to be predominately due to the
dynamics of the problem.
VIII. Conclusions

The basic objectives of this thesis, to investigate a set of optimal solutions and to produce a suboptimal feedback scheme, have been accomplished. The conclusions drawn from the specific open- and closed-loop results presentation, as well as conclusions concerning the general problem are presented in this chapter.

Open-Loop Problem

The following conclusions are made concerning the open-loop results in Chapter V.

A. The amount of lift dominance at the end of the trajectory, and the length of range angle to go when the lift becomes dominant is a deciding factor in minimizing sensitivity coefficients. This conclusion is supported by observations 5 and 6 discussed at the end of Chapter V.

B. The appearance of minimum control for the first portion of the trajectory, stems from the presence of control in the criterion to be minimized.

Closed-Loop Problem

The following conclusions are made concerning the closed-loop results in Chapter VII.

C. The implicit guidance law simulation indicates that control for the trajectories tested can be maintained even with large initial condition errors, and will drive the vehicle along a neighboring trajectory to the boundary conditions with little error. In this simulation, the flight angle seems to be the most sensitive to
initial errors in the states. For the cases in which the velocity drops to less than 1700 mps at the terminal point, the feedback gains contain such high frequency content during the last of the flight, that the sampling rate is not high enough to allow the gains to be used.

D. The position error is least susceptible to both perturbation, and observation noise. This is attributable to the fact that the nominal trajectory is a minimum position sensitivity coefficient trajectory. This confirms the concept of minimizing sensitivity coefficients to achieve minimum terminal position error.

General Problem

The following conclusions are made concerning the overall problem:

E. The use of a passive, non-thrusting control in a classic optimal control problem is impractical unless it can be removed from the criterion function. In this problem, the cost of control was a deciding factor for the optimality of the trajectories.

F. The use of lift and drag for control requires a dense atmosphere, and thus a flat trajectory in the dense region, to achieve a well controlled entry.

G. The minimum sensitivity coefficient trajectory is one in which the vehicle begins a nominal entry angle, levels out to nearly horizontal flight, and then, during the last part of the trajectory, dives to meet the terminal angle condition. This appears to confirm conclusion F, and is illustrated by Case 7.

H. For each of the trajectories additional constraints, other than those contained here in, should be employed to make the trajectory usable. This is due, in part, to the type of control used,
which works only during, at best, the last quarter of the trajectory.

For some trajectories, additional elements are necessary to achieve the magnitude and rate of change of magnitude necessary in the optimal control.
IX. Recommendations

The recommendations concerning the general problem of sensitivity coefficient minimization for an entry trajectory and suggestions for areas of further study are presented in this chapter.

Sensitivity Coefficient Minimization

The general problem of sensitivity coefficient minimization for an entry trajectory is highly dependent on the lift-to-drag ratio and the length of the trajectory during which control is exerted. The following recommendations are made in this area:

A. This problem should be eliminated as a problem in classical optimal control theory and cast as a parameter sweep problem. The purpose of this is to sweep only within a range of practical entry controllers.

B. The parameters to be considered in the sweep include:

1. Lift-to-drag ratio
2. Rate of change of lift-to-drag ratio
3. The range angle arc for which the lift control is allowed to dominate the trajectory.

Suggestions For Areas Of Further Study

In light of the recommendations given above, the following areas are suggested for further study:

A. For the parameter sweep problem:

1. Use numerical analysis to describe, in a least square sense, smooth functions identified during the non-aerodynamic portion of the trajectory.
2. Also use numerical techniques to attempt to identify functions which may be used to describe the changes in the sensitivity coefficients during the aerodynamic portion of the trajectory.

3. Identify, using the relationships determined in 1 and 2 above, a relationship which describes the sensitivity coefficients throughout the trajectory.

4. Investigate the use of a hybrid computer for the parameter sweep problem and determine its value in solving an optimal control problem of this type with the primary objective of obtaining a practical controller.

C. Investigate the present problem to include three degrees of freedom to determine the effects of cross-range motion on the sensitivity coefficients.

C. Investigate the present problem with constraints included on the following variables to achieve a practical controller:

1. Drag control for deceleration constraints
2. Lift-to-drag ratio for configuration constraints
3. Rate of change of drag control for maneuvering capability constraints.
4. Rate of change of lift-to-drag ratio for maneuvering capability constraints.
5. Velocity for heating constraints
6. Rate of change of velocity for deceleration constraints.
7. Rate of change of flight angle for deceleration constraints.

It is suggested that the optimal implicit guidance scheme be investigated to determine the most practical method of implementing it and the simplest suboptimal estimation technique which can be used in an actual entry trajectory.
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Appendix A

Open-Loop Optimal Control Equations For The Entry Problem

The purpose of this appendix is to present the detailed equations for both first and second variations of the optimal entry problem. They are presented in order of development.

States

\[ X_1' = \frac{X_1}{\tan X_3} \]  \hfill (A-1)

\[ X_2' = \frac{-\kappa}{X_1 X_3 \tan X_3} - \frac{X_1}{X_2 \sin X_3} \ C U_0 \]  \hfill (A-2)

\[ X_3' = -1 + \frac{\kappa}{X_1 X_2} - \frac{X_1}{X_3 \sin X_3} \ C U_0 \]  \hfill (A-3)

\[ X_4' = -X_4 T_{11} - X_5 T_{21} - X_6 T_{31} \]  \hfill (A-4)

\[ X_5' = -X_4 T_{12} - X_5 T_{22} - X_6 T_{32} \]  \hfill (A-5)

\[ X_6' = -X_4 T_{13} - X_5 T_{23} - X_6 T_{33} \]  \hfill (A-6)

Where

\[ T_{11} = \frac{1}{\tan X_3} \]  \hfill (A-7)

\[ T_{12} = 0 \]  \hfill (A-8)

\[ T_{13} = -\frac{X_1}{\sin X_3} \]  \hfill (A-9)

\[ T_{21} = \frac{-\kappa}{X_1 X_2 \tan X_3} - \frac{1}{X_2 \sin X_3} \ C U_0 - \frac{X_1}{X_2 \sin X_3} \ C_{x1} U_0 \]  \hfill (A-10)

\[ T_{22} = \frac{\kappa}{X_1 X_2 \tan X_3} + \frac{X_1}{X_2 \sin X_3} \ C U_0 - \frac{X_1}{X_2 \sin X_3} \ C_{x2} U_0 \]  \hfill (A-11)
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\[ T_{a2} = \frac{M_{a}}{X_{1}X_{2} \sin^{4} \chi_{a}} + \frac{\chi_{1} \cos \chi_{a}}{X_{2} \sin \chi_{a}} \cdot C U_{l} \]  
(A-12)

\[ T_{a} = -\frac{\frac{1}{X_{1}X_{2}^{3}} - \frac{1}{X_{2} \sin \chi_{a}}}{\sin \chi_{a}} \cdot C U_{l} - \frac{X_{1}}{X_{2} \sin \chi_{a}} \cdot C_{m} \cdot U_{l} \]  
(A-13)

\[ T_{a3} = \frac{2 \chi_{a}}{X_{1}X_{2}^{3}} + \frac{2 \chi_{1}}{X_{2} \sin \chi_{a}} \cdot C U_{l} - \frac{X_{1}}{X_{2} \sin \chi_{a}} \cdot C_{m} \cdot U_{l} \]  
(A-14)

and

\[ C = \frac{\rho X_{2}^{2} \cos}{2} \]  
(A-15)

\[ C_{u} = \frac{X_{2} \cos}{2} \frac{\partial \rho}{\partial \chi_{1}} - \frac{\rho X_{2} \cos}{2} \frac{\partial \cos}{\partial M} \frac{\partial \chi_{1}}{\partial X_{1}} \]  
(A-16)

\[ C_{m} = \rho X_{2} \cos + \frac{\rho X_{2} \cos}{2} \frac{\partial \cos}{\partial M} \]  
(A-17)

where

\[ C_{a} = \frac{238.87872 M^{4}}{7(2.8 M^{2} - 0.4)^{2}} \left[ \frac{1}{2(2.8 M^{2} - 0.4)} \right]^{\frac{1}{2}} - \frac{\theta}{7M^{2}} \]  
(A-18)

\[ \frac{\partial C_{a}}{\partial M} = -\frac{2 C_{a}}{M} - \frac{238.87872 M^{4}}{2(2.8 M^{2} - 0.4)} \left[ \frac{1}{2(2.8 M^{2} - 0.4)} \right]^{\frac{1}{2}} \left[ -\frac{1}{0.6(2.8 M^{2} - 0.4)} \right] \]  
(A-19)

\[ M = \frac{X_{2} \cos}{\partial} \]  
(A-20)

**Criterion**

\[ J = \frac{1}{2} \int_{0}^{\varphi} \left[ K_{4} X_{4}^{2} + K_{5} X_{5}^{2} + K_{6} X_{6}^{2} + K_{7} u_{1}^{2} + K_{8} u_{2}^{2} \right] \, d\phi \]  
(A-21)

**Hamiltonian**

\[ H = \frac{1}{2} \left[ K_{4} X_{4}^{2} + K_{5} X_{5}^{2} + K_{6} X_{6}^{2} + K_{7} u_{1}^{2} + K_{8} u_{2}^{2} \right] + \lambda_{1} F_{1} + \lambda_{2} F_{2} \]

\[ + \lambda_{3} F_{3} - \lambda_{4} \left[ X_{4} T_{44}^{2} + X_{5} T_{55}^{2} + X_{6} T_{66}^{2} \right] \]

\[ - \lambda_{5} \left[ X_{5} T_{52}^{2} + X_{6} T_{65}^{2} \right] - \lambda_{6} \left[ X_{4} T_{43}^{2} + X_{5} T_{53}^{2} + X_{6} T_{63}^{2} \right] \]  
(A-22)
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\[ T_{212} = -\frac{\ddot{\alpha}}{x_1^2 x_2^3 \tan x_3} + \frac{1}{x_2^3 \sin x_3} \cos x_0 + \frac{x_1 \cos x_3}{x_2^2 \sin^2 x_3} C_{x_1} U_0 - \frac{1}{x_2^3 \sin x_3} C_{x_2} U_0 \]  

\[ T_{311} = \frac{x_1 \cos x_3}{x_2^2 \sin^2 x_3} C_{x_1} U_0 + \frac{x_1 \cos x_3}{x_2^2 \sin^2 x_3} C_{x_2} U_0 \]  

\[ T_{312} = \frac{2 \ddot{\alpha}}{x_1^2 x_2^3 \tan x_3} + \frac{2}{x_2^3 \sin x_3} \cos x_0 - \frac{1}{x_2^3 \sin x_3} C_{x_2} U_0 \]  

\[ T_{321} = -\frac{x_1}{x_2 \sin x_3} C_{x_1 x_2} U_0 + \frac{x_1}{x_2 \sin x_3} C_{x_1} U_0 \]  

\[ T_{322} = -\frac{2 \ddot{\alpha}}{x_1 x_2^3 \tan x_3} - \frac{2 x_1}{x_2^3 \sin x_3} \cos x_0 + \frac{2 x_1}{x_2^3 \sin x_3} C_{x_2} U_0 \]  

\[ T_{331} = -\frac{x_1}{x_2 \sin x_3} C_{x_1 x_2} U_0 + \frac{x_1}{x_2 \sin x_3} C_{x_1} U_0 \]  

\[ T_{332} = \frac{2 \ddot{\alpha}}{x_1 x_2^3 \tan x_3} + \frac{2}{x_2^3 \sin x_3} \cos x_0 - \frac{1}{x_2^3 \sin x_3} C_{x_2} U_0 \]
\[ \lambda_1' = -\left\{ \lambda_1 T_{11} + \lambda_2 T_{12} + \lambda_3 T_{31} - \lambda_4 \left[ X_4 T_{11} + X_5 T_{12} + X_6 T_{31} \right] \right\} \]
\[ - \lambda_5 \left[ X_4 T_{12} + X_5 T_{22} + X_6 T_{32} \right] \]  
(A-22)

\[ \lambda_2' = -\left\{ \lambda_1 T_{12} + \lambda_2 T_{32} + \lambda_3 T_{33} - \lambda_4 \left[ X_4 T_{12} + X_5 T_{22} + X_6 T_{33} \right] \right\} \]
\[ - \lambda_5 \left[ X_4 T_{13} - X_5 T_{23} - X_6 T_{33} \right] \]  
(A-23)

\[ \lambda_3' = -\left\{ \lambda_1 T_{13} + \lambda_2 T_{33} + \lambda_3 T_{33} - \lambda_4 \left[ X_4 T_{13} + X_5 T_{23} + X_6 T_{33} \right] \right\} \]
\[ - \lambda_5 \left[ X_4 T_{13} + X_5 T_{23} + X_6 T_{33} \right] \]  
(A-24)

\[ \lambda_4' = -\lambda_4 \frac{1}{\sin^2 x_3} \]
(A-25)

\[ \lambda_5' = -\lambda_5 \frac{1}{\sin^2 x_3} \]
(A-26)

\[ \lambda_6' = -\lambda_6 \frac{1}{\sin^2 x_3} \]
(A-27)

where
\[ T_{11} = 0 \]
(A-28)

\[ T_{12} = 0 \]
(A-29)

\[ T_{13} = -\frac{1}{\sin^2 x_3} \]
(A-30)

\[ T_{21} = -\frac{2 \mu}{x_1^2 x_2 \tan x_3} - \frac{2}{x_2 \sin x_3} C_{HH} U_0 - \frac{x_1}{x_2 \sin x_3} C_{HH} U_0 \]
(A-31)

\[ T_{22} = -\frac{2 \mu}{x_1^2 x_2 \tan x_3} + \frac{x_1}{x_2 \sin x_3} C_{HH} U_0 + \frac{1}{x_2 \sin x_3} C_{HH} U_0 \]
(A-32)

\[ -\frac{x_1}{x_2 \sin x_3} C_{HH} U_0 - \frac{1}{x_2 \sin x_3} C_{HH} U_0 \]
The text contains a series of equations, each labeled with a number from (A-44) to (A-57). The equations are complex and involve trigonometric functions, variables, and operators. The text seems to be part of a mathematical or engineering document, possibly related to mechanics or physics. Each equation is a function of variables and constants, and they appear to be part of a larger derivation or proof. The equations are presented in a clear, readable format, with proper alignment and spacing. The text is rich with mathematical symbols and notation, indicating a high level of detail and precision. The equations are derived from a previous equation, suggesting a continuous flow of thought and logical progression. The document appears to be part of a larger textbook or reference material, given the comprehensive nature of the content.
GRADIENT

\[
K_{u_2} U_2 - \lambda_2 \frac{X_1 C}{X_2 \sin X_3} + \lambda_3 \frac{X_2}{X_2 \sin X_3} \left[ C + X_1 C_{x_1} \right] \\
- \lambda_4 \frac{X_1 X_2 C}{X_3 \sin X_3} - \lambda_5 \frac{X_2 X_2 C (\cos X_3)}{X_2 \sin X_3} = 0 \quad \Rightarrow \quad \Delta = G_1 \quad (A-58)
\]

\[
K_{u_2} U_3 - \lambda_3 \frac{X_1 C}{X_3 \sin X_3} + \lambda_4 \frac{X_2}{X_3 \sin X_3} \left[ C + X_1 C_{x_1} \right] \\
- \lambda_5 \frac{X_1 X_3}{X_3 \sin X_3} \left[ 2C - X_2 C_{x_2} \right] - \lambda_6 \frac{X_1 X_3 C (\cos X_3)}{X_3 \sin X_3} = 0 \quad \Rightarrow \quad \Delta = G_2 \quad (A-59)
\]

DERIVATIVES OF GRADIENT

\[
\left[ \frac{\partial G}{\partial u} \right]^{-1} = \begin{bmatrix}
\frac{1}{K_{u_2}} & 0 \\
0 & \frac{1}{K_{u_2}}
\end{bmatrix} \quad (A-60)
\]

\[
\frac{\partial G_i}{\partial \lambda_j} \neq G_{ilij} \quad (A-61)
\]

\[
G_{11} = 0 \quad (A-62)
\]

\[
G_{12} = - \frac{X_1 C}{X_3 \sin X_3} \quad (A-63)
\]

\[
G_{13} = 0 \quad (A-64)
\]

\[
G_{14} = \frac{X_2}{X_3 \sin X_3} \left[ C + X_1 C_{x_1} \right] \quad (A-65)
\]

\[
G_{15} = - \frac{X_1 X_2 C}{X_3 \sin X_3} \left[ 2C - X_2 C_{x_2} \right] \quad (A-66)
\]

\[
G_{16} = - \frac{X_1 X_2 C (\cos X_3)}{X_3 \sin X_3} \quad (A-67)
\]
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\( G_{21} = 0 \)  
\( G_{22} = 0 \)

\[
G_{23} = -\frac{x_1 C}{x_2 \sin x_3}
\]

\[
G_{24} = \frac{x_1 x_6}{x_2^3 \sin x_3} \left[ C + X_1 C_{\alpha_1} \right]
\]

\[
G_{25} = -\frac{x_1 x_6}{x_2^3 \sin x_3} \left[ 2C - X_2 C_{\alpha_2} \right]
\]

\[
G_{26} = \frac{x_1 x_6 C (\cos x_3)}{x_2^3 \sin^2 x_3}
\]

\[
\frac{\partial G_i}{\partial x_j} \quad \text{and} \quad G_{ij}
\]

\[
G_{11} = -\frac{\alpha_{\theta \theta}}{x_2 \sin x_3} \left[ C + X_1 C_{\alpha_1} \right] + \frac{\alpha_{\theta \theta}}{x_2 \sin x_3} \left[ 2C_{\alpha_1} + X_1 C_{\alpha_1 \alpha_1} \right]
\]

\[
-\frac{\alpha_{\theta \theta}}{x_2^3 \sin x_3} \left[ C + X_1 C_{\alpha_1} - X_1 x_2 C_{\alpha_1 \alpha_2} - x_2 C_{\alpha_2} \right] - \frac{\alpha_{\theta \theta}}{x_2 \sin x_3} \left[ C + X_1 C_{\alpha_1} \right]
\]

\[
G_{12} = \frac{\alpha_{\theta \theta}}{x_2 \sin x_3} \left[ C - X_2 C_{\alpha_2} \right] - \frac{\alpha_{\theta \theta}}{x_2^3 \sin x_3} \left[ C + X_1 C_{\alpha_1} - X_2 C_{\alpha_2} - X_1 x_2 C_{\alpha_1 \alpha_2} \right]
\]

\[
+ \frac{\alpha_{\theta \theta}}{x_2 \sin x_3} \left[ 2C - 2X_2 C_{\alpha_2} + x_2^2 C_{\alpha_2 \alpha_2} \right] + \frac{\alpha_{\theta \theta}}{x_2 \sin x_3} \left[ C - X_2 C_{\alpha_2} \right]
\]

\[
G_{13} = \frac{\alpha_{\theta \theta}}{x_2 \sin x_3} \left[ C + X_1 C_{\alpha_1} \right] - \frac{\alpha_{\theta \theta}}{x_2 \sin x_3} \left[ C + X_1 C_{\alpha_1} \right]
\]

\[
- \frac{\alpha_{\theta \theta}}{x_2 \sin x_3} \left[ C - X_2 C_{\alpha_2} \right] + \frac{\alpha_{\theta \theta}}{x_2 \sin x_3} \left[ 1 + \cos^2 x_3 \right]
\]

\[
\right] + \frac{\alpha_{\theta \theta}}{x_2 \sin x_3}
\]
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\[ G_{x1} = -\frac{A_4}{X_2^2 \sin X_3} \left[ C + X_1 C_{x1} \right] + \frac{A_4 X_6}{X_2^3 \sin X_3} \left[ 2 C_{x1} + X_1 C_{x1}^2 \right] \]

\[ -\frac{A_4 X_6}{X_2^2 \sin X_3} \left[ 2 C + 2 X_1 C_{x1} - X_2 C_{x2} - X_1 X_2 C_{x12} \right] \]

\[ -\frac{A_4 X_6 \cos X_6}{X_2^2 \sin^2 X_3} \left[ C + X_1 C_{x1} \right] \quad \text{(A-78)} \]

\[ G_{x2} = \frac{A_4 X_6}{X_2^3 \sin X_3} \left[ 2 C - X_2 C_{x2} \right] - \frac{A_4 X_6}{X_2^3 \sin X_3} \left[ 2 C + 2 X_1 C_{x1} - X_2 C_{x2} - X_1 X_2 C_{x12} \right] \]

\[ + \frac{A_4 X_6}{X_2^2 \sin X_3} \left[ 6 C - 4 X_2 C_{x2} + X_2^2 C_{x22} \right] + \frac{A_4 X_6 \cos X_6}{X_2^2 \sin^2 X_3} \left[ 2 C - X_2 C_{x2} \right] \quad \text{(A-79)} \]

\[ G_{x3} = \frac{A_4 X_6 \cos X_6}{X_2^2 \sin X_3} \left[ 2 C - X_2 C_{x2} \right] + \frac{A_4 X_6 \cos X_6}{X_2^2 \sin X_3} \left[ 1 + \cos X_3 \right] \quad \text{(A-80)} \]

\[ G_{x4} = 0 \quad \text{(A-81)} \]

\[ G_{x5} = \frac{A_4}{X_2 \sin X_3} \left[ C + X_1 C_{x1} \right] - \frac{A_4 X_6}{X_2^2 \sin X_3} \left[ C - X_2 C_{x2} \right] - \frac{A_4 X_6 \cos X_6}{X_2 \sin^2 X_3} \quad \text{(A-82)} \]

\[ G_{x6} = 0 \quad \text{(A-83)} \]

\[ G_{x24} = 0 \quad \text{(A-84)} \]

\[ G_{x25} = 0 \quad \text{(A-85)} \]

\[ G_{x26} = \frac{A_4}{X_2^2 \sin X_3} \left[ C + X_1 C_{x1} \right] - \frac{A_4 X_6}{X_2^3 \sin X_3} \left[ 2 C - X_2 C_{x2} \right] - \frac{A_4 X_6 \cos X_6}{X_2^2 \sin^2 X_3} \quad \text{(A-86)} \]
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**Derivatives of \( \lambda' \)**

\[
\frac{\partial \lambda'}{\partial u} = -\frac{\partial G}{\partial \xi} \quad (A-87)
\]

\[
\frac{\partial \lambda'}{\partial \xi} = -\frac{\partial E}{\partial \xi} \quad (A-88)
\]

\[
T_{ijk} \frac{\partial T_{ijk}}{\partial x_k} \quad (A-89)
\]

\[
\frac{\partial \lambda}{\partial x_j} = \frac{\partial \lambda_i}{\partial x_i} \quad (A-90)
\]

\[
POX_{ij} = \frac{\partial \lambda}{\partial x_j} \quad (A-91)
\]

\[
POX_{ii} = -\left\{ \lambda_1 Y_{ii} + \lambda_2 T_{ii} + \lambda_3 T_{i} + \lambda_4 \left[ X_4 Y_{ii} + X_5 T_{ii} + X_6 T_{i} \right] - \lambda_5 \left[ X_4 Y_{ii} + X_5 T_{ii} + X_6 T_{i} \right] \right\} \quad (A-92)
\]

\[
POX_{i2} = -\left\{ \lambda_1 Y_{i2} + \lambda_2 T_{i2} + \lambda_3 T_{i2} \right\} - \lambda_4 \left[ X_4 Y_{i2} + X_5 T_{i2} + X_6 T_{i2} \right] \quad (A-93)
\]

\[
POX_{i3} = -\left\{ \lambda_1 T_{i3} + \lambda_2 T_{i3} + \lambda_3 T_{i3} \right\} - \lambda_4 \left[ X_4 T_{i3} + X_5 T_{i3} + X_6 T_{i3} \right] \quad (A-94)
\]

\[
POX_{i4} = \lambda_4 Y_{i4} + \lambda_5 Y_{i4} + \lambda_6 T_{i4} \quad (A-95)
\]

\[
POX_{i5} = \lambda_4 T_{i5} + \lambda_5 T_{i5} + \lambda_6 T_{i5} \quad (A-96)
\]

\[
POX_{i6} = \lambda_4 T_{i6} + \lambda_5 T_{i6} + \lambda_6 T_{i6} \quad (A-97)
\]
\[ \rho_{DX_{12}} = - \left( \lambda_1 T_{112}^a + \lambda_2 T_{222} + \lambda_3 T_{332} + \lambda_4 \left[ K_4 T_{123}^a + K_5 T_{123} + K_6 T_{232} + K_7 T_{312} \right] \right. \\
\left. - \lambda_5 \left[ K_4 T_{123}^a + K_5 T_{123} + K_6 T_{232} + K_7 T_{312} \right] \right) \]  \hspace{1cm} (A-90)

\[ \rho_{DX_{13}} = - \left( \lambda_1 T_{113}^a + \lambda_2 T_{223} + \lambda_3 T_{333} + \lambda_4 \left[ K_4 T_{123}^a + K_5 T_{123} + K_6 T_{232} + K_7 T_{312} \right] \right. \\
\left. - \lambda_5 \left[ K_4 T_{123}^a + K_5 T_{123} + K_6 T_{232} + K_7 T_{312} \right] \right) \]  \hspace{1cm} (A-93)

\[ \rho_{DX_{14}} = \lambda_4 T_{112}^a + \lambda_5 T_{122}^a + \lambda_6 T_{132}^a = 0 \]  \hspace{1cm} (A-100)

\[ \rho_{DX_{32}} = \lambda_1 T_{112}^a + \lambda_2 T_{222}^a + \lambda_3 T_{332} + \lambda_4 \left[ K_4 T_{123}^a + K_5 T_{123} + K_6 T_{232} + K_7 T_{312} \right] \\
\rho_{DX_{33}} = - \left( \lambda_1 T_{113}^a + \lambda_2 T_{223} + \lambda_3 T_{333} + \lambda_4 \left[ K_4 T_{123}^a + K_5 T_{123} + K_6 T_{232} + K_7 T_{312} \right] \right. \\
\left. - \lambda_5 \left[ K_4 T_{123}^a + K_5 T_{123} + K_6 T_{232} + K_7 T_{312} \right] \right) \]  \hspace{1cm} (A-93)

\[ \rho_{DX_{24}} = \lambda_4 T_{112}^a + \lambda_5 T_{122}^a + \lambda_6 T_{132}^a \]  \hspace{1cm} (A-101)

\[ \rho_{DX_{64}} = \lambda_4 T_{112}^a + \lambda_5 T_{122}^a + \lambda_6 T_{132}^a \]  \hspace{1cm} (A-102)

\[ \rho_{DX_{26}} = \lambda_4 T_{112}^a + \lambda_5 T_{122}^a + \lambda_6 T_{132}^a \]  \hspace{1cm} (A-103)

\[ \rho_{DX_{36}} = \lambda_4 T_{112}^a + \lambda_5 T_{122}^a + \lambda_6 T_{132}^a \]  \hspace{1cm} (A-104)

\[ \rho_{DX_{24}} = \lambda_4 T_{112}^a + \lambda_5 T_{122}^a + \lambda_6 T_{132}^a \]  \hspace{1cm} (A-105)

\[ \rho_{DX_{64}} = \lambda_4 T_{112}^a + \lambda_5 T_{122}^a + \lambda_6 T_{132}^a \]  \hspace{1cm} (A-106)

\[ \rho_{DX_{46}} = - \lambda_4 \]  \hspace{1cm} (A-107)

\[ \rho_{DX_{46}} = 0 \]  \hspace{1cm} (A-108)

\[ \rho_{DX_{66}} = 0 \]  \hspace{1cm} (A-109)

\[ \rho_{DX_{66}} = - \lambda_5 \]  \hspace{1cm} (A-110)
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\[ P_{Dx_e} = 0 \]  
\[ P_{Dx_e} = -K_e \]  

Where

\[ T_{zm} = \frac{G_{m1}}{x_1 x_2 \tan k_3} - \frac{3}{k_2 \sin k_3} C_{xi} U_L - \frac{k_1}{x_2 \sin k_3} C_{\text{mint}} U_L \]  
\[ T_{zm} = -\frac{k_1}{x_1 x_2} - \frac{3}{x_2^2 \sin k_3} C_{\text{mint}} U_L - \frac{k_1}{x_2 \sin k_3} C_{\text{mint}} U_L \]  
\[ T_{zm} = -\frac{2k_1}{x_1 x_2} \tan k_3 + \frac{2}{x_2^2 \sin k_3} C_{xi} U_L - \frac{2k_1}{x_2 \sin k_3} C_{\text{mint}} U_L \]  
\[ T_{zm} = -\frac{2k_1}{x_2^2 \sin k_3} C_{xi} U_L - \frac{x_1}{x_2 \sin k_3} C_{\text{mint}} U_L \]  
\[ T_{zm} = \frac{k_1}{x_1 x_2^2 \tan k_3} + \frac{2 \cos k_3}{x_2^2 \sin k_3} C_{xi} U_L - \frac{x_1 \cos k_3}{x_2 \sin k_3} C_{\text{mint}} U_L \]  
\[ T_{zm} = -\frac{2 \cos k_3}{x_2^2 \sin k_3} C_{xi} U_L + \frac{x_1 \cos k_3}{x_2 \sin k_3} C_{\text{mint}} U_L \]  
\[ T_{zm} = -\frac{2k_1}{x_1 x_2^2 \tan k_3} + \frac{2}{x_2^2 \sin k_3} C_{xi} U_L - \frac{2}{x_2 \sin k_3} C_{\text{mint}} U_L \]  
\[ T_{zm} = -\frac{x_1}{x_2^2 \sin k_3} C_{xi} U_L - \frac{x_1}{x_2 \sin k_3} C_{\text{mint}} U_L \]  
\[ T_{zm} = -\frac{k_1}{x_1 x_2^4 \tan k_3} + \frac{4}{x_2^2 \sin k_3} C_{xi} U_L - \frac{2}{x_2 \sin k_3} \frac{2k_1}{x_2^2 \sin k_3} C_{\text{mint}} U_L \]  
\[ + \frac{2k_1}{x_2^2 \sin k_3} C_{\text{mint}} U_L - \frac{x_1}{x_2 \sin k_3} C_{\text{mint}} U_L \]  

(A-111)  
(A-112)  
(A-113)  
(A-114)  
(A-115)  
(A-116)  
(A-117)  
(A-118)  
(A-119)  
(A-120)
\[ T_{412} = \frac{\frac{4\kappa_4}{X_1 X_2} \tan X_3}{X_3} - \frac{\frac{2\kappa_4}{X_3^2} \sin X_3}{X_3} C_{X_1} U_0 + \frac{\frac{2\kappa_4}{X_3^2} \sin X_3}{X_3} C_{X_1 X_2} U_0 \]

\[ - \frac{2}{X_3^2 \sin X_3} C_{U_0} + \frac{2}{X_3^2 \sin X_3} C_{X_2} U_0 - \frac{X_1}{X_3 \sin X_3} C_{X_1 X_2} U_0 \]

\[ - \frac{1}{X_3 \sin X_3} C_{X_3} U_0 \quad (\text{A-121}) \]

\[ T_{312} = \frac{\frac{4\kappa_3}{X_1^2 X_2} - \frac{6}{X_3^2 \sin X_3}}{X_3^2 \sin X_3} C_{U_0} + \frac{\frac{4}{X_3^2 \sin X_3}}{X_3^2 \sin X_3} C_{X_2} U_0 \]

\[ - \frac{6\kappa_3}{X_2^2 \sin X_3} C_{X_1} U_0 + \frac{4\kappa_3}{X_2^2 \sin X_3} C_{X_1 X_2} U_0 - \frac{X_1}{X_2 \sin X_3} C_{X_1 X_2 X_3} U_0 \]

\[ - \frac{1}{X_2^2 \sin X_3} C_{X_2} U_0 \quad (\text{A-122}) \]

\[ T_{31} = \frac{\frac{2\kappa_3}{X_1^2 X_3} - \cos X_2 \sin X_3}{X_3^2 \sin X_3} C_{U_0} + \frac{\cos X_2}{X_3^2 \sin X_3} C_{X_2} U_0 \]

\[ - \frac{X_1 \cos X_3}{X_3^2 \sin X_3} C_{X_1} U_0 + \frac{X_1 \cos X_3}{X_3^2 \sin X_3} C_{X_1 X_2} U_0 \quad (\text{A-123}) \]

\[ T_{312} = \frac{2 \cos X_3}{X_3^2 \sin X_3} C_{U_0} + \frac{\cos X_2}{X_3^2 \sin X_3} C_{X_2} U_0 - \frac{2X_1 \cos X_3}{X_3^2 \sin X_3} C_{X_1} U_0 \]

\[ + \frac{X_1 \cos X_3}{X_3^2 \sin X_3} C_{X_1 X_2} U_0 \quad (\text{A-124}) \]

\[ T_{312} = \frac{\frac{2\kappa_3}{X_1 X_3 \tan X_3} + \frac{2}{X_3^2 \sin X_3}}{X_3^2 \sin X_3} C_{U_0} - \frac{2}{X_3^2 \sin X_3} C_{U_0} \]

\[ - \frac{1}{X_3 \sin X_3} C_{X_3} U_0 + \frac{2\kappa_3}{X_3^2 \sin X_3} C_{X_1} U_0 \]

\[ - \frac{X_1}{X_3 \sin X_3} C_{X_1 X_2} U_0 - \frac{2\kappa_3}{X_3^2 \sin X_3} C_{X_1} U_0 \quad (\text{A-125}) \]
\[
T_{312} = - \frac{6x}{x_1^2 x_2} + \frac{4}{x_2^3 \sin x_3} \cos x_2 u_L - \frac{6}{x_2^4 \sin x_3} C u_L \\
- \frac{1}{x_2^4 \sin x_3} C_{x2x2} u_L + \frac{4x_1}{x_2^3 \sin x_3} C_{x1x2} u_L \\
- \frac{x_1}{x_2^2 \sin x_3} C_{x1x2} u_L - \frac{6x_1}{x_2^4 \sin x_3} C_{x1} u_L \\
\text{(A-126)}
\]

\[
T_{322} = \frac{6x}{x_1 x_2 \tan x_3} - \frac{6x_1}{x_2^3 \sin x_3} C_{x2} u_L + \frac{6x_1}{x_2^4 \sin x_3} C_{x2} u_L \\
+ \frac{3x_1}{x_2^2 \sin x_3} C_{x1x2} u_L - \frac{x_1}{x_2^4 \sin x_3} C_{x1x2} u_L \\
\text{(A-127)}
\]

\[
T_{323} = - \frac{24x}{x_1 x_2} - \frac{18x_1}{x_2^4 \sin x_3} C_{x2} u_L + \frac{6x_1}{x_2^4 \sin x_3} C_{x2} u_L \\
- \frac{24x_1}{x_2^3 \sin x_3} C_{x1x2} u_L - \frac{x_1}{x_2^4 \sin x_3} C_{x1x2} u_L \\
\text{(A-128)}
\]

\[
T_{332} = \frac{24}{x_1 x_2^3 \sin^4 x_3} - \frac{2x_1 \cos x_3}{x_2^3 \sin^4 x_3} C_{x2} u_L + \frac{2x_1 \cos x_3}{x_2^4 \sin^5 x_3} C_{x2} u_L \\
+ \frac{x_1 \cos x_3}{x_2^3 \sin^4 x_3} C_{x1x2} u_L \\
\text{(A-129)}
\]

\[
T_{333} = \frac{-4x_1 \cos x_3}{x_2^3 \sin^4 x_3} C_{x2} u_L + \frac{6x_1 \cos x_3}{x_2^4 \sin^5 x_3} C_{x2} u_L + \frac{x_1 \cos x_3}{x_2^4 \sin^5 x_3} C_{x1x2} u_L \\
\text{(A-130)}
\]

\[
T_{131} = \frac{2 \cos x_3}{\sin^3 x_3} \\
\text{(A-131)}
\]

\[
T_{113} = \frac{2x}{x_1 x_2 \sin x_3} + \frac{2 \cos x_3}{x_2^3 \sin^2 x_3} C_{x1} u_L + \frac{x_1 \cos x_3}{x_2^3 \sin^2 x_3} C_{x1x1} u_L \\
\text{(A-132)}
\]

\[
T_{123} = \frac{6x}{x_1^2 x_2^2 \sin^2 x_3} - \frac{x_1 \cos x_3}{x_2^3 \sin^2 x_3} C_{x1} u_L - \frac{\cos x_3}{x_2^3 \sin^2 x_3} C_{x1x1} u_L \\
+ \frac{x_1 \cos x_3}{x_2^3 \sin^2 x_3} C_{x1x2} u_L + \frac{\cos x_3}{x_2^3 \sin^2 x_3} C_{x2} u_L \\
\text{(A-133)}
\]

\[
T_{313} = \frac{2x \cos x_3}{x_1 x_2^2 \sin^2 x_3} - \frac{(1 + \cos^2 x_3)}{x_1 x_2 \sin x_3} C_{x1} u_L - \frac{x_1 (1 + \cos^2 x_3)}{x_2^2 \sin^3 x_3} C_{x1} u_L \\
\text{(A-134)}
\]
\[ T_{313} = \frac{2 \cos X_3}{X_3^2 \sin^2 X_3} \sin \theta U_3 + \frac{X_1 \cos X_3}{X_3^2 \sin^2 X_3} \cos \theta U_4 \]  
\[ T_{323} = \frac{-2 \cos X_3}{X_3^2 \sin^2 X_3} \sin \theta U_4 - \frac{2X_1 \cos X_3}{X_3^2 \sin^2 X_3} \cos \theta U_3 + \frac{X_1 \cos X_3}{X_3^2 \sin^2 X_3} C_{122} U_4 \]  
\[ + \frac{\cos X_3}{X_3^2 \sin^2 X_3} C_{22} U_5 \]  
\[ T_{333} = \frac{- \left(1 + \cos^2 X_3 \right)}{X_3^2 \sin^2 X_3} \sin \theta U_4 - \frac{X_1 \left(1 + \cos^2 X_3 \right)}{X_3^2 \sin^2 X_3} C_{112} U_5 \]  
\[ T_{411} = \frac{\sin \theta}{X_1 X_3 \sin^2 X_3} - \frac{\cos X_3}{X_3^2 \sin^2 X_3} C_{111} U_0 + \frac{\cos X_3}{X_3^2 \sin^2 X_3} C_{113} U_0 \]  
\[ + \frac{X_1 \cos X_3}{X_3^2 \sin^2 X_3} C_{121} U_0 \]  
\[ T_{421} = \frac{2X_1 \cos X_3}{X_1 X_3 \sin^2 X_3} + \frac{X_1 \left(1 + \cos^2 X_3 \right)}{X_3^2 \sin^2 X_3} \sin \theta U_0 - \frac{X_1 \left(1 + \cos^2 X_3 \right)}{X_3^2 \sin^2 X_3} C_{123} U_0 \]  
\[ T_{431} = \frac{-2 \cos X_3}{X_3^2 \sin^2 X_3} \sin \theta U_0 + \frac{\cos X_3}{X_3^2 \sin^2 X_3} C_{111} U_0 + \frac{X_1 \cos X_3}{X_3^2 \sin^2 X_3} C_{113} U_0 \]  
\[ - \frac{2X_1 \cos X_3}{X_3^2 \sin^2 X_3} C_{112} U_0 \]  
\[ T_{412} = \frac{-4X_1 \cos X_3}{X_3^2 \sin^2 X_3} C_{122} U_0 + \frac{6X_1 \cos X_3}{X_3^2 \sin^2 X_3} \sin \theta U_0 + \frac{X_1 \cos X_3}{X_3^2 \sin^2 X_3} C_{123} U_0 \]  
\[ T_{422} = \frac{2X_1 \left(1 + \cos^2 X_3 \right)}{X_3^2 \sin^2 X_3} \sin \theta U_0 - \frac{X_1 \left(1 + \cos^2 X_3 \right)}{X_3^2 \sin^2 X_3} C_{123} U_0 \]  
\[ T_{432} = \frac{2 \cos X_3}{X_3^2 \sin^2 X_3} \sin \theta U_0 \]  
\[ T_{433} = \frac{-2X_1 \left(1 + 2 \cos^2 X_3 \right)}{X_3^2 \sin^2 X_3} \sin \theta U_0 \]
\[ T_{1133} = \frac{2 \mu \cos X_3}{X_3 X_3 \sin^3 X_3} - \left( \frac{1 + \cos^2 X_3}{X_3} \right) \frac{C \mu_0}{X_3 \sin^3 X_3} - \frac{X_3 (1 + \cos^2 X_3)}{X_3 \sin^3 X_3} \]  

\[ T_{2233} = \frac{2 \mu \cos X_3}{X_3 X_3 \sin^3 X_3} + \frac{X_3 (1 + \cos^2 X_3)}{X_3 \sin^3 X_3} \frac{C \mu_0}{X_3 \sin^3 X_3} - \frac{X_3 (1 + \cos^2 X_3)}{X_3 \sin^3 X_3} \]  

\[ T_{3333} = \frac{2 \mu (1 + \cos^2 X_3)}{X_3 X_3 \sin^3 X_3} + \frac{2X_3 \cos X_3 (2 + \cos^2 X_3)}{X_3 \sin^3 X_3} \frac{C \mu_0}{X_3 \sin^3 X_3} + \frac{2X_3 \cos X_3}{X_3 \sin^3 X_3} \frac{C \mu_0}{X_3 \sin^3 X_3} \]  

Where

\[ C_{1111} = 0 \]  

\[ C_{1112} = 2X_3 \frac{\partial}{\partial X_1} \frac{\partial \mu_0}{\partial X_1} \frac{\partial m}{\partial X_1} \frac{\partial \mu_0}{\partial X_1} \]  

\[ C_{1122} = C_{1212} = C_{2112} = C_{2212} = \frac{\partial \mu_0}{\partial X_1} \frac{\partial m}{\partial X_1} \frac{\partial \mu_0}{\partial X_1} + \rho \frac{\partial \cos \theta}{\partial m} \frac{\partial \mu_0}{\partial X_1} \frac{\partial \cos \theta}{\partial m} + 2X_3 \frac{\partial \cos \theta}{\partial m} \frac{\partial \mu_0}{\partial X_1} \frac{\partial \cos \theta}{\partial m} \frac{\partial \mu_0}{\partial X_1} \]  

\[ C_{1222} = 3 \rho \frac{\partial \cos \theta}{\partial m} \]  

**Derivatives of \( E(x, y) \)**
\[
\begin{bmatrix}
T_{11} & 0 & T_{13} & 0 & 0 & 0 \\
T_{21} & T_{22} & T_{23} & 0 & 0 & 0 \\
T_{31} & T_{32} & T_{33} & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
\frac{\partial F}{\partial \mathbf{x}} = \begin{bmatrix}
-X_4 T_{11} - X_5 T_{21} - X_6 T_{31} & -X_4 T_{12} - X_5 T_{22} - X_6 T_{32} & -X_4 T_{13} - X_5 T_{23} + X_6 T_{33} \\
-X_4 T_{12} - X_5 T_{22} - X_6 T_{32} & -X_4 T_{13} - X_5 T_{23} + X_6 T_{33} & -X_6 T_{33} \\
-X_4 T_{13} - X_5 T_{23} + X_6 T_{33} & -X_4 T_{13} - X_5 T_{23} + X_6 T_{33} & -X_6 T_{33} \\
\end{bmatrix}
\]
\[ F_{U_{ij}} = \frac{\partial F_i}{\partial u_j} \quad (A-157) \]

\[ F_{U_{ii}} = 0 \quad (A-158) \]

\[ F_{U_{ij}} = 0 \quad (A-159) \]

\[ F_{U_{31}} = -\frac{x_1 C}{x_2 \sin x_3} \quad (A-160) \]

\[ F_{U_{32}} = 0 \quad (A-161) \]

\[ F_{U_{33}} = 0 \quad (A-162) \]

\[ F_{U_{33}} = -\frac{x_1 C}{x_2^2 \sin x_3} \quad (A-163) \]

\[ F_{U_{41}} = \frac{x_1}{x_2 \sin x_3} \left[ C + x_1 C x_2 \right] \quad (A-164) \]

\[ F_{U_{42}} = \frac{x_1}{x_2 \sin x_3} \left[ C + x_1 C x_2 \right] \quad (A-165) \]

\[ F_{U_{51}} = -\frac{x_1 x_3}{x_2^2 \sin x_3} \left[ C - x_1 C x_2 \right] \quad (A-166) \]

\[ F_{U_{52}} = -\frac{x_1 x_3}{x_2^2 \sin x_3} \left[ C - x_1 C x_2 \right] \quad (A-167) \]

\[ F_{U_{61}} = -\frac{x_1 x_3 \cos x_3}{x_2^2 \sin^2 x_3} \quad (A-168) \]

\[ F_{U_{62}} = -\frac{x_1 x_3 \cos x_3}{x_2^2 \sin^2 x_3} \quad (A-169) \]

\[ \text{END} \Rightarrow \text{BEER} \quad (A-170) \]
Appendix B

Parameters for a Sample Trajectory

The purpose of this appendix is to present some sample parameters to be used in starting a trajectory solution. The general criterion function for the entry problem is (no control bias included):

\[ J = \frac{1}{2} \int_{s_0}^{s_f} \left[ K_4 x_4^2 + K_5 x_5^2 + K_6 u_D^2 + K_7 u_L^2 \right] ds \]  \hspace{1cm} (A-1)

For one particular case, that of Case 7 presented in Chapter V, the parameters after convergence are as follows:

\[ K_4 = 1.0 \times 10^{-10} \]
\[ K_5 = 1.0 \times 10^{-10} \]
\[ K_6 = 1.0 \times 10^{-20} \]
\[ K_{u_D} = 1.0 \times 10^3 \]
\[ K_{u_L} = 1.0 \times 10^3 \]

No. Intervals = 150

\[ \lambda_1(s_0) = -0.21064992 \times 10^{-11} \]
\[ \lambda_2(s_0) = -0.21462654 \times 10^{-10} \]
\[ \lambda_3(s_0) = +0.59012141 \times 10^{-6} \]
\[ \lambda_4(s_f) = -0.53273489 \times 10^{-11} \]
\[ \lambda_5(s_f) = +0.26407696 \times 10^{-11} \]
\[ \lambda_6(s_f) = -0.56110516 \times 10^{-7} \]
\[ \lambda_7(s_f) = -0.59956528 \times 10^{-10} \]
\[ \lambda_8(s_f) = -0.54781552 \times 10^{-11} \]
\[ \lambda_9(s_f) = 0.83000869 \times 10^{-15} \]
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This thesis typed by Barbara Wynne.
The purpose of this thesis is to use the concept of minimizing position sensitivity coefficients to minimize the terminal position error of an entry vehicle. Modern control theory is applied to the problem with a lumped parameter control which includes vehicle design parameters. A simulation including a Kalman filter is used to validate the feedback scheme obtained.

The minimum sensitivity coefficient trajectory obtained is one which is dominated by lift such that it levels out to nearly horizontal flight and then dives to the desired terminal conditions. The simulation results, using both observation noise and initial condition errors, confirm the concept of minimizing sensitivity coefficients since the terminal position error is the least susceptible to initial condition errors.
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