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This book concerns the dynamic response of materials due to intensive impulsive loadings. The materials considered are primarily solids, although most of the discussions are also applicable to fluids. The loading and response in general happen within a very short time, in the order of microseconds, rather than milliseconds. The duration of the loading, whether mechanical impact or thermodynamic energy input, may sometimes be described in terms of nanoseconds. The magnitude of the loading is such that the initial stress in the material is high, and subsequently decays to moderate values, so that both compressibility and strength effects are important.

We shall be concerned only with material response, and not with structural response. The distinction between these two is not very clear-cut, especially when composite materials are involved. In general, the material response problem is concerned primarily with the "across the thickness" wave motion, which excludes structural problems such as plates, shells, and beams.

Except for a brief mention in Chapter 3, the uniaxial stress problem of a wave in a bar is not treated in this book. Experiments of wave propagation in bars and rods are comparatively easy to perform, but due to the geometry, high pressure and stress can not be achieved. Furthermore, the uniaxial state of stress in a bar is only approximately true when the lateral motion is neglected. This limits the bar geometry to long wave length or low strain rate problems. If lateral motion of the rod is included in the analysis, the calculations would be too cumbersome for the study of constitutive relations. The main emphasis of the book is therefore on uniaxial strain problems, which encompasses the plane shock wave. Governing equations, constitutive equations and numerical methods of two and three-dimensional motions will also be discussed.
The material response problem may be roughly divided into three regimes: hydrodynamic, finite-plastic, and linear elastic. When the pressure is very high, many times larger than the yield stress of the material, strength effects may be neglected and the medium may be treated as an inviscid compressible fluid. The governing equations are nonlinear, and the constitutive relations are represented by an equation of state relating three state variables. The problem is simplified by the use of pressure in place of the stress tensor. Treating solids under high pressure as a compressible fluid is known as the "hydrodynamic" approach. (This is sometimes perplexing to engineers, because, the term hydrodynamic usually implies incompressible fluid.) With this approach, theories on steady shock waves in solids, phase transition, and equations of state have been studied extensively since World War II, [1.1], [1.2].

When the state of stress in the material is below yielding, linear Hooke's law is applicable and all the governing equations are linear. Because of the linearity of the equations, the problem is amenable to a variety of mathematical solutions. For a general survey of elastic wave propagation, see Miklowitz [1.3]. A current survey on elastic wave involving an edge is also given by Miklowitz [1.4]. Extensive work has been done on elastic waves in anisotropic media by Scott [1.5]. Recently, much attention has been focused on the problem of elastic waves in composite materials, as reviewed by Peck [1.6].

In the intermediate moderate stress range, where all equations are nonlinear, and the finite strain tensor must be considered, the problem is very much complicated. In this regime, which may be called the finite-strain plastic regime, one approach is to generalize the linear elastic Hooke's law to include plasticity and compressibility effects. Survey articles and books following this type of solid mechanics approach are given by Hopkins [1.7], and Cristescu [1.8]. Other recent articles may be found in the book edited by Huffman [1.9] and Lindholm [1.10]. Another approach is to start with the hydrodynamic (compressible fluid) model and include the strength effect. This general topic of shock waves in solid has been reviewed in a report by Murri, et al [1.11]. Recent advances in shock waves in metals, composite materials, porous materials, rocks, and ceramics are presented in the volume edited by Burke and Weiss [1.12].

These three regimes of material response are summarized in Table 1.1.
INTRODUCTION

Table 1.1 Three Regimes of Material Response

<table>
<thead>
<tr>
<th>Regimes</th>
<th>Pressure and Stress</th>
<th>Constitutive Equations</th>
<th>Governing Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrodynamic</td>
<td>High</td>
<td>Equations of State</td>
<td>Non-linear</td>
</tr>
<tr>
<td>Finite-strain plastic</td>
<td>Above yield</td>
<td>Complicated (rate effect, memory, etc.)</td>
<td>Non-linear</td>
</tr>
<tr>
<td>Linear elastic</td>
<td>Below yield</td>
<td>Hooke's law</td>
<td>Linear</td>
</tr>
</tbody>
</table>

This book is aimed at a rather general audience. We attempt to provide sufficiently fundamental topics so that it may be used as an advanced textbook, while at the same time containing up to date information so that it will be useful to a worker currently in the field.

Chapter 2 presents the basic conservation laws, governing field equations, and shock equations, all from the classical fluid mechanics point of view. Many of the equations in the rest of the book may be related to the derivations of this chapter. In Chapter 3, the propagation of steady discontinuous stress waves is studied from the control-volume approach. The elastic wave front and plastic wave front are related to the shock wave in a compressible fluid. The combination of infinitesimal stress-strain relations with a spherical component of the equation of state is clearly less than rigorous. Nevertheless, it has been used in most computer codes up to the present. This chapter is intended to clarify some of the relations within this approach.

In Chapter 4 shock waves are studied from the thermodynamics and physics point of view. The process for developing an equation of state from shock data is discussed in detail. It is interesting to note that discontinuous stress waves and shock waves have received attention in almost every chapter of this book. In a region where the stress field is continuous, the governing equations usually can be solved only by numerical means. For discontinuous waves, the propagation velocity can be derived explicitly as a function of the constitutive relations. The knowledge of the propagation of discontinuous waves will help us understand the complete material response process.

Chapter 5 gives a thorough exposition of constitutive relations and wave propagation in solids from a modern continuum
mechanics standpoint. The finite deformation is presented utilizing a Lagrangian coordinate description. The nonlinear constitutive relations are presented in a more rigorous manner. Since approaches which modify the classical solid mechanics and hydrodynamics theories are not satisfactory in the moderate stress regime, the approach presented in this chapter will prove to be very valuable for future study of material response.

Chapter 6 is intended as a basic text for the method of characteristics in unsteady material response problems. The basic principles are first presented in terms of two first order partial differential equations, and later generalized into $n$-equations with $n$-variables. Through the use of characteristic lines and surfaces, the concepts of domain of dependence and propagation of discontinuities are introduced. These concepts are important in the understanding of wave propagation. Numerical methods of integration along characteristics and existing computer codes are also included.

Chapter 7 contains an introduction to numerical analysis, including the basic concepts of convergence and stability. The finite-difference methods used for fluids and solids are then presented. Next, two-dimensional Lagrangian and Eulerian methods are explained, including those used in HEMP, TOODY, and particle-in-cell codes. Since most dynamic response problems require numerical solution using the digital computer, the computer codes, such as those discussed in this chapter, are the final tool for the analyst.

The recent advancement in our understanding of dynamic material properties has been aided very much by the development of new instrumentation and experimental techniques, such as laser interferometry and electromagnetic gages. Chapter 8 gives an up-to-date description of laboratory experiments primarily for the determination of equation of state and constitutive equations. These include the standard explosives, light gas gun, exploding foils, and modern radiation techniques. A brief account of various measurement methods are also presented, with the most recent reference work cited.

Applications dealing with shock waves and high pressure dynamic material response are wide ranging for scientific, engineering, and military purposes. Chapter 9 discusses some of these applications in detail while others are mentioned and referred to proper sources. A few scientific applications are explosives, solid state physics, material properties under high pressure, and geophysics with new developments like "shock metamorphism" and
the meteoritic impact study of moon surface structures. Engineering and commercial applications mentioned include explosive welding and bonding, shock synthesis of diamonds, and rock fracturing. Although much of our present knowledge of shock waves and material response is stimulated by military applications, only a brief discussion can be included here. Details on fragmentation of shells, particle acceleration, blast effect and nuclear weapon design are not given. Armor penetration is presented in more detail, especially the recent work by M. Wilkins. Some of the nuclear effect applications may also be found in Wan [1.13].

When this volume was first planned, there was no intention of including hypervelocity impact; Kinslow's book on high velocity impact [1.14] was forthcoming. During 1971, when the manuscript was almost completed, it was felt that sufficient new results have appeared in current years to warrant its inclusion in this volume. Hal Swift's brief account on this topic is therefore included as an appendix.
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## CONSERVATION EQUATIONS
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### List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>acceleration</td>
</tr>
<tr>
<td>$B_i$</td>
<td>body force</td>
</tr>
<tr>
<td>$E$</td>
<td>Specific internal energy</td>
</tr>
<tr>
<td>$e_{ij}$</td>
<td>rate of strain tensor</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>extensive property</td>
</tr>
<tr>
<td>$f$</td>
<td>intensive property</td>
</tr>
<tr>
<td>$f_i$</td>
<td>body force per unit mass</td>
</tr>
<tr>
<td>$H$</td>
<td>specific enthalpy</td>
</tr>
<tr>
<td>$M$</td>
<td>mass</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure</td>
</tr>
<tr>
<td>$P_d$</td>
<td>Dynamic pressure, defined in Eq. (2.80)</td>
</tr>
<tr>
<td>$Q$</td>
<td>heat transfer to the system</td>
</tr>
<tr>
<td>$q_i$</td>
<td>heat flux vector</td>
</tr>
<tr>
<td>$S_i$</td>
<td>surface force</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
</tr>
<tr>
<td>$t$</td>
<td>stress vector</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
</tr>
<tr>
<td>$U$</td>
<td>Wave propagation velocity</td>
</tr>
<tr>
<td>$u_0$</td>
<td>Particle velocity</td>
</tr>
<tr>
<td>$v$</td>
<td>velocity</td>
</tr>
<tr>
<td>$w$</td>
<td>work done by the system</td>
</tr>
<tr>
<td>$X$</td>
<td>Lagrangian coordinates</td>
</tr>
<tr>
<td>$x$</td>
<td>Eulerian coordinates</td>
</tr>
<tr>
<td>$x_i$</td>
<td>mass fraction of $i$-th constituent</td>
</tr>
</tbody>
</table>

*Now Department of Mechanical Engineering and Mechanics*
Greek Alphabet

Δ -- defines in Eq. (2.78)
λ -- defines in Eq. (2.79)
μ -- viscosity
μ' -- defined in Eq. (2.81)
ρ -- density
σ -- volume ratio of matrix to fiber
σ_{ij} -- stress tensor
τ -- shear stress
τ_{ij} -- defined in Eq. (2.16)
φ -- defined in Eq. (2.103)

2.1 Introduction

Governing equations based on conservation of mass, momentum and energy will be presented in this chapter. These equations can be for both solids and fluids. In order to place emphasis on the compressibility effect, the approach used in fluid dynamics is adopted here.

In recent years, dynamic methods based on the utilization of strong shock waves have been used for obtaining high pressures and compressions. The pressure, in the order of tens of megabars, was obtained experimentally behind the shock front propagating in a solid. Correspondingly, the solid was compressed by a factor of two or more. This suggests that the classical approach to the problem of material response from the solid mechanics point of view is not sufficient since, in this approach, one is concerned with low strain rates, long duration, but neglects compressibility effect.

Because of high compression resulted in a strong shock, the strength of material may usually be neglected and the material behaves like a compressible viscous fluid. In fact, the concept of the compressible viscous fluid is applicable to a shock pressure considerably less than tens of megabars. A basic background knowledge of fluid mechanics is therefore needed to help understand the problem. For this purpose, we shall introduce the concept of a real fluid, describe Lagrangian and Eulerian approaches
to the motion of a fluid, derive both the governing integral equations and differential equations based on conservation laws, discuss constitutive relations, and finally apply the governing equations to the problems involving shock waves. Emphasis will be placed on the shock propagating in composite materials.

2.1a Viscosity

To analyze the problems in Fluid Dynamics, we usually base on either a perfect fluid or a real fluid. The former may be referred to a fluid that is incompressible and inviscid and the latter, compressible and viscous. In the case of the flow of a perfect fluid, extensive studies have been made in the second half of the last century. The mathematical theory thus developed gives satisfactory prediction for problems involving wave motion of a tide, lift of an air foil, etc. For other problems of practical interest such as the pressure loss in a pipe, skin friction, no slip condition on a solid surface, interaction of shock waves with the boundary layer and so forth, a study of flow of the real fluid is needed.

Viscosity usually implies the resistance of a flow. It is small for ordinary fluids. The effect of viscosity, however, is often not negligible. To obtain an expression for viscosity, we consider the motion of a fluid between two long parallel plates. The bottom plate is held stationary while the upper plate is moving with constant velocity, \( U \) as shown in Figure 2.1. After the motion starts and initial disturbances are over, the flow will depend on the \( y \) coordinate only. For a viscous fluid, the fluid particles will adhere to the plates, that is, the fluid particles will assume the velocity of the solid wall. This is called no-slip condition. The fluid velocity is therefore equal to zero on the bottom plate and \( U \) on the upper plate. A velocity distribution as shown in the figure is expected. It

![Figure 2.1. Definitive sketch of viscosity](image-url)
is also observed from the experiment that this velocity distribution
in the flow field is linear. Mathematically, one writes
\[ u = \frac{y}{a} U, \]

where \( a \) is the distance between two plates. To support the fluid
motion, a tangential force has to be acted on the upper plate. This
force, being in equilibrium with the frictional force in the fluid, is
found experimentally proportional to \((U/a)\). As seen from Eq.
(2.1), \((U/a)\) is equal to \(du/dy\). The frictional force is thus in general
proportional to \(du/dy\) and the following Newton’s viscosity law is
arrived.
\[ \tau = \mu \frac{du}{dy} \]

The shear stress \( \tau \) represents the frictional force per unit area
parallel to the flow. The proportionality factor \( \mu \) is called absolute
viscosity or simply viscosity that is essentially dependent on the
temperature of the fluid. It has to be pointed out that all gases and
most simple liquids are Newtonian fluids and hence behave
according to the above equation. Blood and polymers are examples
of fluids that cannot be considered Newtonian fluids. Newton’s
viscosity law provides description of a simple case of fluid motion.
A generalization of frictional effect will be presented later in this
chapter.

As seen from Eq. (2.2), shear stress is equal to the product of
viscosity and the velocity gradient in the direction normal to the
flow. If the velocity gradient is zero, there will be no shear stress. In
other words, the shear stress is important only in the region where
the velocity gradient is significant. Consider flow over a stationary
solid surface. The fluid velocity is zero at the solid wall and assumes
the free stream value in a small distance from the wall. This implies
that in this small distance the velocity gradient is very large. Shear
stresses will not be negligible even though the viscosity of the fluid
involved is small. Away from the wall, however, the velocity
gradient is practically zero and so is the shear stress. This concept
contributes the development of the boundary-layer theory that was
proposed by Prandtl in 1904.

2.1b Compressibility

Let us now discuss the compressibility of a fluid. Compressibility is a measure of volume change or density change of
the fluid under the action of an external force. The compressibility of gases is much larger than that of liquids. Air, for example, is about 20,000 times more compressible than water under normal conditions. In the problems involving gas flow, it is convenient to describe this compressibility by a Mach number. For small Mach numbers, say 0.3 (corresponding to 5% density change for an ideal gas), the gas flow is considered incompressible. For Mach numbers larger than 0.3 the compressibility of the gas must be taken into account.

The compressibility of a condensed medium (liquid or solid) is small under normal pressure. With the development of the present technology, however, the volume of the medium may be reduced as much as half of the original volume when an extremely high pressure is applied in a short duration. The compressibility in this case is therefore an important parameter to be considered. The basic feature distinguishing the condensed media from gases under high pressure is the strong interaction between the atoms (or molecules) of the media. The atoms (or molecules) of liquids and solids are close to each other and interact strongly. This interaction is responsible for holding the atoms within the body. It has a dual character: particles separated by sufficient larger distances are attracted to each other and when brought close they repel each other. In the case of gases under compression where the average distance between particles are much larger than the particle dimensions, the interaction takes place mainly through collisions when the atoms (or molecules) approach each other closely.

2.1c Continuum

To solve the problems in fluid dynamics, two approaches are usually available. First, consider a gas to consist of a large number of molecules that are in constant motion and collision. The motion of each individual molecule based on kinetic theory or statistical mechanics is studied. The behavior of certain statistical groups of molecules is then determined. Such an approach is often too cumbersome and time consuming for practical calculations. In the second approach, a continuum model is used to predict the macroscopic properties of a fluid. Such macroscopic properties as pressure, velocity, density, temperature, shear stress, etc. at any point in the flow field are usually of engineering interest. In the continuum approach, all properties and their derivatives will be considered continuous. Through the present chapter, this continuum — model approach will be used.
In essence, the treatment of the fluid as a continuum is valid whenever the smallest volume of interest contains sufficiently large numbers of molecules as to make statistical averages meaningful. For example, air under standard conditions contains $3 \times 10^{19}$ molecules per cubic centimeter. Imagine a cubic whose sides are one thousandth of a centimeter long. The volume of such a cubic is really very small from a macroscopic viewpoint and yet contains $3 \times 10^{10}$ molecules. The concept of a continuum fails when a gas is highly rarefied, where the mean free path of the gas is larger than the characteristic dimension of the body under investigation.

2.2 Kinematical Preliminaries

To describe the motion of a fluid, it is convenient to start from a basic mathematical transformation. Let us consider, at some reference time $t = 0$, a certain fluid particle at a position $X$ and at a later time $t$, the same particle moves to a new position $x$. We say that $x$ is a function of $t$ and $X$ and the flow may be represented by the transformation

$$x = x(X, t)$$

(2.3a)

For each component, this can be written as,

$$x_i = x_i(X_1, X_2, X_3, t), \quad i = 1, 2, 3$$

(2.3b)

It should be emphasized that the initial coordinates $X$ of the fluid particle are referred to as material coordinates of the particle. The particle itself may be called particle $X$. Thus, if $t$ varies while $X$ is fixed i.e., we follow the particle $X$, the path of the particle is specified by Eq. (2.3). On the other hand, if $t$ is fixed, Eq. (2.3) gives a transformation of the region initially occupied by the fluid into a new position at time $t$. The material coordinates are often called Lagrangian coordinates; the coordinates $x$ are referred to the position of the particle and are called spatial coordinates or Eulerian coordinates.

If the motion is considered to be continuous and single valued, Eq. (2.3) can be inverted to give

$$X = X(x, t),$$

(2.4a)
or

\[ X_t = X_t(x_1, x_2, x_3, t). \] (2.4b)

The equation relates the material coordinates with the spatial coordinates and time. If any fluid property \( F \), such as velocity, density, etc., is given to be a function of \( X \) and \( t \), \( F \) can be changed to \( F(x, t) \) by means of the equation.

\[ F(x, t) = F[X(x, t), t]. \] (2.5)

Likewise, from Eq. (2.3a), one can write

\[ F[X, t] = F[x(x, t), t] \] (2.6)

Physically, \( F(X, t) \) means the value of the property \( F \) which is seen by an observer riding on the particle \( X \) at time \( t \) while \( F(x, t) \) is the value of \( F \) at the position \( x \) and time \( t \).

Associated with these two forms of fluid property \( F \) are two possible time derivatives defined by

\[ \frac{\partial F}{\partial t} = \left[ \frac{\partial F(x, t)}{\partial t} \right]_x \] (2.7)

and

\[ \frac{dF}{dt} = \left[ \frac{\partial F(X, t)}{\partial t} \right]_x \] (2.8)

It is understood from Eq. (2.7) that \( x \) is held constant in performing \( \partial F(x, t)/\partial t \). Thus \( \partial F/\partial t \) represents the rate of change of \( F \) at a fixed location \( x \) while \( dF/dt \) means the rate of change of \( F \) following the particle \( X \). The former is called spatial derivative or Eulerian derivative; the latter is called material derivative or Lagrangian derivative.

Now let us replace \( F \) by \( x \) in Eq. (2.8). We arrive at the definition of the particle velocity.

\[ v = \frac{dx}{dt} \] (2.9)

The velocity is therefore the material derivative of the position of a particle. By the same token, we define acceleration as the material
derivative of the velocity of a particle, i.e.,
\[
a = \frac{dv}{dt}.
\]  

For \( v = u(x,t) \), the chain rule may be applied to give \( a \) as a function of \( x \) and \( t \).
\[
a = \frac{\partial v}{\partial t} + v \cdot \text{grad } v
\]  

where the first term in the right-hand side of the equation represents the change of velocity with respect to time \( t \) at position \( x \). It is referred as local acceleration. In a steady flow field, the local acceleration is equal to zero. The second term of the equation denotes the time rate of change of velocity due to changing position and is called convective acceleration. Corresponding to Eq. (2.11), one can write the material derivative of any fluid property \( F \) in the form
\[
\frac{dF}{dt} = \frac{\partial F}{\partial t} + v \cdot \text{grad } F
\]  

This equation relates the material derivative with the spatial derivative. For further discussion of the concept of Lagrangian and Eulerian coordinates and their derivatives, reader is referred to Serrin (2.1) and Aris (2.2).

2.3 General Stress System in a Deformable Body

There are usually two types of forces involved in fluid dynamics, namely body forces and surface forces. The body forces are proportional to the volume of the body and are not in direct contact with the body such as gravitational forces, magnetic forces, etc. The surface forces, on the other hand, are those exerted on a boundary by its surroundings through direct contact. The components of the surface forces per unit area at a point are referred to as the stresses at that point.

In this section, we are interested in obtaining an expression for various stresses at a point in the flow field. To begin with, let us introduce the notation for designating the stresses with the aid of Figure 2.2. A double-index notation will be adopted for our purpose. Thus the first subscript denotes the plane associated with the stress and the second subscript represents the direction of the stress itself. For instance, \( \sigma_{23} \) is the value of shear stress acting on a
plane whose normal is parallel to the $x_2$ coordinate while the stress itself is parallel to the $x_3$ coordinate. The stress component may be positive or negative. It is considered to be positive if the area vector of the surface on which the stress acts and the stress itself have the same sense, i.e., either both positive or both negative. Otherwise, the stress component is negative. Thus, all nine components acting on three faces of a rectangular parallelepiped of fluid shown in the above figure are positive.

With these notations available, we are now in a position to study the stress at a point. Consider a small tetrahedron of fluid whose vertex is at an arbitrary position $P$ shown in Figure 2.3. Let the slanted face $ABC$ have unit outward normal $n$ and area $\Delta s$. Then
the area of the face PBC (denoted by $\Delta s_i$) must be equal to $n_i \cdot (\Delta s)$, where the component $n_i$ is the cosine of the angle between $n$ and the normal of the face PBC. In general, we write

$$\Delta s_i = n_i \Delta s, \quad i = 1, 2, 3$$

the total surface force in $j$-direction acting on the fluid inside the tetrahedron is the summation of force in $j$-direction acting on each face, i.e.,

$$- (\sigma_{1j} \Delta s_1 + \sigma_{2j} \Delta s_2 + \sigma_{3j} \Delta s_3) + t_j \Delta s = - (\sigma_{ij} \Delta s_i) + t_j \Delta s$$

$$= - (\sigma_{ij} n_i \Delta s + t_j \Delta s)$$

The minus sign before each parenthesis is used since the stress has a sense opposite to the corresponding coordinate. The stress $t_j$ in the above expression represents the one acting on the slanted face ABC, and $\sigma_{ij}$ is called stress tensor.

Next, let $f_j$ be the external force per unit mass in $j$-direction acting on the tetrahedron and $\Delta v$ be the volume of the tetrahedron. Application of Newton's second law gives

$$\rho \Delta v a_j = \rho \Delta v f_j = (\sigma_{ij} n_i \Delta s + t_j \Delta s)$$

Dividing through by $\Delta s$, we have

$$t_j = \sigma_{ij} n_i + \rho a_j \frac{\Delta v}{\Delta s} - \rho \frac{\Delta v}{\Delta s}$$

(2.13)

Let the tetrahydron shrink to zero but retain its shape. The ratio $\Delta v/\Delta s$ will clearly go to zero. Therefore, the $j$-component of stress at an arbitrary point $P$ acting on the slanted face is given by the relation

$$t_j = \sigma_{ij} n_i$$

(2.14)

The stress vector $t_j$ is then related with the stress tensor $\sigma_{ij}$ and the unit outward normal of the slanted face $n_i$. It is seen that $t_j$ depends not only on the position $x$ and time $t$ but also on the orientation (n) of the surface involved.
CONSERVATION EQUATIONS

When the fluid is at rest or if it is inviscid, there is no contribution of shear. The stress tensor is reduced to the form

\[ a_{ij} = - p \delta_{ij} \]  \hspace{1cm} (2.15)

where Kronecker delta

\[ \delta_{ij} \begin{cases} 0, & i \neq j \\ 1, & i = j \end{cases} \]

\( p \) in this case represents the uniform hydrostatic pressure that is independent of orientation. A minus sign appears in the above equation since the pressure is acting toward the surface.

In the case of a fluid in motion, the stress tensor has the general form,

\[ a_{ij} = - \mu \delta_{ij} + \tau_{ij} \]  \hspace{1cm} (2.16)

Evidently, the second term in the right hand of the equation represents the contribution of viscosity. Substitution of Eq. (2.16) in Eq. (2.14) gives

\[ t_j = - p n_j + \tau_{ij} n_i \]  \hspace{1cm} (2.17)

Thus, the stress vector is related with pressure and the stress tensor due to the contribution of viscosity.

2.4 Integral Form of Conservation Equations

The governing equations for the motion of a fluid are derived from conservation laws as well as subsidiary laws. In this section, we shall describe four conservation laws in integral form, namely mass conservation, conservation of linear momentum, conservation of angular momentum, and energy conservation. The differential form of the conservation equations and the subsidiary laws will be treated in the next section. The latter are usually constitutive equations, equations of state, etc.

2.4a System and Control Volume

There are two possible ways to formulate the governing equations for the motion of a fluid. First, these equations may be
written for a fixed mass of fluid particles as it moves with the flow. Secondly, one considers a volume fixed relative to the coordinate axes and is concerned with the movements of mass, momentum, and energy across the boundaries of the fixed volume, as well as the changes taking place inside the fixed volume.

The fixed quantity of mass of the fluid mentioned in the first instance is called a system. A system may change its shape and position in the flow field but must always contain the same mass. Thus the system may also be called control mass and the system approach to the motion of a fluid is therefore based on Lagrangian viewpoint. Practically, particle paths are often quite complicated, for example, the motion of particles past a turbine blade. They are very hard to follow and may be easily lost. System approach, in general, is very cumbersome and time consuming and may not serve as a powerful tool to solve problems involving fluid motion. In rigid body mechanics, however, it is very convenient to use the system approach (the free body diagram) since the mass involved is easily to be identified.

The fixed volume mentioned in the second case is called control volume whose boundaries are referred to as control surfaces. In engineering applications, we are often interested in obtaining information at certain locations in the flow field. For example, a jet engine designer wants to know the fluid pressure at the engine inlet and outlet, i.e., at a specific unchanging location. He may not be interested in finding out the path of a particle or predicting the future of certain particles that will exert the pressures on these locations. The control volume approach is concerned with the quantities across the control surface. This approach is therefore very useful for solving flow problems. In the paragraphs to follow, we shall develop the governing equations for a control volume. The control volume approach is based on Eulerian viewpoint and the governing equations will be expressed in terms of Eulerian variables (x,t).

### 2.4 Relations Between the System and the Control Volume Approach

The physical laws, such as mass conservation, momentum conservation, and energy conservation, are stated for a fixed mass

---

*The control volume may be expanding such as a balloon. This expanding control volume is not a system since we are adding mass to the balloon. The problem involving expanding control volume will not be presented here.*
of fluid particles. If an analysis for a control volume has to be made, the relations between the system approach and the control volume approach must first be established. In doing so, let us consider a system of fluid particles whose boundary at some reference time \( t \), is denoted by \( S_t \) as shown in Figure 2.4. After a time interval \( \Delta t \), the system moved to a new location, its boundary being \( S_{t+\Delta t} \). Let \( \xi_t \) be an extensive property possessed by the system of particles at the reference time \( t \). This extensive property may represent total mass, momentum, angular momentum, or energy. With the aid of the figure it is seen that the volume bounded by \( S_t \) is equal to volume I plus volume II. The control volume is chosen as the volume bounded by \( S_t \), i.e., it coincides with system at the reference time \( t \). Now, we have

\[
\xi_t = \xi_{tI} + \xi_{tII},
\]

(2.18)

where \( \xi_{tI} \) and \( \xi_{tII} \) denote respectively the extensive property of the particles in volume I and II at time \( t \). Likewise, the extensive property at time \( t + \Delta t \) can be written as

\[
\xi_{t+\Delta t} = \xi_{(t+\Delta t)I} + \xi_{(t+\Delta t)II}
\]

(2.19)

the change in \( \xi \) during time \( \Delta t \) is

\[
\xi_{t+\Delta t} - \xi_t = \xi_{(t+\Delta t)I} + \xi_{(t+\Delta t)II} - \xi_{tI} - \xi_{tII}
\]

(2.20)

Dividing by \( \Delta t \), we get

\[
\frac{\Delta \xi}{\Delta t} = \frac{\Delta \xi_{tI}}{\Delta t} + \frac{\Delta \xi_{tII}}{\Delta t} - \frac{\xi_{tI}}{\Delta t}
\]

(2.21)
Let \( \Delta t \) approach zero, the volume II will approach to the control volume. The first term in the right hand side becomes the rate of change of \( \xi \) inside the control volume. The second term denotes the rate of \( \xi \) leaving the control surface minus that entering the control surface. It is therefore the net rate of efflux that can be expressed in a more convenient way. Consider the corresponding intensive property \( f \), i.e., \( f \) is equal to \( \frac{\xi}{\rho} \) per unit mass. Mathematically, we write

\[
\xi = \iiint_V \rho vdV 
\]  

(2.22)

where \( dv \) is the volume element under consideration. The integration is taken over the whole volume \( V \). Since the rate of mass flow across an area element \( da \) is equal to \( \rho v_i da \), the rate of efflux of \( \xi \) across \( da \) is then given by \( \int_S \rho v_i da \), where \( v_i \) is the \( i \)-th velocity component. Eq. (2.21) can now be written as

\[
\left( \frac{d\xi}{dt} \right)_{\text{system}} = \left( \frac{\partial \xi}{\partial t} \right)_V + \iiint_S \rho v_i v_i da 
\]

Omitting the subscript of the left hand side and making use of Eq. (2.22), we have

\[
\left( \frac{d\xi}{dt} \right)_V = \frac{\partial \xi}{\partial t} \iiint_V \rho vdV + \iiint_S \rho v_i v_i da 
\]

(2.23)

where \( S \) represents the total control surface. In words, it is seen from this equation that the rate of change of an extensive property following a system of fluid particles is equal to the rate of change of the property inside the fixed control volume plus its net efflux rate from the control surface. The double integration sign represents the integration over the closed control surface while the triple integration sign is referred to the integration over the control volume. Eq. (2.23) provides a relation between the system approach and the control volume approach. With this equation available, it is straightforward to write conservation laws for a control volume.

2.4c Conservation of Mass

The conservation of mass is automatically satisfied for a system of fluid particles. The mass inside the system is given by

\[
M = \iiint_V \rho vdV 
\]

(2.24)
where $M$ is constant by definition.

Let us replace the extensive property $\mathcal{E}$ by $M$ in Eq. (2.22). A comparison of this equation with Eq. (2.22) gives $f = 1$. Substituting these relations in Eq. (2.23), we get

$$\frac{dM}{dt} = 0 = \frac{\partial}{\partial t} \int \int \int \rho dv + \int \int _s \rho n \mu da,$$

or

$$\int \int _s \rho n \mu da = - \frac{\partial}{\partial t} \int \int \int \rho dv$$

(2.25)

This means that the net efflux rate of mass from the control surface is equal to the rate of decrease of mass inside the control volume. Eq. (2.25) is called equation of continuity. For steady flow, the term containing $\partial / \partial t$ is zero. The continuity equation is simplified to the form

$$\int \int _s \rho n \mu da = 0$$

(2.26)

2.4d Conservation of Linear Momentum

Let us start from Newton’s Second Law of Motion for a fixed mass in an inertial frame of reference. This law may be written as

$$\frac{dp_i}{dt} = B_i + S_i,$$

(2.27)

where the linear momentum $p_i$ is an extensive property defined by the relation $p_i = \int \int V \mu_i (\rho dv)$. $B_i$ and $S_i$ are referred to as the body forces and surface forces, respectively. If we replace $\mathcal{E}$ by $p_i$ in Eq. (2.22), it is seen that the intensive property $f$ is simply $\nu_i$. From Eqs. (2.23) and (2.27), we obtain the following momentum equation:

$$B_i + S_i = \frac{\partial}{\partial t} \int \int \int \rho \nu_i dv + \int \int _s \rho \nu_i (n_i \nu_j da).$$

(2.28)

Since the system coincides with the control volume at time $t = 0$, $B_i$ and $S_i$ may thus be considered to be respectively the body forces acting on the control volume and the surface forces acting on the
control surfaces. The latter may involve pressure force and viscous force and the former, gravitational force, buoyancy force, etc. Eq. (2.28), then equates the sum of these forces with the rate of change of linear momentum inside the control volume plus the rate of efflux of momentum across the control surface.

For steady-state flow with body force neglected, Eq. (2.23) will be simplified to

\[ S_i = \iint \rho v_i (n_j v_j) da. \tag{2.29} \]

Eq. (2.28) is derived for an inertial reference. It can be applied when the control volume is fixed in an inertial reference or fixed in a body that is moving with constant velocity. If the velocity is not constant, the problem becomes the one involving a noninertial control volume. There will be extra force terms in the left hand of Eq. (2.28). Interested readers may refer to the formulation given by some textbooks, e.g. Shames (2.3).

2.4c Conservation of Angular Momentum

Angular momentum means moment of a momentum that is defined as \( \mathbf{x} \times \mathbf{p} \), where \( \mathbf{x} \) and \( \mathbf{p} \) are position vector and linear momentum respectively. Based on this definition and Eq. (2.23), we can write,

\[ \mathbf{M}_B + \mathbf{M}_S = \frac{d}{dt} \iint (\mathbf{x} \times \mathbf{v})(\rho dv) + \iint \mathbf{x} \times \mathbf{v}(\rho v \cdot dA), \tag{2.30} \]

This is called angular momentum equation. \( \mathbf{M}_B \) and \( \mathbf{M}_S \) are respectively the total moment of the body force and the surface force, i.e., the torque. Thus, the sum of \( \mathbf{M}_B \) and \( \mathbf{M}_S \) is equal to rate of increase of moment of momentum inside the control volume plus the efflux of moment of momentum from the control surface. As in the case of linear momentum equation, the equation is valid for an inertial reference, and is particularly useful for solving the problems involving a rotating device.

2.4f Conservation of Energy

The first law of thermodynamics states that the rate of heat supply to the system minus the rate of work done by the system is
equal to the rate of change of energy of the system. Mathematically, this statement yields

\[
d\frac{Q}{dt} - \frac{dw}{dt} = \frac{dE_t}{dt},
\]

(2.31)

where \(E_t\) is an extensive property. Let \(e\) be its corresponding intensive property, \(e\) contains two parts, specific internal energy and kinetic energy, i.e.,

\[
e = E + \frac{v_i^2}{2},
\]

(2.32)

Substituting in Eq. (2.23), we obtain

\[
\frac{dQ}{dt} - \frac{dw}{dt} = \frac{\partial}{\partial t} \int \int \left( E + \frac{v_i^2}{2} \right) \rho dv;
\]

\[
+ \int \int \left( E + \frac{v_i^2}{2} \right) \rho u_i da
\]

(2.33)

The first term \(dQ/dt\) in this equation may include the rate of internal heat generation, heat conduction from the boundaries, and radiation heat transfer. The second term \(dw/dt\) consists of the terms: (1) the rate of work done by external body force. If the body force can be derived from a potential, this term then represents the potential energy that could be added as third term in the right hand side of Eq. (2.32); and (2) the rate of work done by surface forces, namely pressure force and shear force. It is convenient to express this second term as

\[
\frac{dw}{dt} = \int \int_s \rho \left( \rho u_i \right) da + \frac{dw_K}{dt};
\]

(2.34)

in which the first term in the right hand side of the equation represents the rate of flow work. The last term therefore represents all rates of work except the flow work. Substitution in Eq. (2.33) gives

\[
\frac{dQ}{dt} - \frac{dw_K}{dt} = \frac{\partial}{\partial t} \int \int \left( E + \frac{v_i^2}{2} \right) \rho dv;
\]

\[
+ \int \int_s \left( H + \frac{v_i^2}{2} \right) \rho u_i da.
\]

(2.35)
The definition of enthalpy \( H = E + p/\rho \) has been used in this equation.

2.5 Equation of Motion and Constitutive Relations

In this section, we shall treat the governing equations in differential form and present the constitutive relations. The governing differential equation may be derived either by using an infinitesimal control volume or from the integral equations. The latter approach will be adopted here since integral equations have been formulated in the last section. To begin with this approach, let us consider a vector \( U \) in a volume \( V \) bounded by a surface \( S \), whose unit outward normal is represented by \( n \). A relation of a surface integral with a volume integral can be expressed as

\[
\int_S n \cdot U \, da = \int_V (\nabla \cdot U) \, dv,
\]

or in index notation,

\[
\int_S n_i U_i \, da = \int_V \frac{\partial U_i}{\partial x_i} \, dv. \tag{2.36}
\]

This is the familiar divergence theorem. The integral on the left is so-called net flux integral over the entire surface of the vector \( U \) crossing the surface \( S \) which must be equal to the summation of the divergence inside the volume \( V \). The divergence theorem may be extended to include the case where \( U \) is a tensor. Both cases will be frequently applied when the governing differential equations are derived.

2.5a Continuity Equation

Let us apply the afore-mentioned divergence theorem to the integral form of mass conservation equation (2.25). We arrive at

\[
\int\int\int_V \left( \frac{\partial \rho}{\partial t} + \frac{\partial \rho v_i}{\partial x_i} \right) \, dv = 0, \tag{2.37}
\]

Since \( V \) is arbitrary, we obtain

\[
\frac{\partial \rho}{\partial t} + \frac{\partial \rho v_i}{\partial x_i} = 0. \tag{2.38}
\]
This is referred to continuity equation. For steady flow, this equation is reduced to
\[
\frac{\partial \rho v_i}{\partial x_i} = 0. \tag{2.39}
\]

### 2.5b Equation of Motion

The integral form of linear momentum equation (2.28) contains the body force term \( B_i \) and the surface force term \( S_i \). These two terms may also be expressed in integral form. The former is
\[
B_i = \iiint_V \rho f_i \, dv. \tag{2.40}
\]
where \( f_i \) represents the body force per unit mass. Likewise, the latter may be written from the expression for the stress vector, Eq. (2.14)
\[
S_i = \int_S a_{ij} n_j \, da. \tag{2.41}
\]
Substitution of Eqs. (2.40) and (2.41) in Eq. (2.28) and application of the divergence theorem give
\[
\iiint_V \left[ \rho f_i + \frac{\partial}{\partial x_j} (\sigma_{ij}) \right] \, dv \, - \, \iiint_V \left[ \frac{\partial \rho v_i}{\partial t} + \frac{\partial}{\partial x_j} (\rho v_i v_j) \right] \, dv = 0.
\]
For arbitrary \( V \), we may remove the volume integral.
\[
\frac{\partial \rho v_i}{\partial t} + \frac{\partial}{\partial x_j} (\rho v_i v_j) - \rho f_i - \frac{\partial}{\partial x_j} (\sigma_{ij}) = 0. \tag{2.42}
\]
Expand the terms in the left hand side of the equations. The resulting terms are then simplified by using the continuity equation. We finally obtain the equation of motion in the form,
\[
\frac{dv_i}{dt} = f_i + \frac{1}{\rho} \frac{\partial}{\partial x_j} (\sigma_{ij}). \tag{2.43}
\]
where \( i, j = 1, 2, 3 \). In many practical problems of interest, the body force \( f_i \) can be derived from a potential. The surface force due to the contribution of stress tensor \( \sigma_{ij} \), however, is very complicated. In order to simplify this term, certain relations based on conservation laws and subsidiary laws will be treated in the next few paragraphs.
2.5c Symmetrical Property of Stress Tensor

Some important properties of the stress tensor may be derived from the angular momentum equation (2.30). To begin with, let us first express the total moment of the body force \( M_B \) and of the surface force \( M_S \) in the integral form

\[
M_B = \iiint_V \rho (x \times f) dv,
\]

and

\[
M_S = \iiint_S (x \times t) da,
\]

where \( t \) is the stress vector. Substitution of these two equations in Eq. (2.30) gives

\[
\iiint_V \rho (x \times f) dv + \iiint_S (x \times t) da = \frac{\partial}{\partial t} \iiint_V (x \times v)(\rho dv) + \iiint_S (x \times v)(\rho v \cdot da).
\]

For the sake of simplicity, we take the first component of this vector equation

\[
\iiint_V \frac{\partial}{\partial t} (x_2 \rho v_3 - x_3 \rho v_2) dv + \iiint_S (x_2 \rho v_3 - x_3 \rho v_2) n_j n_j da
\]

\[
- \iiint_V (x_2 \rho f_3 - x_3 \rho f_2) dv
\]

\[
- \iiint_S (x_2 n_j a_{j3} - x_3 n_j a_{j2} ) da = 0,
\]

in which the relation \( t_i = a_{ji} n_j \) (Eq. 2.14) has been used. Both the surface integrals and the volume integrals appear in Eq. (2.47). The surface integrals may be changed to volume integrals by applying the divergence theorem and finally the volume integral signs are removed from the resulting expression. Thus, we obtain
The contents in the first and second square brackets are precisely the third and second component of momentum equation respectively. They are equal to zero according to Eq. (2.42). The remaining part of the equation gives the relation

\[ \sigma_{23} = \sigma_{32}, \]  

(2.49)

Likewise, if the other two components of Eq. (2.46) were considered, we would have arrived at

\[ \sigma_{31} = \sigma_{13} \]

and

\[ \sigma_{12} = \sigma_{21} \]

In general, we conclude that

\[ \sigma_{i j} = \sigma_{j i}, \ (i, j = 1, 2, 3) \]  

(2.50)

Any tensor that satisfies this condition is called symmetrical tensor. Because of the symmetrical property of the stress tensor \( \sigma_{ij} \), it is only required to specify six elements of \( \sigma_{ij} \). There are some restrictions of this symmetrical property. Looking at the angular momentum equation (2.30), it is seen that torques arise from the moment of the direct forces, i.e., the surface forces and the body forces. If stress couples are involved as an additional term in the angular momentum equation, the relation \( \sigma_{ij} = \sigma_{ji} \), will not be obtained. The stress tensor is therefore unsymmetric. Thus, we define a polar fluid as the one in which stress couples can exist. Such polar fluids are generally polyatomic and nonNewtonian. For the formulation of angular momentum equation and the description of the unsymmetric tensor, the reader is referred to the work of Aris [2.2].
2.5d Stress and Rate of Strain Relation for an Isotropic Fluid Medium

In the foregoing, we have separated the stress tensor $\sigma_{ij}$ into two terms,

$$\sigma_{ij} = -p\delta_{ij} + \tau_{ij}, \quad (2.16)$$

The first term in the right hand side of the equation represents the contribution of hydrostatic pressure and the second term is the contribution of viscosity. Since $\sigma_{ij}$ is symmetric, the shear stress tensor $\tau_{ij}$ is also symmetric as seen from Eq. (2.16). To further simplify $\sigma_{ij}$ (or $\tau_{ij}$), one has to make the following assumptions:

1. Fluid is considered to be homogeneous and isotropic and
2. Each element of $\tau_{ij}$ is a linear function of the rate of strain tensor defined by

$$\dot{\varepsilon}_{ij} = \frac{1}{2} \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right), \quad (2.51)$$

Evidently, the right hand side of the equation is symmetric. The first assumption implies that, for a homogeneous fluid, $\tau_{ij}$ does not depend explicitly on location and, for an isotropic medium, there is no preferred direction. The second assumption is analogous to Hooke’s law in elasticity. It implies that the fluid is Newtonian.

Let us now write the elements of the tensor $\tau_{ij}$ as

$$\tau_{ij} = \begin{pmatrix}
\tau_{11} & \tau_{12} & \tau_{13} \\
\tau_{21} & \tau_{22} & \tau_{23} \\
\tau_{31} & \tau_{32} & \tau_{33}
\end{pmatrix},$$

where $\tau_{12} = \tau_{21}$, $\tau_{13} = \tau_{31}$, and $\tau_{23} = \tau_{32}$ since $\tau_{ij}$ is symmetrical. Thus only six different elements are involved, three diagonal and the other three off-diagonal. Based on the second assumption, a linear relation with the rate of strain tensor $\dot{\varepsilon}_{ij}$ may be written for each element. For the sake of simplicity, we shall proceed with two typical elements, say $\tau_{11}$ and $\tau_{23}$, in the next paragraph since the procedures involved in handling the remaining elements are the same.
Elements $\tau_{11}$ and $\tau_{23}$

Let us start from the following linear combination:

$$\tau_{11} = A \dot{e}_{11} + A' \dot{e}_{22} + A'' \dot{e}_{33}$$
$$+ B \dot{e}_{23} + B' \dot{e}_{31} + B'' \dot{e}_{12} \tag{2.52}$$

$$\tau_{23} = C \dot{e}_{11} + C' \dot{e}_{22} + C'' \dot{e}_{33}$$
$$+ D \dot{e}_{23} + D' \dot{e}_{31} + D'' \dot{e}_{12} \tag{2.53}$$

where $A$'s, $B$'s, $C$'s and $D$'s are coefficients that may depend on thermodynamic states. Only six elements appear in the right hand side of the equations since $\dot{e}_{ij}$ is also symmetric. Based on sign convention mentioned in the foregoing, the elements $\tau_{11}$ and $\tau_{23}$ are shown in Figure 2.5(a). From the assumption that the fluid is isotropic, we can change or rotate coordinates. The form of the

Figure 2.5. Two typical elements
above equations still remains the same. For example, if we switch coordinates $x_2$ and $x_3$ as shown in Figure 2.5(b), the expression for $\tau_{11}$ may be written as,

$$\tau_{11} = A \dot{e}_{11} + A' \dot{e}_{33} + A' \dot{e}_{22} + B \dot{e}_{23}$$

$$+ B' \dot{e}_{31} + B \dot{e}_{13}$$

(2.54)

This relation is obtained from the replacement of subscript "2" by "3" and vice versa. Comparison of Eq. (2.54) with (2.52) gives $A' = A''$, $B' = B''$. Thus,

$$\tau_{11} = A \dot{e}_{11} + A' (\dot{e}_{22} + \dot{e}_{33}) + B \dot{e}_{23}$$

$$+ B' (\dot{e}_{31} + \dot{e}_{12})$$

(2.55)

Likewise, it can be shown that $C' = C''$ and $D' = D''$, or

$$\tau_{23} = C \dot{e}_{11} + C' (\dot{e}_{22} + \dot{e}_{33}) + D \dot{e}_{23}$$

$$+ D' (\dot{e}_{31} + \dot{e}_{12})$$

(2.56)

Next, let us reverse the $x_1$ coordinate as shown in Figure 2.5(c). It is seen that $\dot{e}_{31}$ and $\dot{e}_{12}$ are transformed to ($\dot{e}_{31}$) and ($\dot{e}_{12}$) respectively. The other elements of $\dot{e}_{ij}$ remain unchanged, i.e.,

$$\tau_{11} = A \dot{e}_{11} + A' (\dot{e}_{22} + \dot{e}_{33}) + B \dot{e}_{23}$$

$$- B' (\dot{e}_{31} + \dot{e}_{12})$$

(2.57)

compared to Eq. (2.55), we find that $B' = 0$. Likewise, it can be shown that the coefficient $D'$ in Eq. (2.56) is also zero. Thus Eqs. (2.55) and (2.56) become

$$\tau_{11} = A \dot{e}_{11} + A' (\dot{e}_{22} + \dot{e}_{33}) - B \dot{e}_{23}$$

(2.58)

$$- \tau_{23} = C \dot{e}_{11} + C' (\dot{e}_{22} + \dot{e}_{33}) - D \dot{e}_{23}$$

(2.59)
CONSERVATION EQUATIONS

Now, let us reverse $x_2$ coordinate as shown in Figure 2.5(d). The elements $\tau_{23}$ and $e_{23}$ will be transformed to $(-\tau_{23})$ and $(-e_{23})$ respectively. The above two equations may thus be written:

\[
\tau_{11} = A \dot{e}_{11} + A' (\dot{e}_{22} + \dot{e}_{33}) - B \dot{e}_{23} \quad (2.60)
\]
\[
- \tau_{23} = C \dot{e}_{11} + C' (\dot{e}_{22} + \dot{e}_{33}) - D \dot{e}_{23} \quad (2.61)
\]

Comparison of Eq. (2.58) with Eq. (2.60) gives $B = 0$. We arrive at

\[
\tau_{11} = (A-A')\dot{e}_{11} + A'\dot{e}_{ii} \quad (2.62)
\]

where the notation for summation on repeated indices has been used, i.e., $\dot{e}_{ii} = \dot{e}_{11} + \dot{e}_{22} + \dot{e}_{33}$

Next, subtracting Eq. (2.61) from Eq. (2.59),

\[
\tau_{23} = D\dot{e}_{23} = \frac{1}{2} D \left( \frac{\partial v_2}{\partial x_3} + \frac{\partial v_3}{\partial x_2} \right) \quad (2.63)
\]

Consider simple shear flow sketched in Figure 2.1, where the flow is one dimensional. Let the non-zero velocity component be $v_2$. The shear stress equation corresponding to Eq. (2.2) is

\[
\tau_{23} = \mu \frac{\partial v_2}{\partial x_3}
\]

Compared to Eq. (2.63), we obtain

\[
D = 2\mu.
\]

Therefore, the coefficient $D$ represents twice of the viscosity $\mu$. Eq. (2.63) thus becomes

\[
\tau_{23} = \mu \dot{e}_{23}. \quad (2.64)
\]
Eqs. (2.62) and (2.65) are for two typical elements. The equations for the remaining elements can also be obtained without any difficulty. For example, the equation for $\tau_{22}$ can be written from Eq. (2.62) by replacing subscript "1" by "2". It remains, however, to determine the coefficients $A$ and $A'$ appearing in Eq. (2.62). In doing so, we need to rotate the axes. A description of rotation is given below.

Rotation

Let the coordinate system $x, x_2, x_3$ be rotated about the axis $x_1$ through an angle $\theta$. The new position of the system is denoted by $\bar{x}_1, \bar{x}_2, \bar{x}_3$, where the axis $\bar{x}_1$ coincides with the axis $x_1$, as shown in Figure 2.6. Consider a position vector with components $x_1, x_2, x_3$ in the $x_1, x_2, x_3$ coordinates. The components of the same vector in the $\bar{x}_1, \bar{x}_2, \bar{x}_3$ coordinates are given by the relations:

$$\begin{align*}
\bar{x}_1 &= x_1, \\
\bar{x}_2 &= x_2 \cos \theta + x_3 \sin \theta, \\
\bar{x}_3 &= -x_2 \sin \theta + x_3 \cos \theta.
\end{align*}$$

(2.66)

In matrix notation, these can be written as

$$\begin{bmatrix} \bar{x} \end{bmatrix} = \begin{bmatrix} S \end{bmatrix} \begin{bmatrix} x \end{bmatrix}$$

(2.67)
where $[\bar{x}]$ and $[x]$ are column matrix and $[S]$ is the 3 x 3 square matrix. They are given by

$$[\bar{x}] = \begin{bmatrix} \bar{x}_1 \\ \bar{x}_2 \\ \bar{x}_3 \end{bmatrix}$$

$$[x] = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix}$$

$$[S] = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \theta & \sin \theta \\ 0 & -\sin \theta & \cos \theta \end{bmatrix}$$

From matrix algebra, it can be shown that a matrix $[T]$ transforms according to the similarity transformation

$$[\bar{T}] = [S] [T] [S^{-1}]$$

in which $[S^{-1}]$ represents the inverse of $[S]$, i.e., $S^{-1}_{ij} = S_{mj}$. In indicial notation, the above equation may be written in the form,

$$\bar{T}_{0m} = S_{0i}T_{ij}S_{mj},$$

where Einsteins's notation of summation on repeated indices is adopted. For extensive treatment of tensorial transformation for various ranks, the reader is referred to the work of Tsai [2.4]

Let us now apply this equation for a shear stress tensor. Referring to the $\bar{x}_1 \bar{x}_2 \bar{x}_3$ coordinates, the expression for $\tau_{23}$ is,

$$\bar{\tau}_{23} = S_{13}S_{31}\tau_{ij}.$$  

By means of Eq. (2.68), we obtain the equation,

$$\bar{\tau}_{23} = (\cos^2 \theta - \sin^2 \theta)\tau_{23} + \sin \theta \cos \theta (-\tau_{22} + \tau_{33})$$

$$= 2\mu(\cos^2 \theta - \sin^2 \theta)\dot{\varepsilon}_{23}$$

$$+ \sin \theta \cos \theta [(A - A') (\dot{\varepsilon}_{13} - \dot{\varepsilon}_{22})]$$

(2.72)
Likewise, application of Eq. (2.70) to the rate of strain tensor \( \dot{e}_{ij} \) gives
\[
\dot{e}_{23} = (\cos^2 \theta - \sin^2 \theta) \dot{e}_{23} + \sin \theta \cos \theta (\dot{e}_{22} + \dot{e}_{33}).
\] (2.73)

Since the fluid is considered isotropic, Eq. (2.65) will be valid for the coordinate system \( \tilde{x}_1, \tilde{x}_2, \tilde{x}_3 \) as well. Thus we have
\[
\tilde{\tau}_{23} = 2\mu \ddot{\varepsilon}_{23}.
\] (2.74)

Substituting Eqs. (2.72) and (2.73) in Eq. (2.74), it is observed that
\[
A - A' = 2\mu
\] or
\[
A = A' + 2\mu
\] (2.75)

Substitution in Eq. (2.62) gives
\[
\tau_{11} = 2\mu \dot{\varepsilon}_{11} + A' \ddot{\varepsilon}_{ii}.
\] (2.76)

In general, Eqs. (2.65) and (2.76) can be written as
\[
\tau_{ij} = 2\mu \dot{\varepsilon}_{ij} + A' \ddot{\varepsilon}_{kk} \delta_{ij}.
\] (2.77)

The term \( \dot{\varepsilon}_{kk} \) may be expressed in the form
\[
\dot{\varepsilon}_{kk} = \frac{\partial v_1}{\partial x_1} + \frac{\partial v_2}{\partial x_2} + \frac{\partial v_3}{\partial x_3} = \frac{\partial v_i}{\partial x_i} = \text{div} \, \mathbf{v} = \Delta.
\] (2.78)

Thus, \( \dot{\varepsilon}_{kk} \) is seen to represent the expansion or contraction of a fluid element. It is referred to the rate of dilatation denoted by a short notation \( \Delta \). For an incompressible flow, \( \dot{\varepsilon}_{kk} \) is therefore equal to zero. The notation \( \Delta \) will later be used frequently.

Recall that the stress tensor is given by
\[
\sigma_{ij} = -p \delta_{ij} + \tau_{ij}
\] (2.16)

With Eqs. (2.77) and (2.78) available, we can write
\[
\sigma_{ij} = (-p + \lambda \Delta) \delta_{ij} + 2\mu \dot{\varepsilon}_{ij}.
\] (2.79)
The coefficient $A'$ appearing in Eq. (2.77) has been replaced by more familiar notation $\lambda$ that is always associated with the rate of dilatation $\Delta$.

**Coefficient of Bulk Viscosity**

Let us define a dynamic pressure to be the mean of the principal components of stress with a minus sign, i.e.,

$$p_d = -\frac{1}{3}\sigma_{ii}.$$  \hfill (2.80)

The right hand side of the equation may be worked out by setting $j = i$ in Eq. (2.79).

$$-\frac{1}{3}\sigma_{ij} = -(-p + \lambda \Delta) - \frac{2}{3}\mu \Delta$$

or

$$p_d - p = -\left(\lambda + \frac{2}{3}\mu\right)\Delta$$

Let us define,

$$\mu' = (\lambda + \frac{2}{3}\mu) = \frac{p - p_d}{\Delta}$$ \hfill (2.81)

where $\mu'$ so defined is called coefficient of bulk viscosity or second viscosity that measures the difference between thermodynamic pressure $p$ and dynamic pressure $p_d$ divided by the rate of dilatation $\Delta$.

Stokes assumed that $p = p_d$ and on this ground he claimed that

$$\mu' = 0$$ \hfill (2.82)

This assumption, supported by the kinetic theory of gases, is seemed to be reasonable for flow of monatomic gases. It is, however, not true for the case of polyatomic gases, or liquids. The coefficient $\mu'$ has certain importance in dispersion phenomena [2.5].

Substituting Eq. (2.81) in Eq. (2.79), we obtain

$$\sigma_{ij} = \left[-p + (\mu' - \frac{2}{3}\mu)\Delta\right]\delta_{ij} + \mu\left(\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i}\right)$$ \hfill (2.83)
This is the constitutive relation for a Newtonian fluid. The fluid medium has been considered homogeneous and isotropic.

2.5e Navier-Stokes Equation

Let us substitute Eq. (2.83) to the equation of motion (2.43). The following equation, Navier-Stokes equation, is obtained

\[
\frac{dv_i}{dt} = f_i - \frac{1}{\rho} \frac{\partial p}{\partial x_i} + \frac{1}{\rho} \frac{\partial}{\partial x_i} \left\{ (\mu' - \frac{2}{3} \mu) \Delta \right\}
\]

\[
+ \frac{1}{\rho} \frac{\partial}{\partial x_j} \left[ \mu \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) \right]
\]

(2.84)

The equation is derived for Newtonian fluids in Cartesian coordinates. The effect of both viscosity and compressibility is included in the equation. The viscosity is usually temperature dependent. In the case of incompressible flow, the dilatation \( \Delta \) vanishes as seen from the continuity equation (2.38). Since the temperature variations are, general speaking, small in this case, the viscosity \( \mu \) may be taken to be constant. For Navier-Stoke's equation in general orthogonal coordinates, the reader is referred to Goldstein's book [2.6].

One of the assumptions used in obtaining Navier-Stoke's equation is the linear relationship between stress tensor and the rate of strain tensor. In the case of solids, we usually start from the similar assumption, i.e., the stress tensor is linear with strain tensor (Hooke's law). The resulting equation is then referred to as Navier's equation.

2.5f Energy Equation

To develop the energy equation, we start from the integral equation described in the foregoing.

\[
\frac{dQ}{dt} - \frac{d\mu}{dt} = \frac{\partial}{\partial t} \int \int \int (E + \frac{v_i^2}{2})_{\rho dv}\rho dv
\]

\[
+ \int \int \int (E + \frac{v_i^2}{2})_{\rho u \eta} da
\]

(2.33)
The equation is written for a control volume $V$ enclosed by the boundary surfaces. It states that the rate of heat energy transferred to the control volume $V$ minus the rate of work done by the control volume to the surrounding is equal to the increase of energy inside $V$ plus the net efflux of energy from the control surfaces.

The rate of heat supply may be considered to consist of two terms, i.e.,

$$\frac{dQ}{dt} = \iiint_V \rho \dot{S} \, dv - \iint_S n_i q_i \, da. \quad (2.85)$$

The first term in the right hand side of the equation represents the rate of total internal heat generation inside the control volume, $\dot{S}$ being the rate of generation per unit mass. Examples of the internal heat generation include chemical reaction, electrical heating, energy generated in a nuclear reactor and so forth. The second term in the right hand side of the equation refers to the heat conduction from the outside of the control surface $S$ to the inside, $q_i$ being the heat flux vector or the rate of heat flow per unit area across the surface in the direction of its unit outward normal $n_i$. The minus sign is needed in this term because of the way we define $q_i$. By applying the divergence theorem, the surface integral in this equation is changed to a volume integral,

$$\frac{dQ}{dt} = \iiint_V \left( \rho \dot{S} - \frac{\partial q_i}{\partial x_i} \right) \, dv. \quad (2.86)$$

Next, let us look at the term $dw/dt$ in the left hand side of Eq. (2.33). This rate of work term is due to the contribution of body force and surface force

$$\frac{dw}{dt} = - \left[ \iiint_V f_i V_j \rho \, dv + \iint_S t_i V_j \, da \right], \quad (2.87)$$

where $f_i$ is the body force per unit mass and $t_i$ is the stress vector. The two terms inside the square bracket represent the rate of work flow on the system. It is called that the stress vector is related with the stress tensor in the form

$$t_i = \sigma_{ij} n_j. \quad (2.14)$$
Substituting in (2.87) and applying the divergence theorem, we obtain

\[ \frac{dw}{dt} = \iiint_V \left[ f_l \partial_t + \frac{\partial}{\partial x_j} (a_j v_l) \right] dv \]  

(2.88)

With the expressions of \( dQ/dt \) and \( dw/dt \) available, Eq. (2.33) becomes after application of the divergence theorem and removal of the volume integral sign

\[ \frac{\partial}{\partial t} \left( \rho E + \frac{1}{2} \rho v^2 \right) + \frac{\partial}{\partial x_j} \left[ V_j \left( \rho E + \frac{1}{2} \rho v^2 \right) \right] \]

\[ = \rho f_i V_i + \frac{\partial}{\partial x_j} (a_j v_l) + \frac{\partial q_i}{\partial x_i} \]  

(2.89)

Rearrangement of the terms gives

\[ \rho \frac{\partial E}{\partial t} + \rho v_j \frac{\partial E}{\partial x_j} + E \left[ \frac{\partial \rho}{\partial t} + \frac{\partial (\rho v_l)}{\partial x_j} \right] + \frac{1}{2} V_i^2 \left[ \frac{\partial \rho}{\partial t} + \frac{\partial (\rho v_l)}{\partial x_j} \right] \]

\[ + v_l \left[ \frac{\partial v_l}{\partial t} + v_j \frac{\partial v_l}{\partial x_j} - \rho f_i + \frac{\partial q_i}{\partial x_i} \right] = \rho f_i \frac{\partial v_l}{\partial x_j} + \rho \tilde{S} - \frac{\partial q_i}{\partial x_i} \]  

(2.90)

The contents in the first two square brackets are identified as the continuity equation; those in the last bracket are the momentum equation. The resulting equation is

\[ \frac{dE}{dt} = \tilde{S} + \frac{1}{\rho} \frac{\partial v_l}{\partial x_j} - \frac{1}{\rho} \frac{\partial q_i}{\partial x_i} \]  

(2.91)

This energy equation is still not convenient to use. In order to obtain a simpler form, further manipulation has to be made. First, the conduction of heat is governed by Fourier's law. The law states that the rate of heat conducted per unit area is proportional to the temperature gradient. Mathematically, one writes

\[ q_i = - k \frac{\partial T}{\partial x_i} \]  

(2.92)
The proportionality constant \( k \) is called thermal conductivity that is, generally speaking, a function of temperature. Since heat flow is from a region of high temperature to another region of low temperature, the temperature gradient \( \partial T / \partial x_i \) is thus negative. The minus sign in the left hand of the equation insures that the heat flux vector \( q_i \) is positive.

Secondly, if we limit ourselves to the flow of a Newtonian fluid, the equation for stress tensor given by Eq. (2.83) may be applied to the second term in the right hand side of the above equation. The result is

\[
\sigma_{ij} = \frac{\partial u_j}{\partial x_i} = \left[ -p + (\mu' - \frac{2}{3} \mu) \Delta + 2\mu (e_{ij})^2 \right] \quad (2.93)
\]

Substituting Eqs. (3.5.57) and (3.5.58) in Eq. (3.5.56)

\[
\frac{dE}{dt} = \dot{S} - \frac{p}{\rho} \Delta + \frac{1}{\rho} [(\mu' - \frac{2}{3} \mu) \Delta^2 + 2\mu e_{ij}^2] + \frac{1}{\rho \partial x_i} \left( k \frac{\partial T}{\partial x_i} \right)
\]

It is sometimes convenient to use specific enthalpy \( H \) in place of the specific internal energy \( E \). By applying the continuity equation (2.38), one obtains

\[
\frac{dE}{dt} = \frac{dH}{dt} - \frac{1}{\rho} \frac{dp}{dt} - \frac{p}{\rho} \Delta \quad (2.95)
\]

where \( H = E + p/\rho \). Substitution in Eq. (2.94) gives

\[
\frac{dH}{dt} = \dot{S} + \frac{1}{\rho} \frac{dp}{dt} + \frac{1}{\rho} [(\mu' - \frac{2}{3} \mu) \Delta^2 + 2\mu e_{ij}^2] + \frac{1}{\rho \partial x_i} \left( k \frac{\partial T}{\partial x_i} \right)
\]

It is interesting to express the term \( dH/dt \) in terms of the equation of state variables, i.e., \( p, \rho \) and \( T \). In doing so, we start from the consideration,

\[
H = H(T, p), \quad (2.97)
\]

then

\[
dH = c_p dT + \left( \frac{\partial H}{\partial p} \right) dp. \quad (2.98)
\]
From the first and second law of thermodynamics, one writes

\[ dH = TdS + \frac{1}{\rho} dp. \]  

(2.99)

Take partial derivative with respect to \( p \) holding \( T \) constant

\[ \left( \frac{\partial H}{\partial p} \right)_T = T \left( \frac{\partial S}{\partial p} \right)_T + \frac{1}{\rho}. \]  

(2.100)

Applying Maxwell's relation to the first term in the right hand side of the equation, we get

\[ \left( \frac{\partial H}{\partial p} \right)_T = \frac{1}{\rho} \left[ T \left( \frac{\partial p}{\partial t} \right)_P + 1 \right] \]  

(2.101)

With this expression available, we obtain from Eq. (2.98)

\[ \frac{dH}{dt} = c_p \frac{dT}{dt} + \frac{1}{\rho} \left[ T \left( \frac{\partial p}{\partial t} \right)_P + 1 \right] \frac{dp}{dt}. \]  

(2.102)

Substitution in Eq. (2.96) gives the following energy equation:

\[ \rho c_p \frac{dT}{dt} = - \left[ \frac{T}{\rho} \frac{\partial p}{\partial T} \right] \frac{dp}{dt} + \frac{\partial}{\partial x_i} \left( \frac{k}{\rho} \frac{\partial T}{\partial x_i} \right) + \rho \dot{S} + \mu \Phi, \]  

(2.103)

where

\[ \Phi = \left( \mu' - \frac{2}{3} \right) \Delta^2 + 2e_{ij}^2 \]

\[ = \left( \mu' - \frac{2}{3} \right) \left[ \frac{\partial v_1}{\partial x_1} + \frac{\partial v_2}{\partial x_2} + \frac{\partial v_3}{\partial x_3} \right] \]

\[ + 2 \left[ \left( \frac{\partial v_1}{\partial x_1} \right)^2 + \left( \frac{\partial v_2}{\partial x_2} \right)^2 + \left( \frac{\partial v_3}{\partial x_3} \right)^2 \right] \]

\[ + \left( \frac{\partial v_1}{\partial x_2} + \frac{\partial v_2}{\partial x_1} \right)^2 + \left( \frac{\partial v_2}{\partial x_3} + \frac{\partial v_3}{\partial x_2} \right)^2 + \left( \frac{\partial v_3}{\partial x_1} + \frac{\partial v_1}{\partial x_3} \right)^2. \]

\( \Phi \) refers to the dissipation function since it represents the rate of work by viscous stresses that will be dissipated in the flow field. It can be shown that the dissipation function is always greater than or at least equal to zero.
Some simplification of the energy equation (2.103) can be made for two particular cases: (1) For flow of liquids where the volume of expansion \((-1/\rho) \frac{\partial \rho}{\partial T}\) is small, the first term in the right hand side of the equation can be neglected and (2) for ideal gas flow, \((T/\rho) \frac{\partial p}{\partial T}\) can be calculated from ideal gas law and the value of this quantity is equal to unity with a minus sign.

2.5g Equation of State

We have thus far described three conservation equations, namely continuity, momentum, and energy. The first and third are scalar equations; the second is a vector equation. Counting three scalar equations for one vector equation, we have five equations in total. However, there are six unknowns \(p, \rho, V_1, V_2, V_3, T\). One more equation is therefore needed to complete description of the problem. This equation is obtained from thermodynamics, i.e., the equation of state which relates pressure, density and temperature

\[ f(p, \rho, T) = 0 \]

(2.104)

where \(p, \rho, T\) are measurable properties. The simplest form of the equation of state is for an ideal gas

\[ \frac{p}{\rho} = RT \]

(2.105)

This ideal gas law is a good approximation for real gases at low pressure and high temperature. It is therefore widely used for problems involving gas flow. For liquid flow with small pressure changes, the flow is usually incompressible. The density is constant. We have one less unknown and hence the equation of state of the liquid is not needed.

In the case of liquids and solids under intensive loading in a short duration, the pressure is high and the compressibility effect cannot be neglected. The equation of state will be used. The equation of state of liquids and solids are usually obtained by shock wave measurements and is expressed in the form,

\[ f(p, \rho, E) = 0 \]

(2.106)

*The transport properties \(\mu, k\) are essentially functions of temperature. These functions are considered to be known.
in which pressure, density, and specific internal energy are related. Some discussions will be given in later chapters.

2.6 Shock Waves

In the foregoing, we have described the conservation laws in both integral forms and differential forms. The former implies that the conservation laws are satisfied for a control volume while the latter means that the laws are satisfied everywhere in the flow field. In this section, we shall apply these conservation laws, to the problems involving shock waves. A detailed discussion of the physics of the shock waves is given in the next chapter.

When there is a relative motion between a fluid and a body, the compression waves, if infinitesimally small, caused by the body in the flow field are propagated with speed of sound. On the other hand, if the compressions are of finite amplitude, a shock wave will usually be formed. Consider steady one-dimensional flow of an ideal gas, where the non-vanishing velocity component and the other fluid properties are functions of the x coordinate only. The system of the governing differential equations including the continuity equation (2.38), Navier-Stokes equation (2.84), and the energy equation (2.103) may be simplified and its exact solution is given elsewhere [2.7]. The solution indicates that the thickness of the shock is in the order of several mean free paths although the effect of viscosity and conductivity has been taken into consideration. Because of the small thickness, the shock is practically a mathematical discontinuity. The equilibrium states are assumed to prevail immediately ahead and behind the discontinuity.

The concept of the mathematical discontinuity is based on the viewpoint of a continuum. Its application may be extended to any homogeneous isotropic material. In the case of multiple flow field, such as flow of dust in the air or composite materials, the thickness of the shock may be finite but usually small. In what follows, we shall give several examples of shock propagation in various media. Integral equations developed in the foregoing will be applied to obtain solutions.

2.6a Normal Shock in Homogeneous and Isotropic Media

Consider a normal shock moving with a constant supersonic velocity $U$ into a homogeneous and isotropic medium as shown in Figure 2.7(a). The medium may be the atmosphere, the shock being
produced, for example, by an explosion; or the medium may be a solid under an impact. Ahead of the shock front, the states are undisturbed and the particle velocity is zero. Behind the shock, the medium is compressed. We expect to have high pressure, high density, and certain non-zero particle velocity $u_0$. To analyze the problem, let us select a coordinate system that is fixed with the shock front as shown in Figure 2.7(b). Thus an observer sitting on the shock will see the medium with particle velocity $U$ toward him and with particle velocity $(U-u_0)$ away from him. Since the shock front is stationary, a fixed control volume can be drawn around it. The sections labelled $x$ and $y$ in Figure 2.7(b) are referred to ahead and behind the shock respectively. Since the shock is a mathematical discontinuity, the sections $x$ and $y$ can be considered infinitesimally close. Ahead and behind the control volume, the states are uniform. To obtain governing equations for the control volume, we first apply the continuity equation (2.26).

$$
\int_S \rho_i u_i \, da = \int_S \left[ -\rho_x U + \rho_y (U - u_0) \right] \, da = 0,
$$

where $\rho_x$, $U$, $\rho_y$ and $u_0$ are all constant. The integral is reduced to

$$
\rho_x U = \rho_y (U - u_0). \tag{2.107}
$$

To write the momentum equation for the present control volume, we may start from the steady-state equation (2.29). The surface force $S_i$ in this equation generally has two contributions, the pressure force and the viscous force. The velocities ahead and behind the shock are uniform. The contribution of the viscous force must be zero since it depends on the velocity gradient. Application of Eq. (2.29) yields

$$
p_y - p_x = \rho_x U u_0. \tag{2.108}
$$
Finally, an observation of the energy equation (2.35) gives
\[ \frac{dQ}{dt} \frac{dw}{dt} = 0 \] and \[ \Delta t = 0. \] The remaining part of
the equation is reduced to
\[ E_y - E_x = \frac{p_x}{\rho_x} \frac{u_0}{U} + \frac{1}{2} u_0^2 \]

\( U \) and \( u_0 \) appearing in the right hand side of the equation may be
eliminated from Eqs. (2.107) and (2.108) to give the following
relation.
\[ E_y - E_x = \frac{1}{2} \left( \frac{1}{\rho_x} - \frac{1}{\rho_y} \right) (p_x + p_y) \] (2.109)

In addition to these conservation equations, we need the
information from the equation of state. For gases, this equation is
given as,
\[ f(p, \rho, T) = 0 \] (2.110)
while in the case of liquids or solids, the equation of state has the
form,
\[ f(p, \rho, E) = 0 \] (2.111)

It is understood that when liquids and solids are under strong
impact, the strength of material can be neglected, i.e. the pressure is
the only surface force involved in the problem. Consider now a
system containing equations (2.107), (2.108), (2.109) and (2.111).
There are four equations with four unknowns, \( p_x, \rho_x, E_y, \) and \( U \)
for a given particle velocity \( u_0 \). Thus, we may plot one property
versus others behind the shock. The curves thus obtained is called
the Rankine-Hugoniot or shock Hugoniot curve. For a weak shock,
the Hugoniot curve in \((p_x, \rho_y)\) plane is very close to isotropic path.
Such is usually the case for a solid under impact if the solid is
compressed slightly. In the case of a gas under compression, a
strong shock usually results because of its large compressibility. The
Hugoniot curve will differ significantly from the isotropic path. It is
interesting to note that the shock Hugoniot in the \((U, u_0)\) plane for
various homogeneous materials is approximately linear as observed
from a large number of experimental data [2.8]. This linear
behavior can be seen from the continuity equation (2.107) when
the density variation is small.
Consider a shock wave moving along the longitudinal direction of a unidirectional fiber reinforced composite material as shown in Figure 2.8. The shock is created by an intense impact on its boundary so that the constituents of the material, matrix and fiber, behave like a viscous compressible fluid. It is assumed that, after some transient response, a steady wave front with a shape shown in the figure prevails and propagates at a constant velocity $U$. The assumption of the s-shape wave front is based on the argument that the shearing force exists in the layers of matrix and fiber. If the impact on the boundary is of "rigid wall" type, the particle velocity $u_0$ is uniform behind the shock. Further assumptions include: (1) velocity and pressure equilibrium prevail in a region far from the wave front and (2) in the same region, the flow may be either isothermal, i.e., the thermal equilibrium has been established, or adiabatic, i.e., there is no heat transfer between the fiber and the matrix because of the fast propagating wave velocity [2.9].

Figure 2.8. Wave Propagation in the Composite

Figure 2.9. Control Volume JDCG
To analyze the problem, we focus our attention to the flow field between the center lines aa and bb. An observer sitting on the shock front will see the material with particle velocity \( U \) flowing across the wave front. This situation is shown in Figure 2.9 where DFC represents the stationary shock front. Subscripts "3" and "4" are referred to undisturbed states; "1" and "2" are unknowns. In addition, "1" and "3" represent matrix; "2" and "4" are for fiber. It is seen from the figure that immediately behind the curved shock DFC, the flow is two dimensional and its details remain unknown. Away from the shock, say JG, the influence of shear stress between two constituents becomes insignificant. Based on the assumption made in the foregoing, the velocity equilibrium prevails, i.e., the velocity across JG is equal to \((U - u_0)\). Furthermore, for pressure equilibrium we have \( p_1 = p_2 \).

It has to be noticed that in the two-dimensional flow region DFCGHJ, the velocity and temperature profiles are symmetrical about center lines DJ and CG, i.e., the velocity and temperature gradients are zero there. It follows that the shear stress along DJ and CG and heat transfer across DJ and CG are zero. In addition, the vertical components of the velocity will not exist at DJ and CG. DJ and CG are therefore streamlines.

Behind the shock, the constituents are compressed but to a different degree owing to their own physical properties. As a consequence of this compression, there is an accompanying volume change represented by \( c \) shown in the figure. The matrix-fiber interface behind the shock is denoted by FHK that is also a streamline.

Let us now choose JDFHJ and HFCGH as two fixed control volumes. Six steady flow conservation equations i.e. 2-continuity, 2-momentum, and 2-energy, based on the integral form given in the foregoing can be written for these two control volumes. We eliminate the volume change \( c \), shear force along FH, and heat transfer across FH respectively from the continuity, momentum, and energy equations. The following three equations are obtained:

\[
\begin{align*}
\rho_1 (1 + a)(U - u_0) &= \rho_3 aU + \frac{\rho_1 \rho_3}{\rho_2} U, \\
(\rho_3 + \rho_4) U^2 \left(\frac{u_0}{U}\right) - (1 + a)(p_1 - p_3) &= 0, \\
\frac{\rho_3}{\rho_2} (E_1 - E_3) + (E_2 - E_4) - \frac{1}{2} \left(\frac{\rho_3}{\rho_2} + 1\right) u_0^2 
\end{align*}
\]
CONSERVATION EQUATIONS

\[ (1 + \sigma) \frac{P_3}{U} = 0. \tag{2.114} \]

where \( \sigma = \frac{A_3}{A_4} \) represents the ratio of volume of the matrix to the volume of fiber. Eqs. (2.112), (2.113), and (2.114) are continuity, momentum, and energy equations respectively. The equations of state for both constituents also considered to be known and are in the form

\[ f_m(p_1, \rho_1, E_1) = 0; \tag{2.115} \]

\[ f_p(p_2, \rho_2, E_2) = 0. \tag{2.116} \]

For a prescribed particle velocity \( u_0 \) on the boundary of a composite of volume ratio \( \sigma \), we have six unknowns, \( \rho_1, \rho_2, p_1 \) (= \( p_2 \)), \( E_1, E_2 \), and \( U \) with five equations. The remaining equation is obtained from either the assumption of isothermal condition or the assumption of adiabatic condition. If the dimension of the fiber and the matrix is much smaller than that of the composite, temperature equilibrium is likely to be established immediately behind the shock wave and hence the isothermal condition is a good approximation i.e.,

\[ T_1 = T_2. \tag{2.117} \]

On the other hand, if the fiber or matrix have the size comparable to the composite, heat is unlikely to be transferred from one constituent to another because of the fast wave propagation velocity. The process therefore tends to be adiabatic. For either one of the control volumes, this condition may be written as,

\[ E_1 - E_3 = \left( 1 - \frac{P_3}{P_1} \right) \frac{1}{2} (2Uu_0 - u_0^2). \tag{2.118} \]

It has to be noted that by applying thermodynamic relations, we may express temperature in terms of other variables. Thus, no new unknowns will be involved in Eq. (2.117).

With these equations available, one may obtain the solution for a composite whose constituents' equations of state are known. Such a solution for the aluminum (fiber) - epoxy (matrix) composite as well as the experimental data [2.10] are shown in Figure 2.10. It is seen that the composite Hugoniot is significantly different from a
direct proportion of constituents' Hugoniot. The calculation is based on the adiabatic assumption which is closer to the experimental condition. The results of the calculation for both the adiabatic and isothermal condition differ in general. In some cases, however, their difference is not discernable (2.9). With the solution of the system known, the shear force in the flow direction may be obtained by writing the momentum equation for either one of the control volumes shown in Figure 2.9. In the case of an isothermal condition, the heat transfer across the interface can be computed for the same control volume.

The isothermal and adiabatic conditions have been discussed by Duvall and Taylor (2.11). Temperatures of the two constituents of a composite will be equalized in a time the order of several times the larger of the two numbers, \( c_i \rho_i l_i / k_i \) (\( i = 1, 2 \)), where \( c_i, \rho_i, l_i, k_i \) are specific heat, density, dimension and thermal conductivity of a constituent. For a time shorter than this, the adiabatic condition will be a better approximation.

The samples used in the experiments were from 2" to 4" diameter with 1/8" fiber diameter. The flyer-plate technique was employed to obtain a pressure in the order of 400 kb. Steady wave fronts were obtained in a fairly short distance 3/8", i.e., three times the fiber diameter. The data points as seen from the figure compare satisfactory with the calculated results.

To justify the assumption of the steady wave front is perhaps the most meaningful contribution from the experiment. In this way, one may greatly simplify the problem involving the shock propagation in various composite materials. Based on the steady wave concept, Munson and Schuler (2.12) extended the present analysis to a composite that has more than two layers of constituents. For the sake of simplicity, the energy equation was omitted. Rankine-Hugoniot equations for individual constituents are used in place of the complete equations of state. Torvik (2.13) considered the velocities not to be in equilibrium behind the shock, and the energy equation was also omitted for sample calculations.

The calculated results from Munson and Schuler (2.12), Torvik (2.13) and the present analysis with the test data are compared in Figure 2.11 (2.14). For a given particle velocity, two standard deviations in shock velocity is about 4% of its value*. Ninety-five percent of the observed values of shock velocity should be within

---
*Where the difference between the predicted shock velocity and the observed shock velocity is plotted versus the particle velocity.
4% of the predicted values if the analysis gives satisfactory comparison with data. It is seen from the figure that the results of the adiabatic model compare best with the data.

2.6c Macroscopically Homogeneous Composite Materials

Another approach may be employed when we consider a composite whose components have characteristic dimensions much smaller than that of the composite [2.15]. In this sense, the composite may be treated as a mixture. To analyze this problem, we assume that the composite is macroscopically homogeneous and isotropic and behaves like a compressible fluid. The governing equations are obtained in a manner similar to those described in section 2.6a if the relations of the properties of the mixture with the properties of its constituent are known. To describe these relations, let us consider a macroscopically homogeneous mixture, whose volume $V$ is the sum of the constituents volume $V_i$.

\[ V = \sum_{i=1}^{n} V_i \]  
(2.119)

The expression for specific volume is therefore,

\[ V = \sum_{i=1}^{n} x_i \rho_i, \]  
(2.120)

where $x_i$ is the mass fraction of $i$th constituent. Since the density is the reciprocal of the specific volume, we have

\[ \rho = \frac{1}{\sum_{i=1}^{n} x_i \rho_i}. \]  
(2.121)

Corresponding to the additive rule of specific volume (2.119), the additive rule of specific internal energy also holds

\[ E = \sum_{i=1}^{n} x_i E_i. \]  
(2.122)

In these equations, the quantities without subscript "i" are referred to the mixture; those with this subscript are referred to the constituents.

Let us now consider a shock created by a constant particle velocity impact. Since the composite is macroscopically homogeneous and isotropic, the shock wave created is plane and
normal, its propagating velocity $U$ being constant. The same control volume fixed to the shock front shown in Figure 2.7(b) may be used in the present case. The continuity, momentum, and energy for this control volume are respectively

\[
\sum_{i=1}^{n} x_i \rho_i U = \sum_{i=1}^{n} x_i \rho_i U_0 \quad \text{(2.123)}
\]

\[
\sum_{i=1}^{n} x_i (p_i - p_x) = UU_0 \quad \text{(2.124)}
\]

\[
\sum_{i=1}^{n} x_i (E_{yi} - E_{xi}) = \sum_{i=1}^{n} x_i \left( \frac{p_x}{\rho_x} \right) = \frac{1}{2} \frac{U^2}{U_0^2} \quad \text{(2.125)}
\]

The pressure equilibrium has been used in obtaining these equations. In addition, the equations of state for constituents, which are considered to be known, have the following form,

\[
f_i(p, \rho_i, E_i) = 0 \quad \text{(2.126)}
\]

\[i = 1, 2, 3, ..., n.
\]

Behind the shock front, we have either the adiabatic condition,

\[
E_{yi} - E_{xi} = \frac{p_x}{\rho_x} \rho_{xi} = \frac{1}{2} (2UU_0 - u_0^2) \quad \text{(2.127a)}
\]

\[i = 1, 2, 3, ..., (n - 1).
\]

or the isothermal condition.

\[
T_1 = T_2 = T_3 = \ldots = T_n \quad \text{(2.127b)}
\]

where $T_i$'s can be expressed in terms of $E_i$, $\rho$, and $\rho_i$. Now, the system consists of Eqs. (2.123) through (2.127). The number of equations is seen to be $2(n + 1)$ for a composite with $n$ constituents. The same number of unknowns are $\rho_1, \rho_2, \rho_3, \ldots, \rho_n, E_1, E_2, E_3, E_n$. The system of equations may be solved by a numerical scheme involving an iteration technique.
The present approach may treat \( n \) constituents. In particular, if \( n = 2 \), the result is same as that of the unidirectional fiber-reinforced composite described in the foregoing since their governing equations for both approaches can be shown to be identical. This is not surprising since the basic assumption of steady wave front was used in both approaches. The separated flow was treated previously while a uniform flow concept was employed at present. By using the present approach, however, the shearing force and heat transfer between constituents can not be calculated.

Figure 2.10. Shock Velocity vs Particle Velocity for Aluminum/C-7 Composites.
Figure 2.11. Comparison of Analysis with Experiment.
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LIST OF SYMBOLS

\[ A \] cross-sectional area
\[ c \] wave front velocity
\[ C_f \] reduced stiffness coefficient of fiber
\[ C_m \] reduced stiffness coefficient of matrix
\[ E \] Young’s Modulus; also internal energy
\[ E_x \] extension
\[ e_{ij} \] strain deviator tensor
\[ J_2 \] second invariant of the stress deviation tensor
\[ K \] elastic Bulk Modulus
\[ p \] pressure
\[ S_{ij} \] stress deviation tensor
\[ U \] shock velocity
\[ u \] particle velocity
\[ \nu \] step velocity input
\[ V_f \] fiber volume fraction
\[ V_m \] matrix volume fraction
\[ Y_0 \] yield strength
\[ \alpha \] matrix-fiber volume ratio
\[ \delta_{ij} \] Kronecker delta
\[ \nu \] Poisson’s ratio
\[ \rho \] mass density
\[ \sigma_m \] spherical stress

Preceding page blank
In this chapter, we shall discuss the propagation of abrupt changes of stress and velocity from the classical mechanics point of view. The basic approach is to take a control volume enclosing the wave front and write the conservation equations across this control volume. The linear elastic medium is considered first, this is then extended to the elastic-plastic case, and also to the elastic-plastic-hydrodynamic case. In order to tie in with the work on stress waves in bars, both uniaxial strain and uniaxial stress problems are included for the elastic-plastic medium. The differences and similarities of an elastic-plastic wave front and the shock Hugoniot are analyzed.

The stress waves discussed here are the same as “the discontinuity in the variable themselves” of Chapter 6, where the same topic is discussed from the differential equation point of view. In Chapter 5, the same “waves” are studied as steady strong disturbances from modern continuum mechanics point of view. The shock waves and precursor wave are also presented in detail in Chapters 4 and 8 from physics and thermodynamic angles.

3.1 Control Volume Approach

Let us consider a homogeneous solid medium, semi-infinite in length along the x-direction as shown in Figure 3.1. The cross-section of the medium may be of any finite shape, or may be unbounded in one or both directions. In other words, we are considering either a bar, a sheet of infinite width, or a semi-infinite medium. At the left end of the body, we apply a step velocity input, \( v \), positive as shown. We shall assume that the constitutive equation and geometry of the medium are of such a nature that the resulting stress \( \sigma_x \) will be constant over the cross-sectional area, and that the wave front will propagate towards the right at constant velocity \( c \). The validity and limitation of these assumptions will be
discussed later. After a certain time period, the wave front will separate the stressed region from the unstressed region as shown in Figure 3.1a. For certain cases, the stress field is not constant in a small region to the left of the wave front. Our theory is still applicable if this variable dynamic stress field moves at the same speed as the wave front and its volume remains unchanged.

The medium to the right of the wave front is assumed stationary, but with an initial stress $\sigma_{x1}$. The equations in this section are still applicable if the material has an initial particle velocity; in that case, both $v$ and $c$ are velocities relative to materials to the right of wave front.

Following the conventional control volume approach, we shall superimpose a left traveling velocity $c$ to the whole body so that the wave front becomes stationary relative to the particle in front of the wave. A finite control volume which contains the wave front and the region immediately behind it is taken. Therefore, the material in front of the wave is seen to enter the control volume at a velocity $c$ towards the left and moves out from the control volume at a velocity of $c - v$, as shown in Figure 3.1b.
The complex stress field immediately behind the wave front lies within the control volume and therefore does not affect the equations governing the quantities entering and leaving the control volume. In the case of the semi-infinite elastic medium, there is no complex stress field behind the wave front; abrupt jumps in stress and particle velocity exist across the wave front.

We may now write the conservation of mass and conservation of momentum equations across the control volume, or

\[ c\rho_1 A_1 = (c - v)\rho_2 A_2 \]  
(3.1)

and

\[ a_{x2} A_2 - \rho_2 A_2 (v - \dot{v})^2 = a_{x1} A_1 - \rho_1 A_1 c^2 \]  
(3.2)

where \( \rho \) is the mass density, \( A \) is the cross-section area of the control volume, \( a_x \) is the normal stress, and the 1 and 2 quantities refer to the states in front of and behind the wave, respectively. For the semi-infinite body case, both \( A_1 \) and \( A_2 \) are taken as unity.

For our present purpose, the only components of the constitutive equations required are the normal stress-strain relation, or more specifically, the stress-extension relation in the \( x \)-direction, and the area ratio \( A/A_0 \) where the subscript 0 refers to the unstressed state. We shall write these constitutive equations in the form

\[ a_x = a_x (E_x) \]  
(3.3)

\[ \frac{A}{A_0} = f(E_x) \]  
(3.4)

where \( E_x \) is the extension of an element as related to its unstrained state and defined by

\[ E_x = \frac{dx - dx_0}{dx_0} \]  
(3.5)

Relations (3.3) and (3.4) can be linear, nonlinear, elastic or plastic. The only limitation is that for certain types of these relations, our assumption of a steady wave front is not valid. The extension \( E_x \) applies to both finite and infinitesimal deformation and is related to the Lagrangian normal strain \( \varepsilon_x \) [3.1] by

\[ E_x = (1 + 2\varepsilon_x)^{1/2} - 1 \]  
(3.6)
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For small strains, \( E_x = \epsilon_x \). If the \( \sigma_x = \sigma_x(\epsilon_x) \) relation is known for a given material, the stress-extension relation, (3.3), can be obtained by Eq. (3.6).

At this time we shall introduce a quantity \( c \) which is the relative extension between the states 1 and 2 and defined as

\[
\epsilon = \frac{dx_2 - dx_1}{dx_1} = \frac{\rho_1 A_1}{\rho_2 A_2} - 1 \quad (3.7)
\]

It can be shown that \( \epsilon \) and \( E_x \) are related by

\[
\epsilon = \frac{E_{x2} - E_{x1}}{E_{x1} + 1} \quad (3.8)
\]

which for small deformations reduces to

\[
\epsilon = E_{x2} - E_{x1} = \Delta E_x \quad (3.9)
\]

Summing the number of equations available we have 2 conservation equations (3.1) and (3.2), two constitutive equations (3.3) and (3.4) relating \( \sigma_{x2}, A_1, \) and \( E_{x1} \), and two expressions, Eqs. (3.7) and (3.8). These 6 equations govern the 7 variables \( v, \rho_2, E_{x2}, \sigma_{x2}, c, \epsilon, \) and \( A_2 \). Specifying any one of these variables, and assuming that the properties in front of the wave are known, will yield all of the properties behind the wave.

Without specifying the constitutive equations (3.3) and (3.4), Eqs. (3.1), (3.2), and (3.7) yield

\[
\epsilon = -\frac{\sigma}{c} \quad (3.10)
\]

\[
\Delta F_x = -\rho_1 A_1 \epsilon v \quad (3.11)
\]

where

\[
\Delta F_x = \sigma_{x2} A_2 - \sigma_{x1} A_1 \quad (3.12)
\]

and

\[
c^2 = \frac{1}{\rho_1 A_1} \frac{\Delta F_x}{\epsilon} \quad (3.13)
\]

where (3.10) is the well-known kinematic condition, (3.11) the dynamic condition, and (3.13) gives the wave front velocity. These three equations are exact; they are true for uniaxial stress or uniaxial strain problems independent of the type of constitutive
relations encountered. At this point, we will again stress that \( c \) and \( v \) are velocities relative to the material in front of the wave.

Let us now compare our present set of equations, (3.1) to (3.4), (3.7), and (3.8), with the ones governing the classical one-dimensional compressible fluid flow problem. In the fluid case, there are three conservation equations, (mass, momentum, and energy) governing the jump in properties across a shock wave, and one constitutive equation (equation of state). These four equations govern the five variables: \( U \), shock velocity relative to the material in front of the shock; \( p \), pressure; \( \rho \), density; and \( E \), internal energy. In the present notation, it is evident that \( U = c \), \( u = v \), \( p = a_x \) and \( \rho \) is the same in both cases. The equation of state in the fluid case does not involve strain, therefore the definition of strain (or extension) is not needed. Also, for a homogeneous fluid, the area ratio \( A/A_0 \) is always unity. Since, in general, the energy term enters into the constitutive equation, the conservation of energy equation must be introduced.

In the present case of a solid medium, we have limited the constitutive relations to those which do not involve internal energy or thermodynamic consideration, therefore the conservation of energy equation is not needed.

### 3.2 Discontinuity in an Elastic Medium

We will, for convenience sake, limit our discussion to problems with small deformations, and with the state in front of the wave unstrained; embodied in this restriction is the fact that \( a_{x1} = 0 \), \( \rho_1 = \rho_0 \), \( A_1 = A_0 \), and \( E_{x2} = \epsilon_{x2} = \epsilon \).

Let us first consider a bar with lateral surfaces free from external tractions and possessing a linear stress-strain relation \( a_x = E E_x \), where \( E \) is Young's modulus. Then Eq. (3.12) reduces to

\[
\Delta F_x = A_2 \sigma_{x1}
\]

and Eq. (3.13) becomes

\[
c^2 = \frac{EA_2}{\rho_0 A_0}
\]

(3.14)

where

\[
\frac{A_2}{A_0} = (1 - \nu \epsilon_{x0})^2 = \left(1 + \frac{v}{c}\right)^2
\]

(3.15)
For a sheet which is free from surface traction and possesses a linear stress-strain relation of the form

\[ \sigma_x = E \varepsilon_x / (1 - \nu^2) \]  

(3.16)

Eq. (3.13) becomes

\[ c^2 = \frac{E}{(1 - \nu^2) \rho \sigma_0} \]  

(3.17)

where

\[ \frac{A_2}{A_0} = \left[ 1 - \frac{\nu}{(1 - \nu^2) \varepsilon_{st}} \right]^2 = \left[ 1 + \frac{\nu}{(1 - \nu) \varepsilon} \right]^2 \]  

(3.18)

For a semi-infinite medium which possesses a linear stress-strain relation of the form

\[ \sigma_x = \frac{E(1 - \nu) \varepsilon_x}{(1 + \nu)(1 - 2\nu)} \]  

(3.19)

Eq.(3.13) becomes

\[ c^2 = \frac{E(1 - \nu)}{(1 + \nu)(1 - 2\nu) \rho \sigma_0} \]  

(3.20)

If we disregard area changes due to the Poisson effect in the cases of the bar and the sheet, as is practiced in the classical bar or plate analyses, expressions (3.14) and (3.17) reduce respectively to the familiar bar and plate velocity. But expression (3.20) remains to be the exact dilatational wave velocity in an infinite elastic medium. These velocities are derived in [3.2] by applying the method of characteristics to the governing differential equations.

All equations formulated above are exact within the context of linear stress-strain relations. The only underlying assumption in the cases of the bar and the plate is that the wave front reaches a steady state after perhaps a short time period after the impact. The nonlinear dependence between the wave speed \( c \) and the particle velocity \( v \) in the cases of the bar and the sheet is due to the nonlinear area ratio. These nonlinearities usually may be ignored which is consistent with the linear elasticity theory.

3.3 Condition for Two-Wave Formation

In this section we shall discuss the case where the stress-strain relation is not linear, but is given in the general form of
In a later section, the case of elastic-plastic-hydrodynamic constitutive equations will be included. It will be seen that depending on the slope of the $\sigma_x$ vs $\epsilon_x$ curve, a single discontinuity, or wave front, may not be stable. The discussion here can also be applied to the familiar two-wave structure present when a phase transition occurs during shock wave propagation, or when an elastic precursor wave is present in uniaxial strain problems. Further
discussion of two-wave structures may be found in [3.3], [3.4],
[3.5], and [3.6].

Consider a material with the stress-strain relation as shown in
Figure 3.2. This is a typical bilinear elastic-plastic constitutive
relation. If a bar made of this material is impacted at one end, it is
customary to assume that there is a time-wise step function input in
$\sigma_x$, as shown by the horizontal line $\sigma_x = \sigma_{y0}$ in Figure 3.3.
Actually, a mathematical step function does not exist in the
laboratory; there is always a finite rise time, although it may be so
short that it is beyond the resolution of the instrumentation.
Following a similar approach given by White and Griffis [3.7],
[3.8], we shall assume that a step stress input is composed of a
large number of small but finite wavelets, as shown by the
stair-shaped curve in Figure 3.3. The step input is broken down
arbitrarily into eight smaller steps, or wavelets. It is also assumed
that the stress at the fourth wavelet is equal to the yield stress $\sigma_y$.
Each of these wavelets will propagate according to Eqs. (3.10),
(3.11), and (3.13) with the proper stress-strain relations Eqs. (3.3)
and (3.4). Assuming $\rho' = 1$ and neglecting the differences
between $\epsilon$, $\Delta E_x$, and $\Delta \epsilon_x$, the first four wavelets will all propagate
at a speed

$$c_1^1 \approx \frac{1}{\rho} \frac{\Delta \sigma_x}{\Delta \epsilon_x} = \frac{E_1}{\rho}$$

For the last four wavelets, the propagation speed is

$$c_2^2 \approx \frac{E_2}{\rho}$$

According to Eq. (3.13), the wave speed is relative to the material
particle ahead of the wave front. Here, if the particle speed in front
of the wave is $v_1$, then the wave speed relative to the undisturbed
material is $c_2 + v_1$. As indicated in Figure 3.2, the case being
considered here is such that $E_1 > E_2$; in addition, since $v_1$ is usually
much smaller than $c_1$ or $c_2$, we shall assume $c_1 > c_2 + v_1$.
Therefore, the first four wavelets propagate at a greater speed than
the last four. After a short time, these wavelets will separate into
two groups, one group consists of the first four wavelets, and
propagates at the higher speed $c_1$. Since the distances between these
wavelets are very small, they appear as one wave front. The other
group of wavelets 5, 6, 7, 8, constitute a slower wave front. Thus,
for a material with a stress-strain relation of the form of Figure 3.2,
two waves will form if the impact creates a stress above the yield
stress $\sigma_y$. 

Next, let us consider a stress-strain curve that is concave upwards, as shown in Figure 3.4. Following the same approach as before, we see that the group of low stress wavelets propagates slower than the high stress group. The high-stress wavelets very soon catch up with the low-stress wavelets and form a single sharp wave front. It is obvious that the fast wavelets cannot pass the slow ones because as soon as that happens the stress level in the fast wavelets drops, and they become slow wavelets. The speed of the final wave front depends on the slope of the line $OA$ in Figure 3.4, or, for small strains and neglecting the area change,

$$c^2 \geq \frac{1}{\rho} \frac{\Delta \sigma_x}{\Delta \epsilon_x} = \frac{1}{\rho} \frac{\sigma_{xA}}{\epsilon_{xA}}$$

(3.21)

The same explanation can be applied to materials with other types of stress-strain relations. For the case shown in Figure 3.5a,

Figure 3.5. Stress-strain relationships producing (a) a wave which spreads out (b) one finite wave front.
where the curve is concave downward, a compression impact will excite a wave that spreads out; no finite wave front will result. If the curve is concave upward as in Figure 3.5b, one wave front will result, and the wave speed is calculated from the slope of the line OA.

3.4 Elastic-Plastic Materials

The simplest type of material that will produce two distinct waves under a longitudinal impact is one with an elastic-plastic constitutive relation. We shall discuss both the uniaxial strain and the uniaxial stress cases with this type of constitutive equation.

In order to specify the plastic behavior, let us first define the stress deviation and strain deviation tensors. The stress deviation tensor, or deviator stress tensor, $S_{ij}$ is defined as

$$S_{ij} = a_{ij} - a_m \delta_{ij} \quad (3.22)$$

where $\delta_{ij}$ is the Kronecker delta, $a_m$ is the spherical stress, or mean normal stress, defined by

$$a_m = (a_x + a_y + a_z)/3 = -p \quad (3.23)$$

where $p$ represents pressure. The strain deviation tensor is defined as

$$e_{ij} = \epsilon_{ij} - \epsilon_m \delta_{ij} \quad (3.24)$$

where

$$\epsilon_m = (\epsilon_x + \epsilon_y + \epsilon_z)/3 \quad (3.25)$$

is the mean normal strain; $3 \epsilon_m$ is the cubical dilatation, or increase of volume per unit volume, for small values of strain.

As is customary, the deviator stress will be related to the elastic component of the deviator strain and the spherical component of the constitutive relation will be linear elastic, or,

$$S_{ij} = 2G e_{ij} \quad (3.26)$$

$$a_m = 3K \epsilon_m \quad (3.27)$$
where $K$ is the bulk modulus, $G$ the shear modulus and $e''_{ij}$ is defined according to general practice by decomposing the deviator strain into elastic and plastic parts, or

$$e''_{ij} = e'_{ij} + e''_{ij}$$  \hfill (3.28)

When the material is behaving elastically, $e''_{ij}$ is governed by the relation

$$e''_{ij} = \text{constant}$$  \hfill (3.29)

For loadings from an initially unstrained state, this constant is zero.

When the material is behaving plastically, $e''_{ij}$ is governed by a flow rule of the general form

$$\dot{e}''_{ij} = \frac{1}{\mu} S_{ij}$$  \hfill (3.30)

where the dot represents time differentiation. For uniaxial problems we will show that a flow rule is not needed; the yield condition is sufficient to give a stress-strain relation in the plastic range.

The decision as to whether a material is behaving elastically or plastically is dictated by a yield condition. One such yield condition is the Von Mises yield condition which states that the material is behaving elastically if

$$J_2 < \frac{1}{3} Y^2$$

and behaving plastically if

$$J_2 = \frac{1}{3} Y^2$$

where $J_2$ is the second invariant of the stress deviation tensor and in the case of an elastic-perfectly-plastic material $Y = Y_0 = \sqrt{3} Y_s$, where $Y_0$ is equal to the yield stress in simple tension (uniaxial stress) and $Y_s$ is the yield stress in pure shear. In place of the Von Mises condition, we may use the Tresca yield condition which states that the material is behaving elastically if all of the three magnitudes $|\sigma_1 - \sigma_2|$, $|\sigma_2 - \sigma_3|$, $|\sigma_3 - \sigma_1|$ are less than $Y$, and behaving plastically if any one of the three is equal to $Y$; $\sigma_1$, $\sigma_2$, $\sigma_3$ are principle stresses.

For the following discussions we will limit ourselves to problems of loading from an initially unstrained state.
3.5 Uniaxial Strain Problem

Let us now consider the special case of uniaxial strain problem characterized by the condition,

\[ \varepsilon_x = c_x(x) \]

The only nonvanishing strain is \( \varepsilon_x \). The normal stress in the y and z directions are equal, or, \( \sigma_y = \sigma_z \). Keeping in mind that in this case \( \varepsilon_m = \varepsilon_x / 3 \), and \( 3\varepsilon_m = 2\varepsilon_x \), we see that the Von Mises yield condition reduces to

\[ |S_x| = \frac{2}{3} Y \]  

(3.32)

It can be shown that the Tresca yield condition for uniaxial strain problem is also Eq. (3.32). When a material exhibits work hardening, \( Y \) is not constant. For this discussion we will assume a simplified expression for \( Y \) of the form \( Y = Y_0 + k \varepsilon_x^p \), or more specifically, \( Y = Y_0 + k \varepsilon_x^p \). For an elastic, linear work hardening material, the constitutive equations reduce to,

\[ \sigma_m = K\varepsilon_x \]  

(3.33)

\[ S_x = 2G(\frac{2}{3}\varepsilon_x - \varepsilon_x^p) \]  

(3.34)

and, either

\[ \varepsilon_x^p = 0 \text{ when } |S_x| < \frac{2}{3} Y \]  

(3.35)

or

\[ S_x = \frac{2}{3}(Y_0 + k\varepsilon_x^p) \text{ when } |S_x| = \frac{2}{3} Y \]  

(3.36)

where the upper sign is for tension and the lower sign for compression. The four variables \( \sigma_m \), \( \varepsilon_x \), \( S_x \) and \( \varepsilon_x^p \) are governed by the three equations, (3.33), (3.34), and either (3.35) or (3.36). If \( k \) is zero, the material becomes elastic-perfectly-plastic.

In order to study the propagation of abrupt wave fronts, we may derive the following stress-strain relations. In the elastic range

\[ \sigma_x = (K + \frac{4}{3}G)\varepsilon_x \text{ when } |S_x| < \frac{2}{3} Y \]  

(3.37)
Equations (3.36) to (3.39) are plotted in Figure 3.6a.

The $u_x$ vs $\varepsilon_x$ curve represents a bilinear stress-strain relation. According to the discussion of the previous section, an elastic precursor wave will precede the plastic wave if an impact generates a stress above the yield point. There is no area change across a wave front in the uniaxial strain problem. Therefore, noting that $\varepsilon = \Delta \varepsilon_x$, the elastic wave front propagates at a velocity, $c$, given by Eq. (3.13), or

\[
\frac{c^2}{\rho_1} = K + \frac{4G}{3} \frac{1}{\rho_1}
\]  

(3.40)

which is identical to Eq. (3.20). The plastic wave front propagates at a speed, relative to the material in front, given by

\[
\left(\frac{c^2}{\rho_1}\right) = K + \frac{4G}{3} + K \frac{Gk}{(k + 3G)}
\]  

(3.41)

When the material is elastic-perfectly-plastic, $k$ vanishes, and the plastic wave speed becomes

\[
c = \left(\frac{K}{\rho}\right)^{1/2}
\]  

(3.42)

and the corresponding stress-strain curves are shown in Figure 3.6h. The wave speed given by Eq. (3.42) is sometimes known as the "bulk velocity". As can be seen here, it is the wave speed of a material with elastic spherical stress-strain relation, elastic-perfectly-plastic deviator stress-strain relations, under a state of uniaxial strain, and loaded beyond the yield point. Note that the slope of the stress-strain curve does not vanish for uniaxial strain problems with perfectly plastic materials. The bulk velocity may also be considered as the limiting case of vanishing shear modulus, as can be seen from Eq. (3.41), [3.3].
The normal stress at yield for a perfectly plastic material is

\[ \sigma_x = \frac{1}{2}(K/G + \frac{4}{3})Y_0 \]  

(3.43)

Figure 3.6. Stress-strain relation for uniaxial strain problem.
This stress is sometimes referred to as the Hugoniot elastic limit \([3.5]\). Note also that the relation between yield stress in simple tension, \(Y_0\), and yield stress in pure shear, \(Y_s\), is \(Y_0 = \sqrt{3} Y_s\) under the Von Mises yield condition. Under the Tresca yield condition \(Y_0 = 2 Y_s\).

### 3.6 Uniaxial Stress Problem

Tension and compression waves in a string or a bar are characterized by the following conditions.

\[
\sigma_x = \sigma_x(x) \quad \sigma_x = \sigma_z = \tau_{yz} = \tau_{xz} = \tau_{xy} = 0 \quad (3.44)
\]

\[
\epsilon_y = \epsilon_x
\]

The only nonvanishing stress is \(\sigma_x\). This type of problem may be called a uniaxial stress problem. It should be noted that this state of stress and strain does not satisfy all the compatibility equations in the linear theory of elasticity, and thus is only an approximate theory. Consider again a material with elastic spherical, and elastic-plastic (linear work hardening) deviator stress-strain relations. From Eq. (3.44), we note that

\[
\sigma_m = \frac{1}{3} \sigma_x
\]

\[
S_x = \frac{2}{3} \sigma_x \quad (3.45)
\]

The Von Mises yield condition and Tresca yield condition both reduce to \(|S_x| = 2Y/3\), the same as Eq. (3.32) for uniaxial strain problem. The constitutive relations are then,

\[
\sigma_x = 9K \epsilon_m \quad (3.46)
\]

\[
\epsilon_x = \frac{1}{3G} \sigma_x + \epsilon^p_x \quad (3.47)
\]

and, either in the elastic range

\[
\epsilon^p_x = 0 \text{ when } |S_x| < \frac{2}{3} Y \quad (3.48)
\]
or, in the plastic range

\[ S_x = \frac{\gamma}{3} \sigma_x - \frac{1}{\sigma_x}(Y_0 + k c^p) \]  (3.49)

Similar to the uniaxial strain case, the four variables \( \sigma_x, \epsilon_m, \epsilon_x, \text{ and } c_p \) are governed by the three equations, (3.46), (3.47), and either (3.48) or (3.49). These equations can be arranged, in the elastic range, as

\[ \epsilon_x = \frac{\sigma_x}{E} \quad \text{when } |S_x| < \frac{2}{3} Y \]  (3.50a)

In the plastic range,

\[ \epsilon_x = \sigma_x \left( \frac{1}{3G} + \frac{1}{9K} + 1/k \right) - \frac{Y_0}{k} \quad \text{when } |S_x| = \frac{2}{3} Y \]  (3.50b)

The stress-strain relations of Eqs. (3.50) are plotted in Figure 3.7. Note that when the material is perfectly plastic, \( k = 0 \), the stress-strain curve has a zero slope; the material has uncontained plastic flow and plastic wave front speed becomes zero. This is different from the corresponding uniaxial strain case where the plastic wave speed for perfectly plastic material is \( (K/\rho)^{1/2} \).

![Figure 3.7. Stress-strain relation for uniaxial stress problem.](image)

### 3.7 Elastic-Plastic-Hydrodynamic Materials

Under very high pressure, the spherical components of stress and strain are no longer related by linear Hooke's law; thermodynamic effects must be included in the constitutive
relations. In this section, we shall assume that the spherical component of the constitutive relation is replaced by a simple equation of state. This type of material will be called the elastic-plastic-hydrodynamic (EPH) material.

The equation of state of the EPH materials is written in the general form

\[ \sigma_m = \sigma_m(\rho, E) \]  

(3.51)

where \( \rho \) is the density and \( E \) the specific internal energy. This equation replaces the elastic spherical stress-strain relation, \( \sigma_m = K \varepsilon_m \), used before for an elastic-plastic material. The introduction of the internal energy terms complicates the constitutive relations; the stress-strain relations cannot be determined in general; they are dependent on the process involved.

For the linear elastic material and the elastic-plastic material discussed previously, a direct one to one relation between stress and strain exists. For given initial conditions, a stress-strain curve can be plotted for loading, independent of the loading path, or process involved. For instance, the elastic-plastic relation for the uniaxial strain case is given by Eqs. (3.33), (3.34), and either (3.35) or (3.36), which govern the four variables \( \sigma_m, \varepsilon_x, S_x, \) and \( e_x^P \). The curve \( \sigma_x \) vs \( \varepsilon_x \) plotted from these equations is applicable to any type of loading. Now, for the EPH material Eq. (3.23) is replaced by Eq. (3.51). Adopting the strain-density relation

\[ \varepsilon_x = \frac{\rho_{0} - \rho}{\rho} \]  

(3.52)

for the EPH material under uniaxial strain, we have four equations, (3.34), (3.35) or (3.36), (3.51), and (3.52), which govern the six variables \( \sigma_m, \varepsilon_x, S_x, e_x^P, \rho, \) and \( E \). These equations are not sufficient to solve for \( \sigma_x = \sigma_x(\varepsilon_x) \) relation; an additional equation, or process, would have to be specified. For the present purpose, we are considering only the process across a discontinuous wave front, or a shock, we may use the conservation of energy equation across the shock for the additional equation. Assuming that ahead of the shock the material is stress free, the energy equation across the shock is

\[ a_x v = \rho_1 c \left[ (v^2/2) + E_2 - E_1 \right] \]  

(3.53)
where \( v \) and \( c \) are both velocities relative to the material ahead of the shock. Since the particle velocity \( v \) is involved here, we are compelled to use the other two conservation equations for establishing a stress-strain relation. With no area change in the uniaxial strain problem, the equations of conservation of mass and momentum, Eq. (3.1) and (3.2), become

\[
cp_1 = (c - v)p_2
\]

\[
u_{r2} = u_{r1} - \mu_{r}(c - v)^2 - \rho_1 c^2
\]

Altogether, now we have seven equations, (3.34), (3.35) or (3.36), (3.51), (3.52), (3.53), (3.54), and (3.55), which govern the eight variables \( \sigma_{xx}, \epsilon_x, S_{xx}, v_x^p, \rho, E, c, \) and \( v \). Solving these equations, we can plot a \( \sigma_x \) vs \( \epsilon_x \) curve, or a curve governing any two of the variables. Thus, if the properties in front of the shock are known, specification of any one of the seven quantities behind the shock, or the shock velocity itself, will determine the rest. A typical set of stress-strain curves are shown in Figure 3.8. It must be emphasized again that Figure 3.8 gives the state of stress and strain behind the shock, and it does not represent a general constitutive relation. It is equivalent to the shock Hugoniot of compressible fluid, but not the complete equation of state.

---

Figure 3.8. Schematic stress-strain curves for an elastic-plastic-hydrodynamic material.
Due to the nonlinear nature of the equation of state, the $\sigma_x$ vs $\epsilon_x$, and other functional relations between any two variables in general cannot be expressed in closed form equations. Curves like those in Figure 3.8 are usually plotted by numerical means.

Eq. (3.52) is only one possible means of relating the normal strain with density. Depending on the definition used for strain, other types of strain density relations may be written, e.g.

$$\epsilon_x = \ln\left(\frac{\rho'}{\rho_0}\right)$$  \hspace{1cm} (3.56)

and

$$\epsilon_x = \frac{\rho_0 - \rho}{\rho_0}$$  \hspace{1cm} (3.57)

which are the natural logarithmic strain, and extension per unit deformed length, respectively. Note that the strain defined in Eq. (3.52) is actually the extension (per unit original length), as can be seen from Eqs. (3.5) and (3.7). We shall restrict our strain to that defined by Eq. (3.52), thus $\epsilon_x = E_x$. If the material is unstrained in front of the wave, the strain is equal to the relative extension $\epsilon_x = \epsilon$. When an unstrained material is under a sudden impact, a single stable wave will be excited if the stress behind the wave is below the point A in Figure 3.8. The wave front speed, according to Eq. (3.13), is

$$c^2 = \frac{1}{\rho_0 \epsilon_x} \sigma_x$$  \hspace{1cm} (3.58)

where $\sigma_x$ and $\epsilon_x$ are the stress and strain behind the wave front, and since in front of the wave there is no strain, $\rho_A = \rho_0$. When the impact speed is higher and the stress behind the wave is moderately above point A, a two-wave structure prevails; the faster wave, known as the elastic precursor wave, travels at a speed given by

$$c^2 = \frac{1}{\rho_0 \epsilon_x} \sigma_{\lambda}$$  \hspace{1cm} (3.59)

The slower wave, known either as the plastic wave or shock wave, propagates at a speed

$$c^2 = \frac{1}{\rho_A} \left( \frac{\sigma_x - \sigma_{xA}}{\epsilon_x - \epsilon_{xA}} \right) \left( \epsilon_{xA} + 1 \right) = \frac{\rho_0}{\rho_A^2} \frac{\sigma_x - \sigma_{xA}}{\epsilon_x - \epsilon_{xA}}$$  \hspace{1cm} (3.60)
From Figure 3.8, it can be seen that the square of the precursor wave speed is given by the slope of the straight line joining points 0 and A multiplied by $1/\rho_0$; the square of the plastic wave speed is given by the slope of the line joining the point A and the point of the final state, say point B, multiplied by the constant $\rho_c / \rho_A^2$. The stress at point A is known as the Hugoniot elastic limit. Note that the Hugoniot elastic limit refers here to the stress $\sigma_x$, not the pressure, $p_m$.

As the impact speed and the final stress increase, the plastic wave speed also increases, while the elastic precursor wave speed remains constant. The point C in Figure 3.8 represents the state where the plastic wave speed is equal to the elastic precursor speed, or

$$\left[\frac{\rho_0}{\rho_A^2} \left(\frac{\sigma_{xC} - \sigma_{xA}}{\epsilon_{xC} - \epsilon_{xA}}\right)\right]^{1/2} + v_A = \left(\frac{1}{\rho_0} \frac{\sigma_{xA}}{\epsilon_{xA}}\right)^{1/2}$$  \hspace{1cm} (3.61)

When the stress after impact is higher than $\sigma_{xC}$, a single-wave is again stable, and the shock wave speed is given again by Eq. (3.58).

If the deviator stress-strain relation is elastic-perfectly-plastic, then $i^* = 0$, and the $S_x$ vs $\epsilon_x$ curve in the plastic range would be horizontal in Figure 3.8. If $k \to \infty$, then the $S_x$ curve in Figure 3.8 would be one straight line and point C on the $\sigma_x$ curves would coincide with point A.

A few other types of curves representing the condition behind the wave are often used in the literature. Figure 3.9 contains schematic curves of various stresses plotted against the specific volume, $1/\rho$. The slope of lines joining points on the $\sigma_x$ vs $(1/\rho)$ curve also represents the square of the wave speed. For instance, the elastic precursor speed is

$$c^2 = \frac{1}{\rho_0^2} \frac{\sigma_{xA}}{\left(\frac{1}{\rho_A} - \frac{1}{\rho_0}\right)}$$  \hspace{1cm} (3.62)

In Figure 3.9 the straight line AB is known as the Rayleigh line (see Chapters 4 and 8).

Similar to the pressure vs particle velocity Hugoniot curves, we can plot the stress against particle velocity, as shown in Figure 3.10. The wave speeds can also be expressed in terms of the slopes of
lines in this Figure. When this is a single wave, with a stress either below \( \sigma_A \) or above \( \sigma_C \), the wave speed is

\[
c = -\frac{1}{\rho_0} \frac{\sigma_x}{v}
\]  

(3.63)

The elastic precursor wave speed is

\[
c = -\frac{1}{\rho_0} \frac{\sigma_{xA}}{v_A}
\]  

(3.64)

and the plastic wave speed, relative to the material behind the precursor, is

\[
c = -\frac{1}{\rho_0} \frac{\sigma_x - \sigma_{xA}}{v - v_A}
\]  

(3.65)

We can also plot a "shock velocity" against particle velocity curve, just like the conventional Hugoniot curve. Figure 3.11 is such a plot, where \( U \) is the wave speed relative to the undisturbed material, and \( U = c + v_A \) when there is a precursor wave; otherwise, \( U = c \).

Figure 3.9. Schematic stress vs \( 1/\rho \) curves for an elastic-plastic-hydrodynamic material.
To demonstrate the order of magnitude of the stress-strain curves of a realistic material, we have made calculations for aluminum with an assumed EPH constitutive relation. The equation of state used is of the form

\[ \sigma_m = -a\eta - b\eta^2 - d\eta^3 - f\rho E \]  \hspace{1cm} (3.66)

where

\[ \eta = \frac{\rho}{\rho_0} - 1 \] \hspace{1cm} (3.67)

and \( a = 773 \text{ Kbar}; \ b = 491 \text{ Kbar}; \ d = 469 \text{ Kbar}; \ f = 2.13 \)
Also, we shall use the following values,

\[ G = 276.1 \text{ Kbar}, \ Y = 2.976 \text{ Kbar}; \ k = 0, \text{ or } 276.1 \]

We shall now show an example of an impact problem where an initial two-wave structure is weakened to one wave by a rarefaction wave. The problem involves the impact of a thin flyer plate on a finite-thickness target plate, as shown schematically in Figure 3.12.

We shall consider the case of a moderate impact speed, where both an elastic wave and a plastic wave propagate into the target; both are compression waves. After intersecting the free surface of the target plate, the elastic precursor wave reflects as an elastic expansion wave. When this expansion wave interacts with the plastic wave at point I, the strength of the plastic wave is decreased. That is, the increase of compressive stress from region \( a_1 \) to \( a_2 \) is greater than that from regions \( b_1 \) to \( b_2 \). Eventually through a series of interactions between the elastic and plastic waves, the stress behind the two-wave structure (\( \sigma_x \) in region \( c_2 \)) will fall below point A in Figure 3.8, and only a one-wave structure (elastic wave) will be supported in the target plate. From point II in Figure 3.12 to the free surface, the material will not be deformed plastically.

Let us emphasize the fact that to construct a stress-strain curve behind the shock in this problem, a set of 8 equations in 9 unknowns must be solved. The properties ahead of the shock must also be known. As the properties ahead of the wave change so will the stress-strain curve representing all possible states behind the wave. Referring to Figure 3.12, we will notice that the states in regions \( a_1, b_1 \) and \( c_1 \) (states in front of the waves) are not the same, thus the stress-strain curves representing all possible states in regions \( a_2, b_2, c_2 \), (all possible states behind the waves) will also not be identical.

### 3.8 Wave Front in Composite Materials

Applying the control volume analysis outlined previously, we shall now investigate the elastic unidirectional wave front in composite bodies. These composites may be either laminated or fiber reinforced. The waves are initiated by imparting a uniform particle velocity \( v \) in the \( x \)-direction at the one end of the semi-infinite body, Figure 3.13. The wave front is again assumed to reach a steady state after a short time period. In addition, a perfect interface bonding is also assumed.
We shall restrict our discussion to small values of strain. The material in front of the wave is considered as unstrained. The discussion is also limited to composites of two constituents. These restrictions are imposed for simplicity; the more general cases may be analyzed with the same procedures.

We select a representative section such as shown by lines a-a and b-b in Figure 3.13. This section is enlarged in Figure 3.14 to show the details of the chosen control volume. It is seen that the interface between the fiber and the matrix is distorted in the region immediately behind the wave front, and a dynamical shearing stress exists along the curved surface. The complex stress field is assumed to be limited in extent; at a distance to the left of the wave front there is essentially a quasi-static zone in which the particle velocity is uniform and the interface shear stress vanishes. Thus, by writing
Figure 3.13. Isometric views of composite bodies (a) laminated medium (b) fiber-reinforced medium (c) laminated plate and (d) two-ply plate.

the steady state continuity equations for the part of the matrix and the fiber respectively, we obtain

\[ \rho_m A_m' (c - v) = \rho_m A_m c \]

\[ \rho_f A_f' (c - v) = \rho_f A_f c \] (3.68)

where a prime refers to the quasi-statically strained state, \( m \) refers to the matrix material and \( f \) the fiber material.
DISCONTINUOUS STRESS WAVES

Since the material is unstrained ahead of the wave front, the relative extension, $\epsilon_r$, is equal to the extension, $E_x$. The extension $E_x$ is also equal to the normal strain $\epsilon_x$. From Eq. (3.7), we see that

$$\rho_m A_m = \rho_{m'} A_{m'} (1 + \epsilon_{mx})$$
$$\rho_f A_f = \rho_{f'} A_{f'} (1 + \epsilon_{xf})$$

(3.69)

Combining Eqs. (3.68) and (3.69), we obtain the kinematic condition of Love

$$\epsilon_{xm} = \epsilon_{xf} = -\frac{u}{c}$$

(3.70)

which is the same as in the homogeneous material, Eq. (3.10).

The unidirectional stress-strain relations for the materials on the left of the control volume, i.e., in the quasi-static strain zone, may be expressed in the general form

$$\sigma_{xm} = C_m \epsilon_{xm}$$
$$\sigma_{xf} = C_f \epsilon_{xf}$$

(3.71)

in which the reduced stiffness coefficients $C_m$ and $C_f$, for the matrix and the fiber respectively, are to be determined from the imposed equilibrium and geometric restraints for the specific

Figure 3.14. Stationary control volume.
problems considered. Note that $C_m$ and $C_f$ are the reduced stiffness coefficients of matrix and fiber when they are in the composite; they are not the values when each material is situated alone. By combining the two equations of (3.71), we note that the "average stress" may be obtained in terms of $E_x$ and an "average reduced stiffness,"

$$\sigma_{av} = \sigma_{xm} V_m + \sigma_{xf} V_f = \left(V_m C_m + V_f C_f \right) \varepsilon_x \tag{3.72}$$

where $V_m$ and $V_f$ are volume fractions of matrix and fiber, respectively.

It remains now to write the momentum equation across the chosen control volume. This is done by considering either separately the portions of the matrix and the fiber of the control volume, Figure 3.14, or by combining the two parts as a whole. In the first case, the interface shear stress will appear in the two momentum equations, but may be eliminated from these equations easily; while in the latter case, the shear stress is only an internal stress, therefore it does not affect the total balance of momentum. From either approach, the resulting momentum equation takes the general form

$$\sigma_{xm} A'_m + \sigma_{xf} A'_f = -cv(\rho_m A_m + \rho_f A_f) \tag{3.73}$$

where, as before, $c$ is the constant wave speed and $v$ is the uniform particle velocity.

Let the matrix-fiber volume ratio (also area ratio) of the control volume be denoted by

$$\alpha = V_m / V_f = A_m / A_f \tag{3.74}$$

By using the relations in Eqs. (3.70) and (3.71) we obtain from Eq. (3.73) the wave front speed

$$c^2 = \left(\alpha C_m \frac{A'_m}{A_m} + C_f \frac{A'_f}{A_f} \right) / (\alpha \rho_m + \rho_f) \tag{3.75}$$

in which the area ratios $A'_m/A_m$ and $A'_f/A_f$ depend on the geometric dimensions and matrix-fiber arrangement for a specific problem considered. In general, these area ratios can be expressed as a function of $v/c$ or the longitudinal strain $\varepsilon_x$. Therefore, Equation (3.75) depicts a nonlinear dependence between $c$ and $v$. For small
values of strain, the nonlinear dependence between \( e \) and \( v \) is rather weak. Thus, by making the area ratios a unity, we obtain approximately the wave speed,

\[
\frac{c^2}{c_o^2} = \left( \frac{\nu_m C_m + V_f C_f}{V_m \rho_m + V_f \rho_f} \right)
\]

which is independent of \( v \).

Note that the terms of the right-hand side of Eq. (3.76) are the ratio of two average quantities. The denominator represents the "average density" while the numerator is the "average reduced stiffness". In particular, \( C_m \) and \( C_f \) are derived from the conditions of the individual material behavior, the specific manner of the matrix-fiber arrangement, and the geometric dimension of the composite considered. This average reduced stiffness is therefore different from that obtained by the rule of mixture, although the average density of the composite remains the same.

When the composite body is made homogeneous and isotropic, that is, when the two materials have the same properties or one of the constituents has a zero volume (\( a \to 0 \) if all is fiber, \( a \to \infty \) if all is matrix), it is easily seen that Eq. (3.75) reduces to Eq. (3.17) for a plate, to Eq. (3.20) for an infinite medium.

### 3.9 Interface Shear Stress Near the Wave Front

Consideration is now given to the determination of the shear stress on the matrix-fiber interface. Since the particle velocity of the matrix and fiber materials are the same in the quasi-static zone (behind the control volume), a shear stress exists only on the interface within the dynamic stress field, i.e., inside the control volume, as shown in Figure 3.14. The exact distribution of the shear stress, however, is indeterminate by the present analysis. In what follows, we assume the interface area on which shear stress exists is approximately the same as that of the cross-sectional area of the control volume. Then by writing the momentum equation for either the matrix or the fiber part of the control volume, the total shear force on the interface is obtained explicitly in the form

\[
F_i = -\rho_m A_m c v - \rho_f A_f c v
\]

where \( A_m \) and \( A_f \) are the cross-sectional areas of the matrix and fiber parts, respectively.
Figure 3.15. Wave front speed vs fiber content for a Boron-epoxy laminated medium.

The average shear stress is obtained by dividing $F_x$ by the area $(A_m + A_f)$,

$$\tau_{av} = -\frac{\alpha}{1 + \alpha} \left( \rho_m c v - C_m \frac{v}{c} \frac{A_m}{A_m} \right)$$  \hspace{0.5cm} (3.78)

Again, if the area ratio $A_m/A_m$ is made unity, we obtain approximately,

$$\tau_{av} \approx -\frac{\alpha}{1 + \alpha} \left( \rho_m c v - C_m \frac{v}{c} \right)$$  \hspace{0.5cm} (3.79)

which is a linear function of $v$.

Illustrative Example

The general equations governing the steady-state wave front derived above are valid for all types of unidirectional composite materials. For each specific type of composite, the particular expressions of the reduced stiffness coefficients $C_m$ and $C_f$, and the area ratios $A_m/A_m$ and $A_f/A_f$ must be obtained separately. In Ref. [3.9], four types of composites are considered in detail. Here, we shall summarize the results for the case of semi-infinite laminated medium.
For this case, we may write three Hooke's law equations, the three normal components of

$$\sigma_{ij} = 2\mu \varepsilon_{ij} + 3\lambda c_m \delta_{ij} \quad (3.80)$$

for each constituent. In addition, we shall require that the normal strain in the z-direction vanish and the total area is unchanged, or,

$$\varepsilon_{zm} = 0, \quad \varepsilon_{zf} = 0 \quad (3.81)$$

$$A_m + A_f = A'_m + A'_f \quad (3.82)$$

To maintain equilibrium at the interface, we shall require that

$$a_{ym} = a_{sf} \quad (3.83)$$

The conditions (3.81) to (3.83), when combined with the six Hooke's law equations, Eq. (3.80), can be arranged to give

$$C_m = (\lambda_m + 2\mu_m) - \lambda_m \nu^* \quad (3.84)$$

$$C_f = (\lambda_f + 2\mu_f) + \alpha \lambda_f \nu^*$$

where

$$\nu^* = -\frac{c_{ym}}{c_{zm}} = \frac{\lambda_m - \lambda_f}{\lambda_m + 2\mu_m + \alpha(\lambda_f + 2\mu_f)} \quad (3.85)$$

The area ratio can also be obtained easily from the above conditions and they are:

$$A'_m = A_m \quad (3.86)$$

$$A'_f = A_f + \nu^* \frac{v}{c}$$

Numerical calculations have been made for a laminated composite of boron and epoxy with the following constituent properties:

<table>
<thead>
<tr>
<th>Epoxy</th>
<th>Boron</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_m = 72 \times 10^2$ psf</td>
<td>$E_f = 8460 \times 10^6$ psf</td>
</tr>
<tr>
<td>$\nu_m = 0.35$</td>
<td>$\nu_f = 0.30$</td>
</tr>
<tr>
<td>$\rho_m = 2.4$ slug/ft$^3$</td>
<td>$\rho_f = 5.1$ slug/ft$^3$</td>
</tr>
</tbody>
</table>
For comparison purposes, an "average wave speed" is also calculated according to the formula

\[ c_a^2 = \frac{E_{av}(1 - \nu_{av})}{\rho_{av}(1 + \nu_{av})(1 - 2\nu_{av})} \]  

(3.87)

where \( E_{av}, \rho_{av}, \) and \( \nu_{av} \) are the volume average of these quantities. The ratio of the linearized wave speed \( c_0 \) and the average wave speed \( c_a \) is plotted against "fiber" volume in Figure 3.15. It can be seen that the average speed can be different from \( c_0 \) by 15%.

Experimental measurement of the wave speed in unidirectional composite materials is currently being made by many investigators. The dynamic photoelastic method has been used in measuring wave speed in laminated sheets, [3.10], [3.11]. Preliminary results indicate that the wave front reaches a steady state within a short distance, although no conclusion has been reached as to the accuracy of the present theory as compared to measurements.
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The first scientific application of shock waves provided information about equations of state of solids at very high pressures. This is still one of the very important uses of shock experiments, and much effort is devoted to generation and interpretation of data. Before we can appreciate this work and understand fully the process for developing an equation of state from shock wave data, we must consider some basic thermodynamic and mechanical questions concerning the deformation and compression of a solid.

4.1 Complete Equations of State [4.1]

The thermodynamic properties of a substance are related to its capacity for absorbing heat and storing it as thermal energy and to the manner in which work can be done upon it. These properties can be summarized in the potential functions of thermodynamics: internal energy, $E$, enthalpy, $H$, Helmholtz free energy, $A$ and Gibbs free energy, $G$. All of the thermodynamics of a substance or system is contained in any one of these forms. Each of these potentials is a
function of a thermal variable, \( T \) (Temperature) or \( S \) (Entropy), and of a set of work variables which may be mechanical, electrical or other. If work done on the substance is characterized by the relation \( dW = \Sigma X_i dy_i \), where the \( X_i \) are generalized forces and \( dy_i \) are generalized displacements, the Helmholtz free energy, \( A \), can be written

\[
A = A(T, y_i)
\]

\[
dA = - SdT + \sum X_i dy_i
\]

For example if a continuum can support a system of stresses \( \sigma_{ij} \) and in the process develops strains \( \epsilon_{ij} \), then

\[
\sigma_{ij} \rightarrow X_i, \epsilon_{ij} \rightarrow y_i, A = A(T, \epsilon_{ij}), \text{ and}
\]

\[
dA = - SdT + V \sum_i \sum_f \sigma_{ij} d\epsilon_{ij}
\]

where \( V \) is specific volume. In this as in all other equations of this chapter, extensive quantities will refer to unit mass of substance.

The \( X_i \) and \( y_i \) of Eq. (4.2) need not be independent. Of the nine components of stress or strain in a continuum, only six are independent. It is often convenient to choose these as density or specific volume, pressure and stress and strain deviators. These are defined as follows:

- Stress deviators: \( S_{ij} = \sigma_{ij} + p\delta_{ij} \)

- Strain deviators: \( \epsilon_{ij} = \epsilon_{ij} - (\Theta / 3)\delta_{ij} \)

- Pressure: \( p = - \sigma_{ii}/3 \)

- Dilatation: \( d\Theta = d\epsilon_{ii} = dV/V \)

Dilatation is defined only incrementally since it is not simply related to the trace of the strain matrix for large strains. With these variables the Helmholtz free energy is

\[
dA = - SdT - Vpd\Theta + V \sum_i \sum_f S_{ij} d\epsilon_{ij}
\]
In principal axis coordinates

\[ dA = - SdT - Vpd\theta + V\sum_j S_j d\epsilon_j \]  

(4.9)

Only two of the \( S_j \)'s and \( \epsilon_j \)'s are independent; the sums of each of them must vanish, by definition.

The second term on the r.h.s. of Eq. (4.9) represents work done by compression; the third is work of deformation. The latter is normally the source of irreversibility when elastic limits are exceeded, as in yield and plastic flow.

Thermodynamics of a fluid are contained in Eq. (4.9) as a special case. Stress and strain deviators vanish in a fluid in equilibrium, so the \( X_i \) and \( y_j \) of Eq. (4.2) reduce to one term each:

\[ X_i \rightarrow -p, \ y_j \rightarrow V, \ dW = -pdV. \]

The same is true for hydrostatic compression of a solid. The thermodynamics of such systems has been thoroughly developed, and this fact is useful when we come to uniaxial strain because there, too, there is but one work term and the thermodynamics is identical as long as elastic limits are not exceeded.

It was mentioned earlier that any one of the potential functions provides a complete equation of state. Independent variables are different for each one, and this normally determines the choice of potentials. Transformations among them are simple:

Gibbs Free Energy: \( G(T, X_i) = A - \sum X_i y_i \)

(4.10)

Enthalpy: \( H(S, X_i) = G + ST \)

(4.11)

Internal Energy: \( E(S, y_i) = H + \sum_i X_i y_i \)

(4.12)

The Helmholtz function is a particularly useful one because of its simple relation to the partition function, \( Z \), which can be determined directly from atomic models by statistical methods. This will be discussed in more detail in Section 4.4.

Equilibrium mechanical and thermal properties of a continuum are obtained directly as derivatives of the potentials. For a continuum in hydrostatic compression, assuming \( A(T, V) \) to be known, we have from Eq. (4.9)

\[ S = - A_T, \ p = - A_V \]

(4.13)
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where differentiation is denoted by a subscript: \( A_T = (\partial A/\partial T)_V \), etc. Other measurable quantities are given by higher derivatives:

Specific heat: \( C_V = T(\partial S/\partial T)_V = -TA_{TT} \) \hspace{1cm} (4.14)

Bulk modulus: \( K = -V(\partial p/\partial V)_T = VA_{VV} \) \hspace{1cm} (4.15)

Cross derivatives produce various thermodynamic identities: for example

\[ A_{TV} = - (\partial S/\partial V)_T \quad A_{VT} = - (\partial p/\partial T)_V \equiv - \Gamma C_V / V \] \hspace{1cm} (4.16)

where \( \Gamma \) is the Grüneisen parameter [4.2]. From higher derivatives still other identities can be established:

\[ A_{TTV} = - (1/T)(\partial C_V / \partial V)_T = A_{VT} \]
\[ = - (1/V)[(\partial (\Gamma C_V)/\partial T)_V] \]

\[ A_{VV} = (1/V)(\partial K / \partial T)_V = A_{TV} = [\partial (K\alpha)/\partial V]_T \] \hspace{1cm} (4.18)

where \( \alpha \) is thermal expansion coefficient, \((1/V)(\partial V/\partial T)_p\). In obtaining Eq. (4.18) the identity

\[ (\partial S/\partial V)_T = - K\alpha \] \hspace{1cm} (4.19)

has been used.

The actual situation envisioned here in which \( A(V,T) \) or \( G(p,T) \) is exactly known is seldom met. More often one must fabricate an equation of state from fragmentary measurements of isothermal compression, ultrasonic velocity measurements, shock measurements, miscellaneous measurements of thermal expansion and specific heat, theoretical models, and the like. As we shall see, shock measurements can and do contribute significantly to total knowledge of equations of state, though they are necessarily subject to uncertainties of interpretation.

As long as the deformation is elastic, deformation properties can be obtained by differentiating \( A \) according to Eq. (4.19) or equivalent:

\[ S_i = \partial A/\partial \varepsilon_i \], etc. \hspace{1cm} (4.20) \]
Then cross-derivatives yield various identities among deviators and other quantities. In dealing with shock phenomena, such relations are seldom useful, except for such materials as quartz and alumina, which have very high elastic limits. When the elastic limit is exceeded, $A$ ceases to be a point function of the strain deviators, and thermodynamic behavior is irreversible. This leads to grave difficulties in general formulations of $A$; but understanding is still possible for particular cases, as in uniaxial strain, to be discussed in the next section.

Special emphasis has been placed on hydrostatic compression in this section, in spite of our primary interest in plane shock waves in which uniaxial strain applies. This too will be discussed in the next section where it will be shown that the thermodynamics of shock compression is well approximated by that of hydrostatic compression when the energy of deformation is relatively small.

4.2 Uniaxial Strain and Hydrostatic Compression

The thermodynamics of uniaxial strain is formally identical to that for hydrostatic compression because the mechanical work in this case can also be described by a single term,

$$dW = - p_x dV = - V p_x d\varepsilon_x$$  \hspace{1cm} (4.21)

where $p_x = -\sigma_x = \text{compressive stress in the direction of displacement}$, $d\varepsilon_x = dV/V$ is the sole component of strain, and principle axes of stress and strain lie in and perpendicular to the direction of displacement. Then changes in internal energy per unit mass are given by

$$dE = dQ - V p_x d\varepsilon_x$$  \hspace{1cm} (4.22)

The work of Eq. (4.21) can be separated into work of compression and work of deformation by introducing the stress and strain deviators (Eqs. (4.4) and (4.5):

$$dW = - V p d\Theta + V \sum_i S_i d\varepsilon_i$$  \hspace{1cm} (4.23)

where

$$S_x = 4\tau/3, \quad S_y = S_z = -2\tau/3 \quad \tau = (\sigma_x - \sigma_y)/2 \quad \Theta = \Theta$$

$$e_x = 2\varepsilon_x/3, \quad e_y = e_z = -\varepsilon_x/3, \quad \Theta = \varepsilon_x$$  \hspace{1cm} (4.24)
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Then

\[ dW = - V p d \epsilon_x (1 - 4\tau/3p) \]  \hspace{1cm} (4.26)

where \(- 4\tau/3p \equiv R_D = \text{(work of deformation)/(work of compression)}\).

For elastic compression and dilatation we may write constitutive relations in a linear differential form:

\[ dp = - K d\omega \] \hspace{1cm} (4.27)
\[ dS_j = 2 \mu d\epsilon_j \] \hspace{1cm} (4.28)

or

\[ d\sigma_x = (\lambda + 2\mu) d\epsilon_x \] \hspace{1cm} (4.29)
\[ d\sigma_y = \lambda d\epsilon_x = d\epsilon_z \] \hspace{1cm} (4.30)
\[ d\tau = \mu d\epsilon_x \] \hspace{1cm} (4.31)

where \(K, \lambda, \mu\) may, in general, be functions of temperature and strain. Because strain is uniaxial, all stresses can be written in terms of \(p_x = -\sigma_x\):

\[ dp_x = - d\sigma_x = \nu dp_x/(1 - \nu) = dp_z \] \hspace{1cm} (4.32)
\[ dp = (dp_x/3)(1 + \nu)/(1 - \nu) \] \hspace{1cm} (4.33)
\[ d\tau = - (dp_x/2)(1 - 2\nu)/(1 - \nu) \] \hspace{1cm} (4.34)

where \(\nu = (\lambda/2)/(\lambda + 2\mu) \equiv \text{Poisson's ratio, possibly a function of strain and temperature.}\)

For the special case of small strains we have \(K, \lambda, \mu, \nu\) independent of strain. Then

\[ \sigma_x = (\lambda + 2\mu)\epsilon_x \] \hspace{1cm} (4.35)
\[ \sigma_y = \lambda \epsilon_x = \sigma_z \] \hspace{1cm} (4.36)
\[ \tau = \mu \epsilon_x \] \hspace{1cm} (4.37)
\[ \epsilon_x = (V - V_o)/V_o \] \hspace{1cm} (4.38)
In this case the ratio of deformational to compressional work is

\[ R_D = -\frac{4\tau}{3p} = \frac{2(1 - 2\nu)/(1 + \nu)} {\rho} \]  

(4.39)

\[ R_D \] ranges from 1.0 at \( \nu = .2 \) to 0.0 at \( \nu = 1/2 \). It is clearly too large to be neglected for solids in elastic compression (or dilatation). For example, aluminum with \( \nu = 0.34 \) has \( R_D = 0.48 \).

Cycles of adiabatic, quasistatic compression and expansion of a solid in elastic, uniaxial strain and in hydrostatic compression are compared in Figure 4.1. Both processes are isentropic and the cycle is represented by excursion of the state point up the appropriate curve and down the same curve to the starting point. Slopes of the two curves are

\[ -\frac{dp}{dV} = K/V \]  

(4.40)

\[ -\frac{dp}{dV} = \frac{(K + 4\mu/3)/V = c^2/V^3} \]  

(4.41)

where \( c \) is longitudinal sound velocity.

When the elastic limit is exceeded and plastic flow or fracture occurs, the problem becomes much more complicated and depends upon details of the failure mechanism. General formulations of the thermodynamics become very difficult and not particularly useful. We illustrate the problems for a simple case of a linear elastic solid which yields according to the von Mises or Tresca criterion and

![Figure 4.1. Adiabatic Compression of an Elastic Solid under Hydrostatic Pressure and in Uniaxial Strain.](image)
which may undergo work-hardening. An adiabatic cycle of quasistatic compression and expansion is represented in Figure 4.2. Starting at point $O$ the sample is compressed uniaxially until it fails at $A$. Compression continues and plastic deformation increases along $AB$ as $p_x$ increases. At $B$ the process is reversed, $p_x$ is allowed to decrease, and expansion occurs elastically from $B$ to $C$. At $C$ failure once again occurs and expansion from $C$ to $D$ is plastic. The displacement $OD$ represents strains that are frozen in by the yield process. The cycle can be completed by an appropriate combination of thermal and mechanical processes, but this is not of interest here.

We now consider each of the regions $OA$, $AB$, $BC$, and $CD$:

Along $OA$:

Elastic compression, small strains assumed, Eqs. (4.35)–(4.38) and (4.41) apply. Compression is isentropic.

At $A$:

This is the yield point in uniaxial strain. Either the von Mises or Tresca criterion reduces to $-\tau = |\tau| = Y/2$, where $Y$ is yield stress in simple tension. The value of $p_x$ at $A$ is called the “Hugoniot Elastic Limit,” HEL. In terms of $Y$ it is given by

$$p_x = Y(1 - \nu)/(1 - 2\nu) = p_A^1$$ (4.42)

Other parameters at $A$ are also denoted by super or subscript “$A$”: $p^1$, $V_A$, $E_A$, etc.
Along $AB$:

Plastic deformation is essentially irreversible. If the direction of loading is reversed at any point above $A$, $|\tau|$ is reduced and the unloading becomes elastic; i.e., the slope of the unloading curve is steeper than for loading. The following relations apply in loading:

$$p_x > p^A, \quad V < V_A, \quad F > E_A, \quad p > p_A, \quad |\tau| = \gamma/2$$

The slope of the loading curve is

$$- \frac{dp_x}{dV} = \frac{K(V,T)}{V} - \frac{2}{3} \frac{dY}{dV}$$  \hspace{1cm} (4.43)

where $-dY/dV$ is the work hardening modulus. Comparison of Eqs. (4.43) and (4.41) shows that point $A$ forms a cusp unless $-dY/dV$ is extraordinarily large. If $dY/dV = 0$, the slope along $AB$ is that of the hydrostat.

In this region, part of the total work done on a sample by compressive force $p_x$ is irreversible. To determine this fraction we follow the conventional practice of separating strain increments into elastic and plastic increments, $de^e$ and $de^p$ respectively. We assume the plastic strain to have no effect on the density, then

$$de^e_j = de_j^e + de_j^p$$  \hspace{1cm} (4.44)

Work of plastic deformation:

$$W \sum_j S_j de^p_j$$  \hspace{1cm} (4.45)

Work of elastic deformation:

$$W \sum_j S_j de^e_j$$  \hspace{1cm} (4.46)

We also assume that stresses are supported only by the elastic strains:

$$dS_j = 2\mu de^e_j$$  \hspace{1cm} (4.47)

The condition of uniaxial strain requires only that total strain, $\epsilon_y$ and $\epsilon_z$, vanish. This allows elastic and plastic components to be non-zero:

$$d\epsilon_y = 0 = d\epsilon_y^p + d\epsilon_y^e = d\epsilon_z$$  \hspace{1cm} (4.48)

If we define

$$\gamma^e = (\epsilon_x^e - \epsilon_y^e)/2$$  \hspace{1cm} (4.49)
Equation (4.47) leads to the relation
\[ d\tau = 2\mu d\gamma \] (4.50)

Then, using Eqs. (4.24) and (4.25)
\[ dW_{v,d} = V \sum S d\gamma = (4V\tau/3)2d\gamma = (4V\tau/3\mu)d\tau \] (4.51)

According to this relation, \( dW_e \) is clearly reversible. If \( \tau > 0, d\tau > 0 \), \( dW_{v,d} > 0 \); if \( \tau > 0, d\tau < 0, dW_{v,d} < 0 \), etc.

From Eq. (26), the total work of deformation is
\[ dW_D = (4/3)V\tau d\gamma \] (4.52)

The work of plastic deformation is obtained by subtracting Eq. (4.51) from (4.52)
\[ dW_p = (4/3)V\tau (d\gamma - d\tau/\mu) \] (4.53)

If there is no work hardening, \( d\tau = 0 \) and the total work of deformation is plastic along \( AB \). In this case, the ratio of deformation work to compression work, Eq. (4.39), becomes the ratio of irreversible to reversible work
\[ dW = -Vpd\Theta + (4/3)V\tau d\gamma = -Vpd\gamma (1 + R_D) \] (4.54)

By virtue of the identity \( p_x = p - 4\tau/3, dp_x = dp \) for constant \( Y \). Then \( p \) continues to increase with \( p_x \), but \( \tau = -Y/2 \) remains constant. Since \( Y \) seldom exceeds a few kilobars for metals, \( R_D \) becomes so small as to be negligible when \( p_x \) increases to several hundred kilobars. It does, however contribute to the entropy and therefore the temperature. Equating the increase in internal energy to the work done plus the heat added yields the Gibbs relation for the entropy [4.3]:
\[ TdS = (4/3)V\tau d\gamma + dQ \] (4.55)

If work hardening occurs, \( d\gamma \) is replaced by \( (d\gamma - d\tau/\mu) \). If other dissipative forces act, such as viscous forces when strain rate is
finite, they will contribute additive terms to the entropy; e.g., if $q$ is viscous stress

$$TdS = (4/3)V(\tau + q)d\varepsilon_x + dQ \quad (4.56)$$

If irreversible work occurs in compression, Eq. (4.53) must be modified to account for this fact and there will be still another term added to Eq. (4.56).

Along BC:

If, the $B$, $p_x$ is allowed to decrease, the state point moves inside the yield surface, $p_x - p_y < Y$, and expansion is elastic. According to Eq. (4.32), $p_x$ diminishes more slowly than $p_y$; at the crossing of the hydrostat, Figure 4.2, $p_x = p_y$, and on further decrease of $p_x$, $p_x - p_y < 0$. Finally, at $C$, $p_y - p_x = Y$ and yield again occurs. Strain increments along BC are elastic, $d\varepsilon_x = d\tau/\mu$, so $dW_p = 0$ from Eq. (4.53). The expansion is isentropic.

Along CD:

Expansion is plastic. The slope changes from $-dp_x/dV = (K + 4\mu/3)/V$ to $-dp_x/dV = K/V - (2/3)dY/dV$. When applied to a rarefaction wave running into a compressed region, this leads to a separation into elastic and plastic rarefactions, with the latter following the former. This effect has not been observed, indicating that the present model is oversimplified.

In this region both $\tau$ and $d\varepsilon_x$ are positive with $d\tau/\mu$ normally small. Then $dW_p > 0$ according to Eq. (4.53), and entropy continues to increase.

Completion of the cycle:

At $D$, $p_x$ is again zero, strains remain in the material, and entropy has accumulated. Entropy is primarily thermal, though some is stored in microscopic defects. Ignoring the latter, it is necessary to expel some heat to reduce the entropy and to do some additional plastic work to arrive at the elastic adiabat passing through $O$. This having been done, the cycle can be repeated. This last step will not be executed here.

From this example it is clear that, once beyond the elastic limit, the thermodynamics of uniaxial strain rely entirely on the physical model of stress and strain. Knowledge of solid behavior in this region is meager and often highly speculative. It is quite clear that
we may invert the process and use stress-strain measurements in this region to gain new information about solid behavior. This is, in fact, one of the most active areas of shock wave research at present. It should also be clear from Eq. (4.54) and the discussion which follows it that, for strong shock waves, it may be a very good approximation to neglect the energy of distortion.

4.3 Irreversible Effects in Shock Transition

Irreversible forces manifest themselves through rate or time-dependent terms in the constitutive relations; these correspond, phenomenologically, to viscous or relaxation processes. Heat conduction also contributes to irreversibility, but its effect is usually small enough to be neglected. Physical sources of viscous and relaxation effects may be creation and motion of dislocations, twinning, development and propagation of fracture, stress-induced diffusion, phase transitions, generation of lattice defects, etc. Isolation of these sources in a given material may be possible with painstaking persistence but they are not known in detail at present. Fortunately some general statements about the effects of irreversible forces on the shock transition can be made without such detailed knowledge.

As background for this discussion we require the equations of steady, one-dimensional, plane flow

$$\rho u = m = \text{const.}$$ (4.57)

$$\rho u \partial u/\partial x + \partial p_x/\partial x = 0$$ (4.58)

$$\partial E/\partial x + p_x \partial V/\partial x = \partial Q/\partial x$$ (4.59)

The term on the r.h.s. of Eq. (4.59) represents heat flow into the material from radiation or conduction. In the latter case, it becomes \(\partial (k \partial T/\partial x)/\partial x\), so heat flows into an element in initial stages of shock compression and out at later stages. Integration of Eq. (4.58) yields the relation for successive states of shock compression, the Rayleigh line:

$$p_x - p_0 = m^2(V_0 - V)$$ (4.60)

Substitution of this into Eq. (4.59) and integration yields

$$E - E_0 = (1/2)(p_x + p_0)(V_0 - V) + \Delta Q$$ (4.61)
where $\Delta Q$ is heat transferred to unit mass in the compression process. When shock compression is complete, $E - E_0$ is given by the first term on the right hand side, therefore $\Delta Q$ vanishes and the shock compression is necessarily adiabatic.

The states described by Eqs. (4.60) and (4.61) are not equilibrium, i.e., thermodynamic states, except for the end points. The total stress, $p_x$, is composed of an equilibrium term and a time or rate-dependent term. In Figure 4.3 are shown the Rayleigh line, an isentrope, the Hugoniot curve, and the curve of equilibrium $p_x$ in the shock transition. The difference between this last curve and the Rayleigh line is due to time-dependent forces. The equilibrium curve is determined as follows: as a material element is compressed, $V$ diminishes, heat is generated by irreversible forces, and flows in by conduction. Since $(\partial p/\partial T)_V > 0$, the heat so generated drives $p_x$ upward from the isentrope to the dotted equilibrium curve of Figure 4.3. This last curve is quite difficult to calculate, being dependent on detailed knowledge of the dissipative mechanisms. However, for condensed materials $(\partial p/\partial T)_V$ is small and the equilibrium curve is not apt to differ much from the Hugoniot for weak to moderate shocks. Then $\Delta p_x$, the contribution of time-dependent forces, is approximately equal to the difference between the Rayleigh line and the Hugoniot for that particular value of $V$, say $V_1$ in Figure 4.3. For example, if the controlling time-dependent forces are viscous, $p_{\text{viscous}} = -\mu \partial u/\partial x$, then $\partial u/\partial x = -\Delta p_x / \mu$ and the shock thickness is approximately $\ell = \mu \Delta u_p / (\Delta p_x)_{\text{max}}$, where $\Delta u_p$ is the total jump in particle velocity across the shock and $(\Delta p_x)_{\text{max}}$ is the greatest difference between the Rayleigh line and the equilibrium curve of $p_x$. This calculation is obviously circular because the equilibrium curve can not be calculated until the irreversible forces are known, and vice-versa. However, because $(\partial p/\partial T)_V$ is small, as indicated earlier, the Hugoniot provides a good first approximation to the equilibrium curve.

Interplay between propagation velocity and viscous forces is very important in establishing the steady profile. If a shock is generated with a profile steeper than the steady profile, the locus of states lies above the Rayleigh line and is convex upward. The propagation velocity at each stress level is approximately proportional to the slope of the locus at that level and the variation acts to diminish the slope and returns the locus to the steady profile. If the initial profile is too gentle, the locus of states is concave upward and lies below the Rayleigh line. Then a "shocking up" process occurs. When the steady profile is reached, the locus is
the Rayleigh line and each point in the profile propagates at the same velocity — the shock velocity. The profile in this way adjusts itself to whatever time-dependent forces exist by changing its slope until the locus of state points coincides with the Rayleigh line.

4.3a Entropy Production by Shock Compression in Fluids

An alternative procedure for discussing the irreversibility of the shock transition is to focus attention on the locus of end states, called the “Rankine-Hugoniot curve,” “Hugoniot,” “shock adiabat,” or “dynamic adiabat.” The last two terms are justified by Eq. (4.61); when the end state is reached, the net heat transferred to the element is \( \Delta Q = 0 \). Though the process is adiabatic, it is not isentropic because of the action of irreversible forces, discussed in the preceding paragraphs.

To see that entropy increases in the shock process, set \( p_x = p \) to denote a fluid and set \( \Delta Q = 0 \) in Eq. (4.61) to specify the end state of the compression and differentiate:

\[
2dE = dp(V_0 - V) - (p + p_0)dV
\]

This gives the relation among \( dE \), \( dV \), and \( dp \) for two neighboring points on the Rankine-Hugoniot curve. Each end state is thermodynamic so

\[
dE = TdS - pdV
\]
Combining this with Eq. (4.62) yields an expression for $dS$:

$$TdS = \left(1/2\right)\frac{dp}{d\left(V_0 - V\right)} \left[1 - \frac{\left(p - p_0\right)/\left(V_0 - V\right)}{-dp/dV}\right] \quad (4.63)$$

The second term in brackets is the ratio of the slope of the chord, $AB$, and the tangent line in Figure 4.4. If the $R-H$ curve, $ABC$, is concave upward, this ratio is clearly less than unity, so $S$ increases as shock pressure $p$ increases. Under certain circumstances the $R-H$ curve can turn back on itself, as shown by the dotted curve in Figure 4.4 [4.4]. Even in this anomalous situation $dS/dp$ remains positive since $dp/dV$ is now positive and the square bracket in Eq. (4.63) $> 1$.

The relative positions of isothermal, isentropic and $R-H$ curves in the $p-V$ plane are also of interest. Consider curves passing through the initial state $P_0, V_0, T_0$. The isentrope for a “normal” material always lies above the isotherm, $T = T_0$. To see this, let $p = p(V, T)$ and calculate the slopes of the two curves:

$$\frac{\partial p}{\partial V}_S = \frac{\partial p}{\partial V}_T + \frac{\partial p}{\partial T}_V \frac{\partial T}{\partial V}_S \quad (4.64)$$

$$= \frac{\partial p}{\partial V}_T - \frac{T/C_V}{\partial p/\partial T}_V^2 \quad (4.65)$$

$$- \frac{\partial p}{\partial V}_S = - \frac{\partial p}{\partial V}_T + \frac{T/C_V}{\partial p/\partial T}_V^2 \quad (4.66)$$
In going from Eq. (4.64) to Eq. (4.65) the Maxwell relation
\( \frac{\partial T}{\partial V} \) has been used, along with the identity
\( \frac{\partial p}{\partial S} \) and \( \frac{\partial p}{\partial V} \) are negative for stability. \( T \) and \( C_V \) are positive,
therefore the slope of the isentrope is always greater in magnitude
than that of the isotherm and the former lies above the latter for
\( V < V_0 \).

Similarly, we calculate the slope of the Hugoniot:

\[ \frac{dp}{dV} = \left( \frac{\partial p}{\partial V} \right)_S + \left( \frac{\partial p}{\partial S} \right)_V \frac{dS}{dV} \]  
(4.67)

From Eq. (4.63) it is evident that \( dS/dV \) has the sign of \( dp/dV \).
Then if \( dp/dV < 0 \), \( -dp/dV > \left( \frac{\partial p}{\partial V} \right)_S \) and the Hugoniot lies
above the isentrope. If \( dp/dV > 0 \), the difference is amplified.

4.3b Shock Compression in Solids

Formally the analysis leading to Eq. (4.63) for entropy changes
on the Hugoniot applies to solids as well as to fluids if \( p_x \) replaces \( p \)
and uniaxial strain is maintained. However special consideration is
required for solids because of the irreversibility of static
compression and the existence of multiple shocks. The latter
question will be considered first.

The existence of a cusp in the curve of uniaxial compression, as
at point A in Figure 4.2, implies the possibility that a single shock
to the final state, say B, may break into two shocks. [4.5, 4.6].

![Figure 4.5. Quasistatic Process Equivalent to Incrementing the Hugoniot. \( \Delta P_o \)
= \( (\partial P_x/\partial V)_{adiabatic} dV \). \( \Delta P_Q = (\partial P/\partial Q)_{V} dQ \).](image-url)
practical criterion for determining whether or not this occurs is to draw a straight line from the initial state, 0, through the cusp, A, and on to intersection with the Hugoniot, F. (For the purposes of this discussion we suppose that \( OABF \) in Figure 4.2 represents the Hugoniot.) If the final state, B, lies below the intersection, \( F \), two shocks will be formed. The first, usually called the "elastic precursor," has amplitude \( p_x^A \); the second, called the "plastic wave," has final amplitude \( p_x^B \) and travels more slowly than the first. If the final amplitude lies above \( F \), a single shock is stable. Further discussion on the formulation of two shock waves can be found in Chapter 3.

It is clear from review of the permanent regime analysis leading to Eqs. (4.60) and (4.61) that those two equations do not apply when \( p_x^B < p_x^e \) since a permanent regime no longer exists. We can, however, treat the elastic precursor and the plastic shock separately. Then there are two Rayleigh lines, Eq. (4.60), and two Rankine-Hugoniot equations, Eq. (4.61):

For the precursor:  
\[
p_x^A - p_0 = m_A^2 (V_o - V_A) \quad \text{(4.68)}
\]
\[
E_A - E_0 = (1/2) (p_x^A + p_0) (V_o - V_A) \quad \text{(4.69)}
\]
\[
m_A^2 = (p_x^A - p_0)/(V_o - V_A) \quad \text{(4.70)}
\]

For the plastic shock:  
\[
p_x^B - p_x^A = m_{AB}^2 (V_A - V_B) \quad \text{(4.71)}
\]
\[
E_B - E_A = (1/2) (p_x^B + p_x^A) (V_A - V_B) \quad \text{(4.72)}
\]
\[
m_{AB}^2 = (p_x^B - p_x^A)/(V_A - V_B) \quad \text{(4.73)}
\]

If compression in the elastic precursor is indeed linearly elastic, the Rayleigh line, \( OA \), is an isentrope and the state \( A \) lies on the isentrope through 0. Then all dissipation takes place in the plastic shock. The energy at \( A \), given by Eq. (4.69) is totally elastic, composed of compressional and of deformational energy;

\[
E_A = E_0 + (p_A/2) (V_o - V_A)(2\tau_A/3)
\]
\[
= E_0 + (p_A/2)(V_0 - V_A)(1 + R_D) \quad \text{(4.74)}
\]

where \( p_0 \) has been neglected with respect to \( p_A, p_x^A = p_A - 4\tau_A/3, R_D = -4\tau_A/3p_A \), and \( -\tau_A = Y/2 \). As indicated in §4.2, \( R_D \)
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cannot, in general, be neglected in this case. The shock velocity in this case is the elastic velocity:

\[ D_A^2 = c_0^2 = (K + 4\mu/3)V_0 = m_A^2V_0^2 \quad (4.75) \]

In calculating entropy changes in the plastic shock we write in place of Eq. (4.62):

\[ dE = \frac{1}{2}dp_x(V_A - V) - \frac{1}{2}(p_x + p_x^A)dV \quad (4.76) \]

The first law relates the change in energy, \( dE \), to a thermodynamic process, in this case

\[ dE = dQ - p_x dV \quad (4.77) \]

where \( dQ \) is the heat which must be added to unit mass, following the adiabatic compression, \(-p_x dV\), to bring the state point of the element up to the energy, \( E + dE \). This is illustrated in Figure 4.5: quasistatic adiabatic compression carries the state point from 1 to 2; addition of heat carries it isochorically from 2 to 3. Equating \( dQ \) of Eq. (4.77) to \( TdS_Q \) and combining with Eq. (4.76) we have

\[ TdS_Q = \frac{1}{2}[dp_x(V_A - V)] \left[ 1 - \frac{(p_x - p_x^A)/(V_A - V)}{-dp_x/dV} \right] \quad (4.78) \]

which gives the entropy change corresponding to the addition of heat \( dQ \). The total entropy change is this value plus the entropy of quasistatic adiabatic compression, Eq. (4.55):

\[ TdS = TdS_Q + (4/3)\tau(dV - Vd\tau/\mu) \quad (4.79) \]

with \( dS_Q \) given by Eq. (4.78).

When \( p_x \) lies above \( F \) in Figure 4.2, a single shock is again stable and

\[ TdS_Q = (1/2)[dp_x(V_0 - V)] \left[ 1 - \frac{(p_x - p_0)/(V_0 - V)}{-dp_x/dV} \right] \quad (4.80) \]
The ratio of $dS_Q$ to total entropy change $dS$ is shown in the following table for different pressures.

<table>
<thead>
<tr>
<th>Al</th>
<th>Cu</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_{kb}$</td>
<td>$p_{kb}$</td>
</tr>
<tr>
<td>7.2</td>
<td>90</td>
</tr>
<tr>
<td>17.4</td>
<td>202</td>
</tr>
<tr>
<td>23.0</td>
<td>375</td>
</tr>
</tbody>
</table>

These examples indicate that at low and intermediate shock pressures, where total entropy changes are small, the plastic effect is an important fraction of the total; whereas at high pressures, where total entropy change is significant, the contribution from plastic flow may be neglected. The distinction between adiabat and isentrope is thus important only for small compression. It should be noted that the entropy of adiabatic compression may become very large in the flow following a shock in cylindrical or spherical geometry.

For high pressures with a single stable shock the jump conditions become:

$$p_x - p_0 = m^2(V_0 - V)$$

$$E - E_0 = (1/2)(p_x + p_0)(V_0 - V)$$

The increase in energy can be decomposed into compression and deformation changes; assuming $p_0 = 0$,

$$E - E_0 = (p/2)(V_0 - V) + (Y/3)(V_0 - V)$$

The ratio of deformation to compression energy is $2Y/3p$, which can be neglected when $p$ is sufficiently large. This again verifies the earlier assertion that deformation energy can be neglected in the thermodynamics of strong shocks.

4.4 Factors Affecting the Equation of State

We discussed in §4.1 the thermodynamic potentials, their dependence on the variables of thermodynamics, and the representation of various thermodynamic quantities as their
The equation of state problem would be very simple if these potentials were all set down some place in complete generality. Unfortunately they are not. We must construct them or relations among their derivatives from various thermal and mechanical measurements, from theoretical models of solids, and from considerations of thermodynamic consistency. Some idea of the problems involved in constructing an equation of state can be obtained from a recent article by Royce and the references therein [4.7]. Here we shall briefly touch on some of the physical considerations involved.

Solids are broadly classed as crystalline or amorphous. In either case they consist of atoms or molecules bound to their neighbors by various electrical and quantum mechanical forces. The microscopic distinction between crystalline and amorphous materials lies principally in the degree of long range order which exists in the molecular arrangement. An ideal crystal has all atoms arranged on periodically repeated lattice sites, but every real crystal suffers from defects which disturb the periodicity. These include atomic vibrations, atoms missing from lattice sites, atoms located interstitially between sites, foreign atoms, and assemblies of these point defects. Multi-atomic solids may consist of atoms tightly bound within molecules which are in turn loosely bound to one another. The relative values of these binding energies strongly affect the physical properties. The atoms themselves consist of positively charged massive nuclei and of negatively charged electrons of slight mass. Electron configurations within the atom are disturbed by the proximity of other atoms, and this disturbance provides the force which binds atoms into a solid. On the basis of these forces solids are commonly assigned to four classes:

1. Ionic solids
2. van der Waals solids
3. Valency solids
4. Metals

1. The atoms of an ionic solid exchange one or more electrons when they are bound together; the electrons given up by one type of atom adhere to another so that the former become positively charged ions, the latter are negatively charged. The cohesive force which binds the solid is then due primarily to electrostatic forces acting among the ions. The alkali halides are typical of ionic solids, e.g., sodium chloride, composed of Na⁺ and Cl⁻ ions. These materials normally have large binding energies.
2. The atoms of a van der Waals solid are neutral, but once again the forces are primarily electrical in nature, being determined mainly by dipoles which neutral atoms induce in one another when brought close together. Solid rare gases are good examples of solids bound by these forces, and many organic solids consist of neutral molecules bound together by van der Waals forces. The cohesive energy of a van der Waals solid is quite small and it normally has a low melting point.

3. Valency solids are held together by shared electrons. They differ from the other three types of solids inasmuch as the bonds become "saturated," i.e., the attractive force of a given atom is limited to a fixed, small number of neighbors. For example an oxygen atom combined with a hydrogen atom will attract a second hydrogen atom, but not a third. This situation is distinctly different from that existing in ionic solids wherein the electrostatic force due to one ion acts on all the others. Both electron sharing and saturation, which results from the exclusion principle, are quantum mechanical effects which cannot be readily explained by classical analogues [4.9]. The covalent bond may be very strong; diamond and germanium are materials held together by covalent bonds.

4. In metals the sharing of valence electrons extends to the entire crystal. This means that electron energy levels depend upon the breadth of the potential in which the electrons are confined, i.e., the dimension of the entire crystal, and are strongly depressed relative to atomic levels from which they derive. It is this depression of electron energy levels which provides the binding energy for metals. In this case the bonds are not saturated. The alkali metals, Na, K, etc. typify this simple model and other metals are more or less similar. Metals are qualitatively different from other solids inasmuch as the binding forces are in no sense localized nor can they be derived from a potential in a simple way. In fact, even the lattice vibrations are not independent of the valence electrons since there is a continuous exchange of energy between the two. In spite of this theoretical difficulty it turns out to be possible to describe metals approximately, with reasonable accuracy, by assuming them to consist of ions, interacting in prescribed ways, confined to the same container as a gas of valence electrons. It is especially important that this is so because all solids, under the influence of pressure, tend to share electrons and to approach metallic states.

It is clear from these few remarks about characteristic features of solids that they are very complicated and that, consequently, any theory which pretends to describe the equation of state of a solid...
will be quite approximate, if simple, or very complicated if precise. It turns out, as such things often do, that reasonable approximations to equations of state can be derived if a simple model is combined with experimental data to produce a kind of semi-empirical equation of state. To this end we start out by assuming for small compressions that the energy of any solid can be written as the sum of potential and kinetic energies. The potential energy, called the “energy of cold compression” includes the interaction energy among ions or neutral molecules, the energy of “zero-point oscillations,” and, in a metal, the energy of compression of the gas of valence electrons. It turns out that such a model can be used with some success for densities up to about twice normal density, and this is what we mean by small compression in this context. The kinetic energy is principally the energy of lattice vibration, minus the zero-point energy, augmented by the energy of thermal excitation of electrons at sufficiently high temperature. In a real solid the energy of cold compression is anharmonic, i.e., not a parabolic function of atomic separation, therefore, vibrations of the lattice are not harmonic. Correct treatment of these anharmonic vibrations leads to grave mathematical difficulties. These can be avoided by assuming that frequencies of vibration are functions of atomic spacing, i.e., density, but that amplitudes of vibration are sufficiently small that they can be treated as harmonic at each density. This is known as the “quasiharmonic approximation” and is reasonably accurate except at high temperatures.

For large compressions or at very high temperatures, the excitation of electrons is great enough that their distribution in the solid can be treated statistically. Then equations of state can be generated based on Thomas-Fermi (TF) or Thomas-Fermi-Dirac (TFD) approximations to charge distribution and quantum behavior. The regions of validity for such equations do not normally extend down to pressures generated in shock wave experiments, so they are not considered further here.

The quasiharmonic approximation enables us to reduce the lattice vibration problem to that of the vibrations of a set of independent harmonic oscillators with frequencies \( \nu_j \). For a lattice of \( N \) atoms there are \( 3N \) such oscillators so \( j = 1, \ldots, 3N \). Any single oscillator has energy states \( e_{nj} = (n_j + 1/2)h\nu_j \), where \( h \) is Planck’s constant and \( n_j \) is an integer running from zero to infinity. This collection of \( 3N \) oscillators has energy states

\[
E(V, T)_{n_1, n_2, \ldots, n_{3N}} = F_h(V) + \sum_{j=1}^{3N} n_j h\nu_j \quad (4.81)
\]
where \( E_k \) is the energy of cold compression and the zero point energy, \( h\nu_j/2 \), has been absorbed in \( E_k \).

In the formalism of statistical mechanics, the energy states given in Eq. (4.81) determine the partition function,

\[
Q = \sum_{n_1=0}^{\infty} \ldots \sum_{n_N=0}^{\infty} \exp\left(- \frac{E_{n_1} \ldots n_N}{kT}\right)
\]

The Helmholtz free energy is formed by taking the logarithm of \( Q \) and adding the free energy of the electron gas [4.12]:

\[
A = -kT \ln Q + A_{\text{elec.}} = E_k(V) + kT \sum_{j=1}^{2N} \ln \left[ 1 - \exp\left(- \frac{h\nu_j kT}{h}\right) \right] - \beta V^{2/3}T^2
\]

(4.82)

where \( \beta \) is a coefficient best determined from specific heat at low temperature, rather than from electron theory, since the valence electrons do not, in fact, comprise a perfectly free electron gas.

In the quasiharmonic approximation, discussed above, it is assumed that the normal mode frequencies, \( \nu_j \), are functions of the lattice spacing or material density. We define for each frequency a "Grüneisen parameter,"

\[
\gamma_j \equiv -\frac{d\ln \nu_j}{d\ln V}
\]

(4.83)

Then the derivatives of Eq. (4.82) can be taken to yield \( p \) and \( S \):

\[
p = \left(\frac{\partial A}{\partial V}\right)_T = -\frac{dE_k}{dV} + \sum_{j=1}^{2N} \gamma_j \tilde{\epsilon}_j / V
\]

\[
+ (2/3)\beta V^{1/3}T^2
\]

(4.84)

\[
S = \left(\frac{\partial A}{\partial T}\right)_V = -k \sum_{j=1}^{2N} \ln \left[ 1 - \exp\left(\frac{h\nu_j kT}{h}\right) \right]
\]

\[
+ \sum_{j=1}^{2N} \tilde{\epsilon}_j / T + 2\beta V^{2/3}T
\]

(4.85)
where $\bar{e}_j$ is the mean thermal energy of a single normal mode of vibration at temperature $T$:

$$\bar{e}_j = h\nu_j \left( \exp\left(\frac{h\nu_j}{kT}\right) - 1 \right)^{-1}$$

The sums in Eqs. (4.82), (4.84), (4.85) cannot be evaluated unless the distribution of normal mode frequencies, $\nu_j$, is known. These distributions are quite complicated and difficult to determine, [4.13] but a useful, simple model is due to P. Debye. Vibrational modes are assumed to be those of an elastic solid; the number of modes in the frequency interval $(v, v+dv)$ is then proportional to $v^2 dv$. In the usual form of the theory, this assumption leads to the following equations for $A$, $p$, $S$, $E$: [14]

$$A = E_k(V) + NkT \left\{ 3 \ln\left[ 1 - \exp\left( -\frac{\Theta}{T} \right) \right] - D(\Theta/T) \right\} - \alpha V^{2/3}T^2$$

(4.86)

$$E = E_k(V) + 3NkTD(\Theta/T) + \alpha V^{2/3}T^2$$

(4.87)

$$p = p_k(V) + 3NkT \Gamma(V)D(\Theta/T)/V + (2/3)\alpha V^{-1/3}T^2$$

(4.88)

$$S = 4NkD(\Theta/T) - 3Nkln\left[ 1 - \exp\left( -\frac{\Theta}{T} \right) \right] + 2\alpha V^{2/3}T$$

(4.89)

where $D(\Theta/T)$ is the Debye function,

$$D(x) = (3/x^3) \int_0^x y^3 \left( \exp(y) - 1 \right)^{-1} dy$$

$$D'(x) \equiv dD/dx$$

$$p_k(V) = -dE_k/dV$$

$$\Gamma(V) \equiv \gamma_j(V) \text{ for all } j$$

$$= -dln\Theta/dlnV$$

(4.90)

$$\Theta = \text{Debye temperature} = (6\pi^2 N/V)^{1/3} \frac{h}{k} \langle c^{-3} \rangle^{1/3}$$

(4.91)

$$\omega_0 = \text{highest resonant frequency}$$

$$\langle c^{-3} \rangle = (1/3)(1/c_x^3 + 2/c_t^3)$$

$c_x = \text{dilatational wave velocity}$

$c_t = \text{shear wave velocity}$
Eq. (4.88) is called the "Mie-Grüneisen equation of state. The \( \gamma_j \)'s of Eq. (4.83) clearly play a key role in this equation, since they determine the thermal pressure of lattice vibration. In Eq. (4.88), it has been assumed that the \( \gamma_j \)'s are all equal to \( \Gamma \). Royce [4.7] has discussed this at some length and shows that assumption of this equality is equivalent to the assumption that \( \delta \Gamma / \delta T \equiv 0 \), and that this condition holds at \( T = 0^\circ K \) and for \( T > 0 \). Moreover, under these conditions the \( \Gamma \) defined by Eq. (4.83) is also identical to the thermodynamic \( \Gamma \):

\[
\Gamma_{th} = V(\partial p/\partial E_{\text{vib}})_V = (V/C_V)(\partial p/\partial T)_V
\]

provided electronic contributions are subtracted out.

Pastine has shown [4.81] that a logically more consistent formulation of the Debye theory involves separate consideration of longitudinal and transverse modes of vibration, leading to two distinct Debye temperatures, one for each type of vibration, and two Grüneisen parameters, \( \Gamma_v \) and \( \Gamma_t \). This in turn appears to give improved values for thermal pressures. Royce [4.7] has carried this analysis further, showing that there are three significant \( \Gamma \)'s, the third corresponding to vibrations of pure volume expansion, \( \Gamma_v \). Since the \( \gamma_j \)'s are equal to \( \Gamma_v \) or \( \Gamma_t \) principally at high temperatures, \( T > \theta \), the theorem of equipartition of energy applies and the energies of shear and longitudinal modes of vibration become equal. Then the appropriate value of \( \Gamma \) is

\[
\Gamma = (\Gamma_v + 2\Gamma_t)/3
\]

\[
= \Gamma_v + \nu'(4 - 5\nu)/(3(1 - \nu^2)(1 - 2\nu))
\]

where \( \nu' = d\nu/dV \) and \( \nu \) = Poisson’s ratio. The difficulty in applying this formula is that \( \nu' \) is unknown.

Various models have been developed to relate \( \Gamma \) to \( p_h(V) \), corresponding to different assumptions about \( \nu' \). Three of these can be summarized in the following formula, obtained from the definitions of Eqs. (4.90) and (4.91):

\[
\Gamma_F = -(2 - n)/3 - (1/2) d\ln Y/d\ln V
\]

\[
Y = d(p_h \nu^2/\rho)/dV
\]

where \( n = 0 \) for the Slater relation, [4.2] \( n = \frac{1}{2} \) for the Dugdale-MacDonald relation, [4.9] and \( n = 2 \) and for a free-volume
relation [4.15]. The first of these corresponds to the assumption that \( \nu = 0 \), the other two correspond to other assumptions about \( \nu \) [4.7]. Royce notes that, at \( p = 0 \), the Dugdale-MacDonald \( \Gamma \) agrees best with thermodynamic values for common metals, whereas the free-volume value (\( n = 2 \)) is more appropriate for alkali metals and alkali halides. By expanding \( \Gamma_F \) in the ratio of \( p_k(V) \) to \(-Vdp_k/dV\), he shows that all three values tend to converge for large compressions [4.7].

In summary it appears that \( \Gamma \) is the most uncertain element in this theory of the equation of state, and that neither theory nor experimental measurements offer much help in choosing appropriate forms for its variation, except in very special cases. Fortunately in shock wave thermodynamics, as Royce has remarked, the numerical errors associated with this uncertainty in \( \Gamma \) may not be large. The greatest uncertainty in \( \Gamma \) is at low pressure where the difference between \( p_k(V) \) and the Hugoniot are small. At high pressures, where these differences are large, the various theories of \( \Gamma \) tend to converge.

There are serious efforts in progress to avoid some of the limitations of the Mie-Grüneisen-Debye theory and to establish reliable equations of state for special materials from first principles. These efforts are largely dependent on extensive use of high speed computing machines. They are exemplified by Ross’s work on rare gas solids, [4.19] based on Lennard-Jones-Devonshire cell theory and pairwise potentials, Monte Carlo calculations of elastic constants by Hoover and others [4.20] for argon atoms on a cubic lattice, and Hartree-Fock calculations by Liberman [4.21]. These kinds of calculations are tedious, time-consuming and expensive, but they seem to represent the next rational step beyond the simple quasiharmonic theory, and they have already produced some pleasing successes in understanding of experimental observations.

4.5 Calculation of Hugoniot from Equation of State

There are two important problems involving the Hugoniot \( p-V \) curve and the equation of state: (i) given the equation of state, calculate the Hugoniot; (ii) given the Hugoniot, infer an equation of state. The first of these is a completely defined problem, though one must take care to not become lost in an algebraic jungle and to search for instabilities of shock compression. The second is an indeterminate problem which can be resolved only by assuming something about the form of the equation of state. We consider problem (i) first.
In a normal fluid shock, compression from the initial to the final state takes place in a single jump. In a solid material where fracture or flow occurs or when a phase change occurs, a single shock transition may not be stable; it may break up into two or more smaller shocks. The possibility of this may be inferred from the discussion of entropy associated with Figure 4.1 or from a simple mechanical argument [4.16]. There are several ways to state the criterion of shock instability. A useful way for computations is to say that if a stable Hugoniot curve has been constructed up to a pressure \(p_A\), volume \(V_A\), and if the isentrope passing through \((p_A, V_A)\) is steeper than the Rayleigh line to \(A\), then a single shock will be stable to a state \((p_A + \Delta p, V_A + \Delta V)\); if the isentrope is less steep than the Rayleigh line, then \(A\) is a starting point for a new shock wave.

In the simplest case an equation of state is given explicitly in the form \(E = E(p, V)\). Then \(E\) is eliminated between the equation of state and the Rankine-Hugoniot equation, Eq. (4.61), to yield the Hugoniot \((p, V)\) relation. Each point of this relation can be checked for instability by comparing the slope of the isentrope with the Rayleigh line. Points of instability will appear as cusps in the \((p, V)\) locus or as regions of negative curvature.

If the equation of state is not given in such a simple form, the Hugoniot is easily formed by direct numerical integration. Suppose, for example, that the Helmholtz free energy is known and therefore \(p(V, T), S(V, T)\) are given. Equating the thermodynamic expression for \(dE\) with the differential of the Rankine-Hugoniot equation, Eq. (4.62), yields a relation among \(dp\), \(dT\), and \(dV\):

\[
C_V dT + \left[ T(\partial p/\partial T)_V - \frac{1}{2}(p - p_o) \right] dV = \frac{1}{2}(V_o - V) dp \tag{4.95}
\]

The equation of state, \(p(V, T)\), can be differentiated and solved for \(dT\):

\[
dT = (-\partial T/\partial p)_V dp + (-\partial T/\partial V)_p dV \tag{4.96}
\]

Between Eqs. (4.95) and (4.96) \(dT\), \(dp\), or \(dV\) can be eliminated. Eliminating \(dT\) yields the differential equation for the Hugoniot \((p, V)\) curve:

\[
\begin{align*}
\frac{dp}{dV} &= \frac{T(\partial p/\partial T)_V + C_V(\partial T/\partial V)_p - \frac{1}{2}(p - p_o)}{\frac{1}{2}(V_o - V)} \tag{4.97}
\end{align*}
\]
For temperature variations along the Hugoniot, $dV$ or $dp$ can be eliminated between Eqs. (4.48) and (4.49).

\[
\frac{dp}{dT} = \frac{C_V - \frac{1}{2}(p - p_0)(\partial V/\partial T)_p + T(\partial p/\partial T)_V(\partial V/\partial T)_p}{\frac{1}{2}(V_0 - V) + \frac{1}{2}(p - p_0)(\partial V/\partial p)_T + T(\partial V/\partial T)_p} \quad (4.98)
\]

\[
\frac{dV}{dT} = \frac{C_V - \frac{1}{2}(V_0 - V)(\partial p/\partial V)_T + \frac{1}{2}(p - p_0) - T(\partial p/\partial T)_V}{\frac{1}{2}(V_0 - V)(\partial p/\partial V)_T + \frac{1}{2}(p - p_0) - T(\partial p/\partial T)_V} \quad (4.99)
\]

For the assumed form of the equation of state the various derivatives in Eqs. (4.97) - (4.99) can be calculated as follows:

\[
(\partial T/\partial V)_p = -(\partial p/\partial V)_T/(\partial p/\partial T)_V
\]

\[
(\partial V/\partial T)_p = 1/(\partial T/\partial V)_p
\]

\[
(\partial T/\partial p)_V = 1/(\partial p/\partial T)_V
\]

\[
(\partial V/\partial p)_T = 1/(\partial p/\partial V)_T
\]

$C_V$ from Eq. (4.14)

There are various ways in which the above differential equations can be used. One is to increment $p$ independently and calculate $dV$ and $dT$ from Eqs. (4.97) and (4.98) respectively. Another is to increment $dV$ or $dT$ independently, calculate $dT$ or $dV$ from Eq. (4.99) and obtain $p$ from the equation of state, $p = p(V, T)$. At each point in the integration the Hugoniot curve can be checked for stability by comparing the isentropic slope with the Rayleigh line. If a point of instability is found at, say, $p_i$, $V_i$, $T_i$, the Hugoniot is "recentered" at that point and the integration is continued. That is, Eq. (4.61) is replaced by

\[
E = \frac{1}{2}(p + p_i)(V_i - V)
\]

and the procedure leading to Eqs. (4.97) - (4.99) is repeated. This has the effect of replacing $p_0$ and $V_0$ in these equations by $p_i$ and $V_i$. Now the test for stability becomes dual. If

\[
-(\partial p/\partial V)_s < (p - p_i)/(V_i - V) \quad (4.100)
\]
the Hugoniot is again recentered. This means that the total compression phase has broken into three shocks. If Eq. (4.100) is false but

\[ \frac{\partial p}{\partial V} \Rightarrow \frac{(p - p_0)}{(V_0 - V)} \]

a single shock is again stable and \( p_i, V_i \) are replaced by \( p_0, V_0 \) in Eqs. (4.97) – (4.99).

4.6 Reduction of Hugoniot Data

Suppose that a Hugoniot \((p, V)\) curve has been established experimentally, and for simplicity we assume that no phase changes occur. We suppose furthermore that \( p_x \) has been reduced to \( p \) by the addition of \( 4\pi/3 \) and that the resulting curve is concave upward. At each point on this curve we have values of \( p, V, E \). These data define a curve on a three-dimensional surface in \( p, V, E \) space, which is an equation of state of the substance. The problem is: given the curve, construct the surface. Clearly additional information is required. What is usually done is to assume a form for the equation of state, usually the Mie-Grüneisen equation, Eq. (4.88), with any electronic contributions subtracted off. The resulting equation is then solved for \( \Gamma \), and \( p \) and \( E \) are specified as being points on the Hugoniot curve:

\[ \Gamma = V(2\Pi - p_k)/(E_{II} - E_k) \]  

(4.101)

Then a value of \( n \) is assumed for Eq. (4.93) and \( \Gamma \) is thus eliminated from Eq. (4.101). The resulting equation is a second order differential-integral equation for \( P_k \) which can be transformed to a third order equation for \( E_k(V) \), with \( V \) as independent variable, by making the substitution \( p_k = -dE_k/dV \). This equation can be numerically integrated with initial values chosen in various ways. A convenient starting point is \( V = V_0 \), the value at the foot of the Hugoniot, and \( T = 0 \). Denoting values at this point by the subscript “00”, and those at the foot of the Hugoniot by subscript “0”, we have for starting values:

\[ E_k(V_0) = E_{00} = 0, (dE_k/dV)_{00} = -p_{00} = \Gamma_0 E_0/V_0 \]

\[ E_0 = 3RT_0D(\Theta_0/T_0), (d^2E_k/dV^2)_{00} = - (dp_k/dV)_{00} = K_0 T/V_0 \]
where $K'$ is isothermal bulk modulus, $\Gamma_0$ is computed thermodynamically, and $\theta_0$ supplies the best fit to the specific heat curve for $T > \theta_0$. The coefficient $\alpha$ in Eq. (4.86) is best obtained from specific heat data at low temperatures. Given this and $E_k(V)$, the Helmholtz function is then completely known and all other thermodynamic parameters can be derived. Examples of equations of state obtained in this way can be found in references [4.16] and [4.17].

The above procedure, while effective and useful, clearly has some drawbacks. In the first place it contains some logical inconsistencies inasmuch as the relations for $\Gamma$ are extrapolated right through to $0^\circ K$, even though they are demonstrably inadequate. Consequently it is quite possible that $E_k(V)$ derived by the above procedure differs significantly from the true value of the $0^\circ$ isotherm. Secondly, the electronic correction in Eq. (4.136) represents the first term in an expansion in powers of $T$. At high shock compressions, say $V/V_0 \sim 1/2$, shock temperature can easily be the order of several thousand degrees, at which higher order terms may be important. Moreover at high pressures and temperatures the model of a free electron gas with a fixed number of electrons becomes less attractive. Finally, the above procedure ignores other equation of state measurements; e.g. thermal expansion coefficients, specific heats, sound velocities, isothermal compression measurements, etc. One would like to use all such data and weave them into a logically consistent framework which would provide a best fit to the data and would also extend into regions of $A, V, T$ space inaccessible to experiments.

Andrews [4.18] has attempted such a program for iron, which turns out to be complicated by the magnetic energy, with considerable success. He has shown that determination of $A(V,T)$ can be reduced to determination of five functions, each of a single variable, and of two constants. Of these, two functions pertain to the magnetic properties of iron, and one constant, $\alpha$ of Eq. (4.86), pertains to the electronic correction for metals. The others are pertinent to any solid and are equivalent to the cold bulk modulus as a function of $V$, specific heat as a function of $\theta/T$, $\theta(V)$, or its equivalent $\Gamma(V)$ plus a constant, $\theta_0$, and a reference volume. The specific heat function was found to be given satisfactorily by Debye theory, though an empirical form could be used. The other functions were determined by adiabatic sound velocity at standard conditions and its pressure derivative, specific heat in the interval $50^\circ K - 250^\circ K$, thermal expansivity, the temperature coefficient of sound velocity, and the high pressure Hugoniot. The result is quite
satisfying. There are some uncertainties in some coefficients, reflecting uncertainties in experimental measurements, but no thermodynamic relations are violated, one's intuition is not violated insofar as limiting behavior is concerned, and one is not beset by agonies of doubt over the choice of formulas for $\Gamma$. As a matter of fact, Andrew's results tend to support Royce's remarks about the insensitivity of the equation of state to the formula for $\Gamma$ (§ 4.4), since substantial variations in the volume derivative of $\Gamma$ have but a small effect on the agreement between calculated and observed quantities, except at very high pressure Hugoniot points.
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List of Symbols

\( a \) Amplitude vector
\( b \) External body force vector
\( d \) Displacement vector
\( e \) Infinitesimal strain tensor
\( g \) Temperature gradient vector
\( h \) Heat flux vector
\( m \) Unit vector
\( n \) Normal vector
\( p \) Hydrostatic pressure
\( q \) External heat source strength
\( r \) Infinitesimal rotation tensor
\( s \) Elapsed time parameter
\( t \) Time
\( u \) Particle velocity vector
\( v \) Volume
\( x \) Spatial coordinate vector
\( y \) Spatial discontinuity position
\( A \) Amplitude vector
\( \overline{A} \) Helmholtz free energy

Preceding page blank
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Elasticity tensor</td>
</tr>
<tr>
<td>C</td>
<td>Elasticity tensor</td>
</tr>
<tr>
<td>D</td>
<td>Stretching tensor, Elasticity tensor</td>
</tr>
<tr>
<td>E</td>
<td>Green's strain tensor</td>
</tr>
<tr>
<td>G</td>
<td>Internal energy</td>
</tr>
<tr>
<td>F</td>
<td>Deformation gradient tensor</td>
</tr>
<tr>
<td>G</td>
<td>Relaxation function</td>
</tr>
<tr>
<td>H</td>
<td>Gibbs free energy, Relaxation function</td>
</tr>
<tr>
<td>I</td>
<td>Displacement gradient tensor</td>
</tr>
<tr>
<td>J</td>
<td>Enthalpy</td>
</tr>
<tr>
<td>K</td>
<td>Jacobian</td>
</tr>
<tr>
<td>L</td>
<td>Compliance tensor</td>
</tr>
<tr>
<td>M</td>
<td>Velocity gradient</td>
</tr>
<tr>
<td>N</td>
<td>Secant modulus</td>
</tr>
<tr>
<td>N</td>
<td>Tangent modulus</td>
</tr>
<tr>
<td>N</td>
<td>Normal vector</td>
</tr>
<tr>
<td>N</td>
<td>Second order modulus</td>
</tr>
<tr>
<td>Q</td>
<td>Spatial acoustic tensor, Arbitrary rotation tensor</td>
</tr>
<tr>
<td>R</td>
<td>Rotation tensor</td>
</tr>
<tr>
<td>S</td>
<td>Intrinsic acoustic tensor</td>
</tr>
<tr>
<td>T</td>
<td>Entropy</td>
</tr>
<tr>
<td>T</td>
<td>Temperature</td>
</tr>
<tr>
<td>U</td>
<td>Right stretch tensor</td>
</tr>
<tr>
<td>U</td>
<td>Wave velocity</td>
</tr>
<tr>
<td>V</td>
<td>Left stretch tensor</td>
</tr>
<tr>
<td>V</td>
<td>Intrinsic wave speed</td>
</tr>
<tr>
<td>W</td>
<td>Spin tensor</td>
</tr>
<tr>
<td>X</td>
<td>Material coordinate vector</td>
</tr>
<tr>
<td>Y</td>
<td>Material discontinuity position</td>
</tr>
<tr>
<td>g</td>
<td>Thermal expansion tensor</td>
</tr>
<tr>
<td>a</td>
<td>Attenuation coefficient</td>
</tr>
<tr>
<td>γ</td>
<td>Engineering shear strain</td>
</tr>
</tbody>
</table>
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δ  Internal dissipation
ε  Engineering normal strain
ξ  Curvature parameter
η  Curvature parameter
κ  Thermal conductivity tensor
λ  Lame' constant
μ  Lame' constant
ξ  Convected coordinate
ρ  Mass density
g  Cauchy stress tensor
τ  Thermal history, time parameter
ϕₜ  Stress-temperature tensor
φₜ  Stress-temperature coefficient
ϕₛ  Stress-entropy tensor
φₛ  Stress-entropy coefficient
γₑ  Specific heat at constant strain
γₒ  Specific heat at constant stress
ω  Frequency
Δ  Displacement vector
Π  Relaxation function tensor
Σ  Second Piola-Kirchhoff stress tensor
X  Mechanical History
Γ  Grüneisen tensor
Λ  Relaxation spectrum tensor
Ω  Relaxation function tensor

Note: The notation of continuum mechanics as used in this chapter is extremely complex. We will deviate from the conventional vector notation for this chapter i.e., a vector representing a coordinate position will be denoted X and not X as elsewhere in the text. The authors' manuscript notation will be retained throughout.
1. Introduction

Materials show a rich variety of behavior in their response to dynamic deformations. A few types of behavior have long been categorized, and represented by simple mathematical idealizations: linear elastic behavior, linear viscoelastic behavior, infinitesimal elastic-perfectly plastic behavior, hydro-dynamic (non-viscous compressible fluid) behavior, etc. Theories based on these descriptions are well-developed, and the principal theoretical difficulties remaining concern obtaining solutions to specific initial and boundary value problems. Considering the complex microstructural processes accompanying deformation in most solid materials, it is surprising that such extremely simple descriptions work as well as they do. Many problems involving wave propagation at very low stress amplitudes are described very well by linear elastic or viscoelastic theories. Considerable success has been achieved by representing some structural metals, at pressures up to an order of magnitude above their yield points, by an infinitesimal elastic-perfectly plastic model. The representation of the response of solid materials at extremely high pressures by a hydrodynamic theory has been very successful, and several important problems concerning explosions, implosions, and impacts have been treated successfully with such a description.

There is ample evidence that the above "classical" theories are inadequate to describe the behavior of many materials in an intermediate stress range. In a recent review of stress wave propagation in metals, Herrmann (1969) cites observations of phenomena associated with elastic-plastic yielding at stresses of several hundred kilobars. Strains associated with these pressures are in excess of ten percent. Schuler (1970a, b) and others have observed strongly nonlinear viscoelastic behavior in polymers at stresses up to about 10 kilobars, with associated strains of the order of ten percent. Stresses and strains of these magnitudes are very commonly achieved in situations involving impacts and explosions. These strains are certainly not within the realm of a linearized infinitesimal strain theory. A properly invariant, nonlinear, finite-strain kinematics is inescapable in problems of this type.

When only infinitesimal strains occur, accompanying temperature or entropy changes are usually sufficiently small in most problems so that it is unnecessary to consider a coupled thermodynamic theory, that is, one in which mechanical and thermodynamic changes can influence each other. This is often not true at larger strains, where a coupled thermodynamic theory is
Attempts to generalize infinitesimal linear theories by assuming that their coefficients are variables, dependent on strain, temperature, internal energy, etc., are fraught with many pitfalls. It is difficult to avoid making contradictory or mutually exclusive assumptions. It is frequently difficult to ensure that the resultant theories do not violate kinematical compatibility relations or thermodynamical principles. A rational methodology for constructing nonlinear constitutive equations is needed. Such a methodology has emerged from studies in modern continuum mechanics.

A number of broad classes of nonlinear constitutive equations have been studied in some detail within the framework of modern continuum mechanics; for example, finite elasticity and equations of the fading memory type, the latter embracing nonlinear viscoelasticity. Despite the fact that these classes are distinguished only by very general constitutive assumptions, surprisingly specific results may be deduced about their behavior. In particular the propagation characteristics of various types of waves in materials governed by these classes of constitutive equations have been the subject of intensive study during the last few years.

There is obviously a great economy in a unified treatment of broad classes of materials. The search for a particular set of constitutive equations to fit the behavior of a given real material may be narrowed at once by comparing the observed behavior of the material with the predicted behavior of the known constitutive classes. Moreover, once a specific set of constitutive equations is found to describe the behavior of a real material, all of the established properties of its class immediately are known to apply without the necessity of establishing these properties over again for the specific set at hand.

After a brief outline of the methodology of modern continuum mechanics in Sect. 2 and some general material on wave propagation in Sect. 3, some of the simpler classes of constitutive equations are reviewed; nonlinear elasticity in Sect. 4, thermoelasticity in Sect. 5, rate-type viscosity in Sect. 6, and nonlinear viscoelasticity in Sect. 7. For these classes, the constitutive assumptions and their consequences for the propagation of waves have been reasonably well established.

The topics dealt with here by no means exhaust the constitutive classes of interest in stress wave propagation. In particular, the very important topics of plasticity, and of coupled thermo-plasticity are not treated. At the present, the general formulation of such
constitutive equations and the investigation of their consequences rest on less firm ground. They and others are currently the subject of vigorous investigation, and a unified treatment here would be premature.

Since work in wave propagation has progressed to a consideration of problems in more than one space dimension, equations will be introduced in general three-dimensional form. In order to do so concisely with proper observance of coordinate invariance, direct tensor notation is employed, as used for example by Martin and Mizel (1966). The notation is outlined in Appendix 1. As an aid to readers unfamiliar with direct notation, a number of tensor operations are summarized there, together with their equivalents in Cartesian indicial notation.

2. Formulation of Constitutive Equations

2.1 Motion; Mechanical History

We are concerned with material bodies, which in the continuum approach are considered to be smooth manifolds of material particles characterized by continuous fields of mass, energy, temperature, forces, etc. A motion of \( \mathbf{x} \) is described by

\[ \mathbf{x} = \chi(X, t) \]

where the vector \( \mathbf{x} \) represents the positions of material particles at time \( t \) which are labelled with their positions \( X \) in some arbitrarily chosen fixed reference configuration. The motion is assumed to be smooth and continuously differentiable, except possibly on a finite number of surfaces, lines or points representing boundaries, interfaces, shock waves and other such discontinuities. The first partial derivatives of \( \chi \) are termed the deformation gradient tensor \( F \) and the particle velocity vector \( \mathbf{u} \), defined by

\[ F = \frac{\partial \chi}{\partial X}, \quad u = \frac{\partial \chi}{\partial t} \]

The motion (5.1) can also be considered as a transformation from \( X \) to \( x \) at a particular time \( t \). The Jacobian \( J \) of this transformation is

\[ J = \det F \]
The Jacobian relates the volume of an element in the current configuration to that in the reference configuration. If mass is defined as an invariant measure of material, with a mass density \( \rho \), then conservation of mass implies that

\[ J = \frac{\rho_R}{\rho} \]  

(5.4)

where \( \rho_R \) is the mass density in the reference configuration, c.f. (A34). To insure that a finite region of material never goes to zero, or becomes infinite (embodying the concept that mass cannot be destroyed or created) and that a region of material never becomes inverted (so that mass never becomes negative), it is assumed that \( \chi \) is such that

\[ 0 < J < \infty \]  

(5.5)

Note that (5.5) implies that (5.1) is uniquely invertible in \( X \).

Equation (5.1) embodies information regarding the position of every material particle in the body \( B \) for all times. We will be concerned with histories involving only the present and past times, and thus denote the mechanical history of \( B \) up to the time \( t \) by

\[ \chi^t = \chi(X, t-s) \quad 0 \leq s < \infty \]  

(5.6)

The parameter \( s \) is known as the elapsed time. Note that the history embodies information for all past time to \( t = -\infty \).

2.2 Determinism; Simple Materials

In certain cases, thermal, magnetic, electrical and other processes do not affect the mechanical behavior. In this special case, the basic concept involved in writing down a constitutive equation is that the response of the material at time \( t \) is completely predictable if the mechanical history up to and including the time \( t \) is known. This embodies the concept of determinism. Thus, one would argue that the Cauchy stress tensor \( g \) at a given material particle \( X \) and time \( t \) should be a functional of the mechanical history of the body,

\[ g = \gamma \left( \chi^t, \chi^t \right) \]  

(5.7)

The functional \( \gamma \) is to be understood as a rule of correspondence.
ascribing a single set of values to the tensor components of \( \mathbf{g} \) for a
given history \( \chi' \) in which \( s \) assumes all values zero and greater, and
\( \mathbf{X} \) runs over all values corresponding to all the material particles in
the body \( \mathcal{B} \).

**Heterogeneous** bodies are accommodated by making \( \chi' \) depend
explicitly on \( \mathbf{X} \), i.e., different material particles may respond
differently to identical histories. If the body \( \mathcal{B} \) is **homogeneous**, all
material particles in \( \mathcal{B} \) would respond identically to identical
histories. With a suitable choice of homogeneous reference
configuration, \( \mathbf{X} \) could be dropped as an independent variable. We
will henceforth not carry \( \mathbf{X} \) as an explicit independent variable,
recognizing that it may be reinserted to handle heterogeneous
bodies.

The constitutive equation (5.7) is much more general than is
needed for most purposes. In most cases it may be argued that the
response of a given material particle depends only on the local
history at that particle, and not on motions occurring at remote
locations in the body. One way in which this principle of **local
action** can be incorporated is to assume that the response at a given
material particle depends on the mechanical history only through
the history of the deformation gradient \( \mathbf{F} \) at that particle

\[
\mathbf{g} = \mathcal{Z}(\mathbf{F}'')
\]

where \( \mathbf{F}' \) is the history of \( \mathbf{F} \) up to the present time \( t \).

A material whose response depends on the mechanical history
only through \( \mathbf{F} \) in this way is termed a **simple material**. Since in a
simple material, spatial interactions can only be represented
through the deformation gradient \( \mathbf{F} \), it follows that the constitutive
functional \( \mathcal{Z} \) can be evaluated purely from experiments involving
homogeneous deformation, i.e., ones in which \( \mathbf{x} \) depends linearly on
\( \mathbf{X} \), and \( \mathbf{F} \) is constant throughout the body. Only simple materials
will be considered in what follows.

### 2.3 Frame-Indifference; Material Symmetry

A motion can be described quantitatively only if a reference
frame, with respect to which positions are measured, and a time
datum, with respect to which times are measured, are specified. An
important restriction on the form of constitutive equations arises
from the expectation that the material response should be
unaffected by the choice of reference frame and time. This is
tantamount to the expectation that the constitutive equation
should be invariant under a transformation in which distances, time intervals, and the sense of time are left unchallenged. The most general such transformation is

\[ x^* = \dot{x}(t) + \dot{Q}(t)(x - x_0) \]

\[ t^* = t - t_0 \]

where \( \dot{x}(t) \) is a vector representing a time-dependent change of origin since the point \( x_0 \) is transformed into \( q \), \( Q \) is an orthogonal tensor \( Q^T = Q^{-1} \) representing a time-dependent rotation, and \( t_o \) is a constant representing a change in time origin.

The requirement that constitutive equations remain invariant under the transformation (5.9), termed frame-indifference, places restrictions on the possible functional dependence of the stress on the history of the deformation gradient. In order to make this explicit, we first note that any invertible tensor, such as the deformation gradient \( F \), can be decomposed uniquely into an orthogonal tensor \( R \) and positive-definite symmetric tensors \( U \) or \( V \) (see for example Martin and Mizel (1966), p. 291).

\[ F = RU = VR \]  

(5.10a)

where \( R^T = R^{-1} \) and

\[ U^2 = F^TF \quad V^2 = FF^T \]  

(5.10b)

This fundamental theorem of tensor analysis, known as the polar decomposition theorem, may be interpreted geometrically in the present case as follows. The orthogonal tensor \( R \) represents a rotation, while the symmetric tensors \( U \) and \( V \) represent irrotational stretches. Thus, (5.10a) implies that the deformation may be decomposed into a pure stretch followed by a rotation, or alternately by a rotation followed by a pure stretch. The stretches for the two cases are related through the rotation by

\[ \chi = RU \hat{R}^T \]  

(5.10c)

In a pure rigid body rotation \( U = V = I \), while in an irrotational stretch \( R = I \).

By considering the behavior of the constitutive equation (5.8) under the general transformation (5.9), and demanding invariance,
it is shown in Appendix 2 that (5.8) can be reduced to the form

\[ \sigma = R^T (\mathcal{L}^T) R \]  (5.11)

Thus, the stress may depend on the history of the stretch, but only on the current value of the rotation, not on its history. It follows that in simple materials, only irrotational deformation histories need be considered when attempts are made to evaluate the constitutive functional \( \mathcal{J} \) from experiments, since the rotation history does not enter \( \mathcal{J} \).

While \( \mathcal{U} \) may be used as a strain measure, it is more convenient to use Green's strain tensor, defined by

\[ E = \frac{1}{2} \left( I + \mathcal{U}^2 \right) = \frac{1}{2} \left( I - F^T F \right) \]  (5.12a)

or in component form

\[ E_{ij} = \frac{1}{2} \left( \delta_{ij} - \frac{\partial x_k}{\partial X_i} \frac{\partial x_k}{\partial X_j} \right) \]  (5.12b)

Note that, contrary to the usual convention in mechanics, \( E \) has been taken positive in compression. It has the property that \( E = 0 \) in a rigid body rotation. It is also convenient at this point to introduce the second Piola-Kirchhoff stress tensor \( \Sigma \), defined from the usual Cauchy stress \( \sigma \) by the relation

\[ \sigma = \frac{1}{f} F \Sigma F^T \]  (5.13a)

or in component form

\[ \sigma_{ij} = \frac{\rho}{\rho_f} \frac{\partial x_i}{\partial X_m} \frac{\partial x_j}{\partial X_n} \Sigma_{mn} \]  (5.13b)

Note that \( \sigma \) and \( \Sigma \) will also be taken positive in compression.

Upon using \( E \) and \( \Sigma \), the reduced constitutive equation (5.11) may be put into the simple equivalent form

\[ \Sigma = \frac{\partial}{\partial \mathcal{U}} \mathcal{J} \]  (5.14)

as shown in Appendix 2.

The constitutive equation (5.14) is applicable to arbitrarily large
deformations of aeolotropic materials. Written as above, the constitutive relation appears in simple form. However, the measures of stress and strain appearing in this equation are not simple. Just as Green's strain $\varepsilon$ is a measure of the irrotational deformation from the reference configuration, Piola's stress $\Sigma$ is a measure of the contact loads within the material referred to areas and directions not in the current configuration, but in the reference configuration. Alternate forms in terms of the Cauchy stress $\sigma$ and other measures of strain can be developed by using their appropriate defining equations, if desired, but these will usually take a more complicated form than (5.1.4). Obviously the theories are equivalent, whatever measures of stress and strain are used, as long as care is taken to be consistent.

It is evident from their defining equations that $F$, $\Sigma$ and $E$ depend on the particular choice of reference configuration which is used. The choice of reference configuration should not affect the results of the theory. This fact may be used to determine the transformation properties of the constitutive functionals $\gamma$ and $\sigma$ in (5.8) and (5.14) under a change of reference configuration, as shown in Appendix 2. Specifically, these properties are given by (A20) and (A21) for $\gamma$ and $\sigma$ respectively.

A material may also have certain symmetry properties. These will be reflected in restrictions on the particular forms which the constitutive functionals may take. Restrictions on the constitutive functionals arising from material symmetry are also explored in Appendix 2.

2.4 Thermal History; Equipresence

A purely mechanical theory, considered thus far, can represent the behavior of real materials only in a restricted number of circumstances. If the thermal expansion coefficient of the material is zero, or is assumed to be negligible in some sense, then any change in temperature cannot affect the mechanical response, and need not be considered in the theory. An idealized material of this type is termed piezotropic. Real materials approximate piezotropic materials only for relatively small temperature changes. Other situations also arise in which a purely mechanical theory may suffice. For example, the body may be subject to special constraints during a particular motion. It may happen that temperature and strain vary in a one-to-one correspondence. It is then unnecessary to consider the temperature as an independent variable, its variation being implicit in the variation of the strain. Some cases in which
such thermodynamic constraints may arise will be rendered specific later.

In many situations, the special circumstances under which a purely mechanical theory is appropriate do not apply. The response of the material must then be considered to depend explicitly on the thermal history of the material. One convenient way of specifying the thermal history is through the temperature $T$ by an equation of form

$$T = \tau(X, t)$$  \hspace{1cm} (5.15)

Here $T$ is the absolute temperature, defined such that $T > 0$ for all attainable states. Equation (5.15) specifies the temperature $T$ of every particle $X$ in the body at all times $t$.

In this case one would argue that the stress $\sigma$ and thermodynamic quantities such as the Helmholtz free energy $A$, entropy $S$, and heat flux vector $\mathbf{h}$ at a given particle $X$ and time $t$ should be functionals of both the mechanical and thermal histories

$$\sigma = \sigma(X', t')$$
$$S = S(X', t')$$
$$A = A(X', t')$$
$$\mathbf{h} = \mathbf{h}(X', t')$$  \hspace{1cm} (5.16)

As in the case of the mechanical response, it may be further argued that the response of a material particle should depend only on the local thermal and mechanical histories at that particle. One such description might employ the history of the temperature gradient at $X$ rather than the thermal histories of all particles in $\mathcal{N}$. The gradient of $\tau$ in (5.15) with respect to $X$ may be denoted by $\mathbf{g}_{\tau}$. Noting that (5.1) is invertible, the temperature $T$ may also be expressed as a function of $X$ by writing

$$T = \tau(X, t) = \tau[X^{-1}(X', t'), t] = \tau(x, t)$$

The gradient of $\tau$ with respect to $X$ will be denoted by $g$. Using the chain rule in differentiating the above expression, we obtain

$$g^T_i = \frac{\partial \tau}{\partial X_i} = \frac{\partial \tau}{\partial x_j} \frac{\partial x_j}{\partial X_i} = F_{ij}g_j$$  \hspace{1cm} (5.17)
The quantity \( g_R \) may be termed the material, or convected temperature gradient. It is usually more convenient to use the spatial temperature gradient \( g \).

In terms of \( g \) one might make the rather restrictive constitutive assumption

\[
\begin{align*}
q &= \frac{1}{2} \{ F^t, T^t, g \} \\
S &= \frac{1}{2} \{ F^t, T^t, g \} \\
A &= \{ A^t, T^t, g \} \\
h &= \{ h^t, T^t, g \}
\end{align*}
\]

(5.18)

where \( g, A, S \) and \( h \) depend only on the present value of \( g \) and not on its history. Of course, other constitutive assumptions can be made in which other aspects of the mechanical and thermal histories are included, but the above will include, among many others, all of the specific classes of materials to be considered here.

Note that the same arguments have been included in each of the constitutive functionals in (5.18). This is in accordance with the concept of equipresence; the same arguments must appear in each constitutive relation unless explicitly forbidden by the principles of mechanics or thermodynamics, or by invariance requirements such as frame-indifference and material symmetry. Each set of constitutive equations resulting from a particular assumption regarding the nature of the constitutive functionals and their arguments must be examined separately for compliance with these restrictions. Equipresence guarantees reciprocity of action: in the above case, if the mechanical processes affect the thermal processes, then the reverse must also be assumed to be true unless proved otherwise.

2.5 Mechanical and Thermodynamic Principles

As indicated by the concept of equipresence, any formulation of the constitutive equations must be compatible with the principles of mechanics and thermodynamics. This is interpreted to imply that the constitutive equations must be such that the principles of conservation of mass, momentum and energy, and of irreversibility be satisfied for any mechanical and thermal histories of the body whatever.

Conservation of mass, momentum and energy, and irreversibility are expressed by the following local equations, obtained in Appendix 3.
\[
\dot{\rho} = - \rho \text{div} \mathbf{u} \quad (5.19a)
\]
\[
\rho \dot{\mathbf{u}} = - \text{div} \mathbf{q} + \rho \dot{b} \quad (5.19b)
\]
\[
\rho \dot{\mathbf{E}} = - \mathbf{g} \cdot \mathbf{L} - \text{div} \mathbf{h} + \rho q \quad (5.19c)
\]
\[
\rho \dot{S} \geq - \text{div} \left( \frac{\mathbf{h}}{T} \right) + \frac{\rho q}{T} \quad (5.19d)
\]

where \( \mathbf{E} \) is the specific internal energy, \( b \) is the specific external body force field, \( q \) the specific external heat source strength, and \( \mathbf{L} \) is the velocity gradient

\[
\mathbf{L} = \text{grad} \mathbf{u}
\quad (5.20)
\]

The superimposed dot implies the material time derivative with \( \mathbf{X} \) held constant, and the divergence and gradient are taken with respect to \( \mathbf{x} \).

We recall that the internal energy \( \mathbf{E} \) and Hermholtz free energy \( A \) are related by

\[
\mathbf{E} = A + ST
\quad (5.21)
\]

We now consider possible restrictions imposed on assumed constitutive equations by the requirement that the principles of conservation and irreversibility be satisfied for any mechanical and thermal histories of the body \( \mathbf{b} \) whatever. We can imagine a history specified by functions \( \mathbf{x} = \chi(\mathbf{X}, t) \) and \( T = \tau(\mathbf{X}, t) \) with corresponding \( \mathbf{g}, A, S, h \), and \( \mathbf{E} \) specified as functions of \( (\mathbf{X}, t) \) via the constitutive equations, say \( (5.18) \), and the equation \( (5.21) \). Note that conservation of mass is automatically satisfied if \( \chi \) is such that \( \text{det} \mathbf{F} \) is positive and finite. We further recall that \( \tau \) must be such that \( T \) is positive and finite. Histories \( \chi \) and \( \tau \) satisfying these restrictions are termed admissible histories for the body.

Any admissible history can be made to satisfy the principles of conservation of momentum and energy \( (5.19b) \) and \( (5.19c) \) by suitable choice of external body force and heat source fields \( \mathbf{b}(\mathbf{X}, t) \) and \( \mathbf{q}(\mathbf{X}, t) \). Only some of these histories will be attainable in practice, due to physical limitations in assigning body force and heat source fields, but we demand that the constitutive equations be such that any motion whatever be compatible with the mechanical and thermodynamic principles.

The principle of irreversibility \( (5.19d) \) cannot be satisfied so easily. It places restrictions on the rate of change of entropy in the
material. Since there are no further externally assignable fields such as \( b \) or \( q \) available, this places certain restrictions on the admissible forms of the constitutive equations. The specific nature of these restrictions varies with the particular constitutive assumptions which are made, and they will be investigated in subsequent sections.

2.6 Summary

The construction of constitutive equations to describe a particular class of materials ideally begins by making particular assumptions about the structure of the constitutive functionals, properly observing the requirements of equipresence. The principles of frame-indifference and irreversibility are then applied to arrive at reduced constitutive equations which are properly invariant and in accord with thermodynamic requirements. If necessary, these may be further reduced to satisfy material symmetry requirements, for example, isotropy.

Modern continuum mechanics provides a framework for the construction of constitutive equations which are properly invariant and which are compatible with the principles of mechanics and thermodynamics. These equations still contain arbitrary material functions or functionals, which are to be evaluated empirically from experimental data on the response of a particular material. However, even without evaluating these functions, it is possible to investigate in some detail the qualitative behavior represented by various types of constitutive equations. An attempt will be made to discuss this qualitative behavior, particularly with regard to wave propagation, for each theory treated in subsequent sections.

In the evaluation of specific material functions from experimental data it is often very helpful to have recourse to micromechanical theories (e.g., statistical mechanics, dislocation mechanics, etc.). The micromechanical theories will not be considered in what follows, but some remarks on the evaluation of constitutive functions from experiment will be made as appropriate.

3. Wave Propagation

3.1 Kinematics of Singular Surfaces

In order to display the types of dynamic response to be expected from specific constitutive models, we shall consider in subsequent sections the propagation of various types of waves. Prior
to doing so, general results pertaining to the propagation of waves will be reviewed in this section in a form particularly appropriate to the study of solid materials. Reading of this section may be omitted, if desired, returning for reference as needed during the reading of subsequent sections.

We have assumed that the motion \( \chi \) described by (5.1) is continuous. A shock wave is a singular surface on which first derivatives of \( \chi \) (e.g., the velocity \( y \)) are discontinuous. An acceleration wave is a singular surface on which first derivatives of \( \chi \) are continuous, but second derivatives (e.g., the acceleration \( \ddot{y} \)) are discontinuous. The general kinematics of singular surfaces will first be developed.

Many important problems concern the propagation of plane waves. In order to avoid the complications involved in the treatment of curved waves, the treatment will be restricted here to the consideration of plane waves traveling in material symmetry directions and described in terms of a single spatial coordinate. It is then possible to reduce the analysis to that of motion in one dimension.

Consider a singular surface or wave, located in our one-dimensional space at the material particle \( X = \dot{Y}(t) \) at time \( t \). Since the wave may propagate, it may be located at different material particles at different times. The intrinsic velocity of the wave is defined by

\[
V = \frac{d}{dt} \dot{Y}(t) \tag{5.22}
\]

It is only necessary to consider waves propagating in the direction such that \( V > 0 \), since the case \( V < 0 \) can always be converted to the former by an inversion of the coordinate system.

It is also possible to give a spatial description of the wave. The point in space occupied by the wave at time \( t \) will be denoted by \( x = \dot{x}(t) \). The wave velocity \( U \) is defined by

\[
U = \frac{d}{dt} \dot{x}(t) \tag{5.23}
\]

The wave velocity \( U \) is the rate at which the wave is moving with respect to the spatial coordinate \( x \), while the intrinsic velocity \( V \) expresses the rate of advance of the wave with respect to the material in the reference configuration. The intrinsic speed is the most convenient measure of wave velocity in solid materials, since wave velocities are generally measured with the aid of detectors.
imbedded in the material. Then \( V \) is given by the original distance between two detectors in the reference configuration divided by the wave transit time between them. This is in contrast to the situation in fluid mechanics, where it is usually more convenient to measure wave velocities with respect to detectors fixed in space, and \( U \) is the natural measure of wave speeds.

Now, we assume that all quantities are continuous everywhere except at \( Y \), but that some quantities suffer jump discontinuities at \( Y \). If we denote such a discontinuous quantity by \( \dot{\psi}(X,t) \), we assume specifically that \( \psi \) has finite limits \( \psi^+ \) and \( \psi^- \) as \( Y \) is approached from the right and the left respectively. The jump in \( \psi \) is denoted by

\[
[\psi] = \psi^- - \psi^+ \tag{5.24}
\]

It may be noted that the jump \([\psi]\) is a function of time only.

We will further suppose that \( \frac{\partial \dot{\psi}}{\partial X} \) and \( \frac{\partial \dot{\psi}}{\partial t} \) exist and are continuous except for a jump at the wave. If we approach the wave from the continuous region on the right, then use of the chain rule at \( X = \dot{Y}(t) \) provides the relation

\[
\frac{d}{dt} \dot{\psi}(Y^+, t) = \frac{\partial \dot{\psi}}{\partial t}(Y^+, t) + \frac{\partial \dot{\psi}}{\partial X}(Y^+, t) \frac{dY}{dt}
\]

A similar expression holds when approaching \( Y \) from the left. Subtracting the two results provides

\[
\frac{d}{dt} [\psi] = \left[ \frac{\partial \psi}{\partial t} \right] + V \left[ \frac{\partial \psi}{\partial X} \right] \tag{5.25}
\]

where (5.22) has been used. If \( \dot{\psi} \) itself is continuous at \( Y \) so that \([\psi] = 0\),

\[
\left[ \frac{\partial \psi}{\partial t} \right] = V \left[ \frac{\partial \psi}{\partial X} \right] \tag{5.26}
\]

This fundamental relation of compatibility at a singular surface is known as Maxwell's Theorem.

One final kinematical result is useful. If \( \psi \) and \( \varphi \) are both discontinuous at \( Y \), then it follows from (5.24) that

\[
[\dot{\psi} \varphi] = \psi^+ [\varphi] + \varphi^+ [\psi] + [\psi] \varphi^+ \tag{5.27}
\]
3.2 Shock Waves

We restrict attention in this subsection to plane longitudinal waves, in which first derivatives of the motion $\chi$ undergo jump discontinuities. Such waves are termed shock waves.

In a plane longitudinal motion described by the deformation field $x_1 = \xi(X_1,t)$, $x_2 = X_2$, $x_3 = X_3$, the strain is conveniently characterized by the single parameter $\epsilon$ termed the engineering strain

$$\epsilon = 1 - F = 1 - \rho_R/\rho$$  \hspace{1cm} (5.28)

where $F = F_{11} = \partial \xi/\partial X_1$, c.f. (A44). Note that $\epsilon$ is taken positive in compression. It is convenient to define the amplitude of the shock wave, denoted by $a(t)$ as the jump in strain $\epsilon$ across the shock

$$a(t) = [\epsilon] = -[F]$$  \hspace{1cm} (5.29)

Note that with this definition, the shock is compressive when $a > 0$.

If we set $\psi = \chi$ in Maxwell's Theorem (5.26) the basic compatibility condition at a shock wave is obtained

$$[u] = V_S[\epsilon] = V_S a$$  \hspace{1cm} (5.30)

where the subscript $S$ is used as a reminder that the discontinuity is a shock wave.

The equations representing conservation of momentum and energy and of irreversibility at a shock wave are developed in Appendix 3. They are

$$\rho R V_S[u] = [o]$$  \hspace{1cm} (5.31a)

$$\rho R V_S[\frac{1}{2} u^2 + E] = [ou] + [h]$$  \hspace{1cm} (5.31b)

$$\rho R V_S[S] \geq \left[ \frac{h}{T} \right]$$  \hspace{1cm} (5.31c)

Here the external body force field $\hat{b}(X,t)$ and external heat source field $\hat{q}(X,t)$ have been assumed to be assigned in such a way that they are continuous at the shock. It is possible to solve for the velocities from (5.30) and (5.31a)

$$\rho R [u]^2 = [o][\epsilon] = a[o]$$  \hspace{1cm} (5.32a)
Using (5.27), (5.30) and (5.32a) in the energy equation (5.31b) yields the result

\[ \rho_R [\varepsilon] = \frac{1}{2} (\sigma^+ + \sigma^-) [\varepsilon] + \frac{1}{V_s} [h] \]  

(5.33)

If the heat flux is zero, i.e., if the material is a non-conductor, then \([h] = 0\) and (5.33) reduces to the familiar Rankine-Hugoniot relation

\[ \rho_R [\varepsilon] = \frac{1}{2} (\sigma^+ + \sigma^-) [\varepsilon] \]  

(5.34)

Note also that in this instance, the entropy inequality (5.31c) reduces to

\[ [S] \geq 0 \]  

(5.35)

The jump relations (5.30) and (5.31) have been written here in terms of the intrinsic shock speed \(V_s\). In order to compare these results with those conventionally used in fluid mechanics, for example by Courant and Friedrichs (1948) or Serrin (1959) who use the wave velocity \(U\), it is necessary to develop the relation between \(V\) and \(U\). This has been done in Appendix 3.

Some additional relations will be useful in our discussion of shock wave propagation. We note that quantities are continuous on either side of the shock. In these continuous regions, the equations expressing conservation of momentum and energy are (A49) and (A50).

\[ \rho_R \frac{\partial u}{\partial t} = - \frac{\partial \sigma}{\partial X} + \rho_R b \]  

(5.36a)

\[ \rho_R \frac{\partial \varepsilon}{\partial t} = - \sigma \frac{\partial u}{\partial X} - \frac{\partial h}{\partial X} + \rho_R q \]  

(5.36b)

These equations hold in the limit as the discontinuity is approached from the right and the left respectively. Subtracting across the discontinuity provides the results

\[ \rho_R \left[ \frac{\partial u}{\partial t} \right] = - \left[ \frac{\partial \sigma}{\partial X} \right] \]  

(5.37a)

\[ \rho_R \left[ \frac{\partial \varepsilon}{\partial t} \right] = - \left[ \frac{\sigma u}{\partial X} \right] - \left[ \frac{\partial h}{\partial X} \right] \]  

(5.37b)
where \( b \) and \( q \) have again been taken to be continuous. These relations connect jumps in derivatives across the shock.

An expression for the rate of change of amplitude with time can be obtained by setting \( \psi = u \) in (5.25) and using (5.30), whence

\[
\frac{da}{dt} + \frac{a}{V} \frac{dV_s}{dt} = \frac{1}{V} \left[ \frac{\partial u}{\partial t} \right] - \left[ \frac{\partial \epsilon}{\partial t} \right]
\]

(5.38)

This result is a consequence solely of compatibility. A more useful result can be obtained as follows. By setting \( \psi = a \) in (5.25) and by using (5.37a) we obtain

\[
\frac{d}{dt} \left[ a \right] = \left[ \frac{\partial a}{\partial t} \right] - \rho \frac{d}{dt} \left[ V_s^2 a \right]
\]

(5.39a)

But, by (5.32b)

\[
\frac{d}{dt} \left[ a \right] = \rho \frac{d}{dt} \left[ V_s^2 a \right]
\]

(5.39b)

By using (5.39) in the amplitude equation (5.38) we obtain the result

\[
2 \frac{da}{dt} + 3a \frac{dV_s}{dt} = \frac{1}{\rho \rho_s} \left[ \frac{\partial a}{\partial t} \right] - \left[ \frac{\partial \epsilon}{\partial t} \right]
\]

(5.40)

which is the basic equation for the growth or decay of the amplitude of a shock wave. More specific results are obtained when the material constitutive equations are specified, and we shall return to this point in subsequent sections.

3.3 Acceleration Waves

We consider first plane longitudinal acceleration waves, in which second derivatives of the motion \( \chi \) undergo jump discontinuities but its first derivatives are continuous. The strain field is again characterized by the engineering strain \( \epsilon \) defined in (5.28). Clearly \( \epsilon \) is continuous at an acceleration wave but its derivatives are not. In this case it is convenient to define the amplitude of the acceleration wave as the jump in strain rate

\[
a(t) = \left[ \frac{\partial \epsilon}{\partial t} \right] = -\left[ \frac{\partial F}{\partial t} \right]
\]

(5.41)

The wave is termed compressive if the strain rate increases across
the wave \( a > 0 \), expansive if \( a < 0 \).

Setting \( \psi = u \) and \( F \) successively in Maxwell's Theorem (5.26) provides the compatibility condition

\[
\frac{\partial \varepsilon}{\partial t} = V_a \frac{\partial \varepsilon}{\partial \alpha} = V_a^a \tag{5.42}
\]

where the subscript \( a \) serves as a reminder that the discontinuity is an acceleration wave. This result may be compared with that for a shock wave (5.30).

It is also assumed that the temperature, given by (5.15), is continuous at an acceleration wave, but its derivatives may suffer jump discontinuities. Setting \( \psi = T \) in Maxwell's Theorem (5.26) provides the additional compatibility condition

\[
\frac{\partial T}{\partial t} = -V_a \frac{\partial T}{\partial \alpha} \tag{5.43}
\]

At an acceleration wave \( u \) is continuous, \( [u] = 0 \). Thus, from the jump conditions (5.31a) and (5.31b) it follows that the stress is continuous \( [\sigma] = 0 \), and that

\[
\rho_R V_a [\varepsilon] = [h] \tag{5.44}
\]

A jump in the internal energy across the wave must be associated with a jump in the heat flux. For a non-conductor \( [h] = 0 \), and the internal energy is also continuous \( [\varepsilon] = 0 \).

From their derivation, it is clear that (5.37a) and (5.37b) are equally applicable at an acceleration wave. Setting \( \psi = \sigma \) in Maxwell's Theorem (5.26) provides a compatibility condition which may be used to simplify the first of these to obtain

\[
\rho_R V_a \left[ \frac{\partial u}{\partial \alpha} \right] = \left[ \frac{\partial \sigma}{\partial \alpha} \right] \tag{5.45}
\]

The jump in acceleration and the wave velocity may be found from (5.42) and (5.45) whence

\[
\rho_R \left[ \frac{\partial u}{\partial \alpha} \right]^2 = \left[ \frac{\partial \sigma}{\partial \alpha} \right] \left[ \frac{\partial \varepsilon}{\partial \alpha} \right] = a \left[ \frac{\partial u}{\partial \alpha} \right] \tag{5.46a}
\]

\[
\rho_R V_a^2 = \left[ \frac{\partial \sigma}{\partial \alpha} \right] \left[ \frac{\partial \varepsilon}{\partial \alpha} \right] = \frac{1}{a} \left[ \frac{\partial \sigma}{\partial \alpha} \right] \tag{5.46b}
\]

These equations may be compared to the corresponding shock relations (5.31) and (5.32).
The energy equation (5.37b) may be simplified using (5.27) and the fact that \([a] = 0\), whence

\[ \rho_R \left[ \frac{\partial \xi}{\partial t} \right] = \sigma \left[ \frac{\partial \epsilon}{\partial t} \right] - \left[ \frac{\partial h}{\partial X} \right] \]  

(5.47)

For a non-conductor the last term disappears and this result is analogous to the Rankine-Hugoniot relation (5.34).

An expression for the rate of change of amplitude with time is obtained by setting \( \psi = \partial u/\partial t \) in (5.25) and using (5.42), whence

\[ \frac{da}{dt} + \frac{a}{V_a} \frac{dV_a}{dt} = \frac{1}{V_a} \left[ \frac{\partial^2 u}{\partial t^2} \right] - \left[ \frac{\partial^2 \epsilon}{\partial t^2} \right] \]  

(5.48)

This expression may be put into a more useful form as follows. Differentiating the material form of the equation expressing conservation of momentum in one dimension in continuous regions (A.49)

\[ \rho_R \frac{\partial^2 u}{\partial t^2} = - \frac{\partial^2 \sigma}{\partial \partial X} + \rho_R \frac{\partial b}{\partial t} \]  

(A46a)

Subtracting across the discontinuity, as before, provides

\[ \rho_R \left[ \frac{\partial^2 u}{\partial t^2} \right] = - \left[ \frac{\partial^2 \sigma}{\partial \partial X} \right] \]  

(5.49)

Now, by setting \( \psi = \partial \sigma/\partial t \) in (5.25)

\[ \frac{d}{dt} \left[ \frac{\partial \sigma}{\partial t} \right] = \left[ \frac{\partial^2 \sigma}{\partial t^2} \right] + V_a \left[ \frac{\partial^2 \sigma}{\partial \partial X} \right] \]  

(5.50a)

while differentiation of (5.46b) provides

\[ \frac{d}{dt} \left[ \frac{\partial \sigma}{\partial t} \right] = \rho_R \frac{d}{dt} (V_a^2 a) \]  

(5.50b)

By using (5.49) and (5.50) in the amplitude equation (5.48) we obtain the result

\[ 2 \frac{da}{dt} + 3 \frac{a}{V_a} \frac{dV_a}{dt} = \frac{1}{\rho_R V_a^2} \left[ \frac{\partial^2 \sigma}{\partial t^2} \right] - \left[ \frac{\partial^2 \epsilon}{\partial t^2} \right] \]  

(5.51)
which is the basic equation for the growth or decay of the amplitude of an acceleration wave. Note that its form is analogous to that for a shock wave (5.40). Specific results are again obtained when the material constitutive relations are inserted, as will be seen in subsequent sections.

Finally we will consider a plane transverse acceleration wave. In this case the deformation field is \( x_1 = X_1, x_2 = X_2 + \gamma (X_1, t), x_3 = X_3 \), and the strain is conveniently characterized by the single parameter \( \gamma \) termed the engineering shear strain

\[
\gamma = -F
\]  

where we have redefined \( F = F_{21} = \partial \eta / \partial X_1 \), c.f. (A61). It is convenient in this case to define the amplitude of the transverse acceleration wave as the jump in shear strain rate

\[
a(t) = \left[ \frac{\partial \gamma}{\partial t} \right] = -\left[ \frac{\partial F}{\partial t} \right]
\]  

If we now redefine other unsubscripted vector and tensor components as \( u = u_2, b = b_2, a = a_2 \), but retain the definition \( h = h_1 \), then we first note that the kinematical results of Sect. 3.1 are unchanged. Furthermore it is shown in Appendix 3 that the one-dimensional equations of momentum and energy conservation (A49) and (A50) are unchanged in form. Consequently, all of the results of this section on acceleration waves (5.42) through (5.51) are equally applicable to transverse acceleration waves, provided that appropriate components of vector and tensor quantities are understood, and \( \gamma \) is substituted for \( \epsilon \).

### 3.4 Steady Waves

We will now turn to a different class of waves. Consider plane structured waves which will initially be assumed to be smooth, without discontinuities, but which propagate at constant velocity without change of shape. The motion is described by (5.1) which for plane longitudinal motion in one dimension may be written \( x = \chi(X, t) \). The displacement \( d \) may be defined by

\[
d = \dot{d}(X, t) = \chi(X, t) - X
\]  

The motion can also be referred to a coordinate system which is
moving with respect to the reference coordinate system $X$ at constant velocity $V_0$ by introducing the coordinate transformation

$$\xi = V_0 t - X \quad (5.55)$$

A motion is said to be a plane steady wave if in this transformed coordinate system the displacement of material particles is independent of time; i.e.,

$$d = \hat{d}(V_0 t - \xi, t) = \hat{d}(\xi) \quad (5.56)$$

Moreover, the temperature field, stress field, etc. are steady if under the transformation (5.55) they become independent of time. If $\psi = \hat{\psi}(X, t)$ is one of these quantities, then on using (5.55), $\psi = \hat{\psi}(\xi)$. By the chain rule, derivatives of $\hat{\psi}$ and $\check{\psi}$ are related by

$$\frac{\partial}{\partial X} \hat{\psi}(X, t) = - \frac{d}{d\xi} \hat{\psi}(\xi) \quad \frac{\partial}{\partial t} \hat{\psi}(X, t) = V_0 \frac{d}{d\xi} \hat{\psi}(\xi) \quad (5.57)$$

The equations governing steady waves will now be considered. The deformation gradient and velocity in a steady wave are available by differentiating (5.54) and using (5.57)

$$F = \frac{\partial X}{\partial \xi} = 1 + \frac{\partial d}{\partial X} = 1 - \frac{d}{d\xi} \hat{d}(\xi) \quad (5.58a)$$

$$u = \frac{\partial X}{\partial t} = \frac{\partial \hat{d}}{\partial t} = V_0 \frac{d}{d\xi} \hat{d}(\xi) \quad (5.58b)$$

while the strain is given by (5.58a) and (5.28) as

$$\epsilon = \frac{d}{d\xi} \hat{d}(\xi) \quad (5.58c)$$

Consequently, there follows the compatibility condition

$$\epsilon = \frac{u}{V_0} = 1 - F \quad (5.59)$$

The one-dimensional material forms of the equations expressing momentum and energy conservation (5.36) become, on use of (5.57)

$$\frac{d}{d\xi} \tilde{u}(\xi) = \frac{1}{\rho n V_0} \frac{d}{d\xi} \tilde{a}(\xi) \quad (5.60a)$$

$$\frac{d}{d\xi} \tilde{g}(\xi) = \frac{\tilde{a}(\xi)}{\rho n V_0} \frac{d}{d\xi} \tilde{u}(\xi) + \frac{1}{\rho n V_0} \frac{d}{d\xi} \tilde{h}(\xi) \quad (5.60b)$$

where external body forces and heat sources have been assumed to
be absent.

These equations are ordinary differential equations. The first (5.60a) can be integrated directly, since \(\rho_R V_0\) is constant,

\[
\tilde{\sigma}(\xi) = \rho_R V_0 \tilde{u}(\xi) + a_1
\]  

(5.61)

where \(a_1\) is an integration constant. Adding \(\tilde{u}\) times the momentum equation (5.60a) to the energy equation (5.60b), the result may be integrated directly to give

\[
\rho_R V_0 \left[ \frac{1}{2} \tilde{u}^2(\xi) + \tilde{h}(\xi) \right] = \tilde{u}(\xi) \sigma(\xi) + \hat{h}(\xi) + a_2
\]  

(5.61b)

where \(a_2\) is another integration constant. Collecting and rearranging the above equations, the relations governing plane steady wave motion may be summarized as follows.

\[
\epsilon = \frac{u}{V_0}
\]

\[
\frac{d\epsilon}{d\xi} = \frac{1}{V_0} \frac{du}{d\xi}
\]  

(5.62a)

\[
\sigma = \rho_R V_0 u + a_1
\]

\[
\frac{d\sigma}{d\xi} = \rho_R V_0 \frac{du}{d\xi}
\]  

(5.62b)

\[
\tilde{\epsilon} = \frac{1}{2} u^2 + \frac{h + a_1 u + a_2}{\rho_R V_0}
\]  

(5.62c)

\[
\frac{d\tilde{\epsilon}}{d\xi} = \left( u + \frac{a_1}{\rho_R V_0} \right) \frac{du}{d\xi} + \frac{1}{\rho_R V_0} \frac{dh}{d\xi}
\]

where all quantities are understood to be functions of \(\xi\).

An alternative, and illuminating, form of the equations governing steady wave motion may be obtained by evaluating the constants \(a_1\) and \(a_2\) at a particular fixed point \(\xi_0\) in the wave. If we define the notation

\[
[\psi] = \tilde{\psi}(\xi) - \tilde{\psi}(\xi_0)
\]  

(5.63)

then, from (5.62) we obtain

\[
[u] = V_0 [\epsilon]
\]  

(5.64a)

\[
\rho_R V_0 [u] = [\sigma]
\]  

(5.64b)

\[
\rho_R V_0 \left[ \frac{1}{2} u^2 + \tilde{\epsilon} \right] = [au] + [h]
\]  

(5.64c)
These have precisely the same form as the jump conditions appropriate at a shock wave (5.30) and (5.31), provided that \( V_n \) is identified with the intrinsic speed of the shock \( V_s \). Thus, quantities at any two points in a steady wave are connected by the shock jump conditions.

It is clear that the above equations apply without change to steady waves which contain jump discontinuities, including the degenerate case when the entire wave consists of a shock. Note that discontinuities in derivatives of quantities in the wave cause no difficulties in the above derivation, so that the steady wave may also include acceleration waves.

4. Elastic Materials

4.1 Constitutive Relations

In this section the constitutive relations for simple non-linear elastic materials will be reviewed. Such constitutive relations are of interest because a number of real materials may respond elastically when subjected to appreciable deformations. Furthermore they provide the groundwork for material descriptions considered in subsequent sections.

An elastic material is one which has no memory of past events, and whose response depends entirely on the present configuration. This concept is equivalent to that of path-independence. The current response of an elastic material to different deformation histories is the same provided that the histories culminate in the same present configuration.

If thermodynamic and other influences can be ignored, then the constitutive relation for a simple elastic material can be obtained by simplifying the functional representation of (5.8) to

\[
g = \hat{g}(\mathbf{F})
\]  

(5.65)

The Cauchy stress \( g \) is an ordinary function of the present value of the deformation gradient \( \mathbf{F} \).

As discussed in Section 2, the above form is not frame-indifferent. A frame-indifferent form can be deduced from (5.14)

\[
\mathbf{\Sigma} = \hat{\mathbf{\Sigma}}(\mathbf{E})
\]  

(5.66)

where \( \mathbf{\Sigma} \) is the second Piola-Kirchhoff stress tensor defined by
(5.13) and \( E \) is Green's strain tensor defined by (5.12). The derivative

\[
C_{ij,k} = \frac{d}{dE_{k}} \Sigma_{ij} = E_{ij,k} \tag{5.67a}
\]

is termed the elasticity of the material. Since \( E \) and \( \Sigma \) are symmetric, the fourth order elasticity tensor enjoys the symmetries

\[
C_{ij,k} = C_{kij} = \delta_{i,jk} = C_{ijk} \tag{5.67b}
\]

In the special case when \( \Sigma \) is derivable from a potential function \( \psi (E) \) such that

\[
\Sigma_{ij} = \rho R \frac{d\psi}{dE_{ij}} \quad \text{and} \quad C_{ij,k} = \rho R \frac{d^{2}\psi}{dE_{ij}dE_{k}} \tag{5.68a}
\]

then the elasticity tensor is completely symmetric, and obeys, in addition to (5.67b), the symmetry

\[
C_{ijk} = C_{kij} \tag{5.68b}
\]

A linear mapping with this symmetry property is termed self-adjoint. The potential function \( \psi \), if it exists, is termed a strain energy function, and the idealized materials based on this description are termed hyperelastic. The special restrictions of hyperelasticity are not needed in many applications. Special attention will be called to those results which depend on them in what follows.

The Cauchy stress \( \sigma \) depends only on the contact forces in the present configuration, and is independent of the choice of reference configuration. It may happen that the body possesses one particular configuration in which \( \sigma \) vanishes everywhere. Such a configuration is termed a natural state. The Piola stress \( \Sigma \), from its definition (5.13), also vanishes in the natural state, but Green's strain \( E \) vanishes only if the natural state itself is chosen as reference. Of course, it is not necessary that elastic bodies possess a natural state, since residual stresses may be present in a body which is free from surface tractions and body forces.

Since the above constitutive relations omit explicit dependence on \( X \), we recall that it has been assumed that the material is homogeneous. Of course, since \( E \) depends on the choice of reference configuration, it must also be assumed that a homogeneous reference configuration has been chosen, for example, one obtained from a natural state by a homogeneous
deformation. The stress \( \mathbf{\Sigma} \) in such a reference configuration is homogeneous.

Many materials, such as crystals, exhibit certain symmetries in their response. These symmetries are reflected in the form of the elastic response function in (5.66), as discussed in Appendix 2. We will consider only the simplest case, that of isotropy. In this case from (A26) the constitutive relation reduces to

\[
\mathbf{\Sigma} = c_{0} \mathbf{I} + c_{1} \mathbf{F} + c_{2} \mathbf{F}^{C}
\]

(5.69)

where the coefficients \( c_{0} \), \( c_{1} \), and \( c_{2} \) are functions of the principal invariants of \( \mathbf{F} \). In order for the representation (5.69) to be valid, not only must the material be isotropic but an undistorted reference configuration must be used, for example, one obtained from a natural state by a pure dilatation. The stress in such a reference configuration is isotropic, i.e., a hydrostatic pressure, as shown in Appendix 2.

A fluid is a material having no preferred configurations. Noll (1958) and Coleman and Noll (1964) have given an elegant treatment of the response of simple fluids in terms of the isotropies of the material. Here it will suffice to note that in an elastic fluid, changes of shape at constant density cannot influence the stress, so that (5.65) reduces to

\[
\mathbf{\Sigma} = \mathbf{p}(\rho) \mathbf{I}
\]

(5.70)

where \( \mathbf{p} \) is the pressure taken positive in compression. It may be noted that every fluid is isotropic, and every configuration of a fluid is undistorted.

The above equations completely specify the response of simple elastic materials. Their simplicity is deceptive since they are couched in terms of Piola's stress \( \mathbf{\Sigma} \) and Green's strain \( \mathbf{F} \). Relatively few solutions have been obtained to dynamical initial and boundary value problems at this level of generality. In many applications, approximations valid for strains or deformations which are limited in some sense are more tractable, and some of these will be considered next.

4.2 Approximate Constitutive Equations

It may happen that during a particular motion, a body experiences only small excursions from some particular configuration. If this configuration is chosen as reference, then we
consider only deformations such that the largest absolute values of
the components of Green’s strain tensor are limited to some value \( \varepsilon \), i.e.,

\[
\sup \left\{ \left| E \right| \right\} \leq \varepsilon
\]  

(5.71)

In this reference configuration, \( E = 0 \). The constitutive equation
(5.66) can therefore be expanded in a Taylor series about \( E = 0 \)

\[
\Sigma_{ij} = \Sigma_{ij}^{R0} + C_{ijk\ell}^{R} E_{k\ell} + \frac{1}{2} C_{ijk\ell m\ell}^{R} E_{k\ell} E_{m\ell} + O(\varepsilon^3)
\]  

(5.72a)

where \( \Sigma_{R0} \) is the residual stress in the reference configuration, and

\[
C_{ijk\ell}^{R} = \frac{d \Sigma_{ij}}{d E_{k\ell}} \bigg|_{E = 0}
\]  

(5.72b)

\[
C_{ijk\ell m\ell}^{R} = \frac{d^2 \Sigma_{ij}}{d E_{k\ell} d E_{m\ell}} \bigg|_{E = 0}
\]  

(5.72c)

are fourth and sixth order tensors, whose components are constants
evaluated in the reference configuration.

Note that (5.72) is valid only for reference configurations
chosen so that (5.71) is satisfied during the entire motion of the
body. If a reference configuration is chosen which is too far
removed from the configurations experienced by the body, then
Green’s strain may exceed the criterion (5.71). In general, a natural
state need not be among the allowable reference configurations
when small excursions from a prestressed reference configuration
are of interest. If the reference configuration happens to be a
natural state, then \( \Sigma_{R0} = 0 \).

It is seen that (5.72) can be used for limited strains from the
reference configuration, but that arbitrarily large rigid body
rotations or translations are allowed. Further simplification is
possible when displacements from the reference configuration are
infinitesimal.

In order to develop the equations appropriate to infinitesimal
displacements, we define the displacement vector \( d \) by

\[
d = x - X
\]  

(5.73)

The displacement gradient \( H \) may be defined by

\[
H = - \text{ Grad } d = \frac{d}{dE} = \frac{d}{dE} - F
\]  

(5.74)
where the gradient is taken with respect to $\mathbf{X}$. We will consider motions such that

$$\sup \left\{ \left| \mathbf{g} \right|, \left| \mathbf{H} \right| \right\} \leq \varepsilon \quad (5.75)$$

Infinitesimal strain and rotation tensors are defined by

$$\mathbf{e} = \frac{1}{2} (\mathbf{H} + \mathbf{H}^T), \quad \mathbf{r} = \frac{1}{2} (\mathbf{H} - \mathbf{H}^T) \quad (5.76)$$

Note that $\mathbf{g}, \mathbf{H}, \mathbf{e}$ and $\mathbf{r}$ are of $O(\varepsilon)$. It is easily shown by the use of (5.74) and (5.76) in (5.3), (5.10) and (5.12) that

$$\begin{align*}
\mathbf{E} &= \mathbf{e} + O(\varepsilon^2) \\
\mathbf{R} &= \mathbf{1} - \mathbf{r} + O(\varepsilon^2) \\
\rho_0/\rho &= J = 1 - \text{tr} \mathbf{e} + O(\varepsilon^2)
\end{align*} \quad (5.77)$$

where $\rho_0$ is the density in the prestressed reference configuration.

These results may be used to simplify the constitutive relation (5.72). Using (5.74) through (5.77) in (5.13), the Cauchy stress is given by

$$\mathbf{g} = (1 + \text{tr} \mathbf{e}) (\mathbf{1} - \mathbf{H}) \mathbf{e} (\mathbf{1} - \mathbf{H}^T) + O(\varepsilon^2)$$

Inserting (5.72a) into this expression, we first note that in the reference configuration $\mathbf{E} = \mathbf{0}$, $\mathbf{F} = \mathbf{1}$. Denoting the Cauchy stress in the prestressed reference configuration by $\mathbf{g}_0$, we see from (5.13) that $\Sigma_{R \theta} = \mathbf{g}_0$. Noting that $\mathbf{e}$ and $\mathbf{H}$ are of $O(\varepsilon)$, we obtain the result

$$\mathbf{g} = \mathbf{g}_c + \Sigma_{CR} \{ \mathbf{e} \} + O(\varepsilon^2) \quad (5.78a)$$

where $\mathbf{g}_c$ is the stress in the reference configuration, convected to the current configuration, given by

$$\mathbf{g}_c = \mathbf{g}_0 + \mathbf{g}_0 (\text{tr} \mathbf{e}) - \mathbf{H} \mathbf{g}_0 - \mathbf{g}_0 \mathbf{H}^T \quad (5.78b)$$

If the material is isotropic, and the reference configuration is undistorted, then (A30) may be used to obtain

$$\mathbf{g} = \mathbf{g}_c + \lambda_R (\text{tr} \mathbf{e}) \mathbf{1} + 2 \mu_R \mathbf{e} + O(\varepsilon^2) \quad (5.79a)$$

where $\lambda_R$ and $\mu_R$ are Lamé's constants associated with $\Sigma_{CR}$. Since $\mathbf{g}_0$ must also be isotropic, i.e., $\mathbf{g}_0 = \rho_0 \mathbf{1}$, $\mathbf{g}_c$ reduces to
We note that even if the material is isotropic, and its response is governed by (5.69), the representation (5.79) can only be used if the reference state, from which infinitesimal displacements occur, is undistorted. If the reference configuration is distorted, $C_R$ will generally fail to be isotropic. We also note that, even if the material is homogeneous, but the reference configuration is not, so that the stress $\sigma_0$ varies from place to place, then $C_R$ will vary from place to place. These effects have been described as an apparent loss of isotropy and homogeneity in severely prestressed elastic bodies.

The equations (5.78) and (5.79) are valid for infinitesimal displacements from a prestressed configuration chosen as reference. A situation which is frequently encountered involves a prestressed configuration which has been obtained from a natural state by an initial large static deformation. In this case, it is much more convenient to choose the natural state as reference configuration. Let the deformation gradient of the initial static deformation be denoted $F_0$. The constitutive equation appropriate to this case is derived in Appendix 4, and is found to be identical to (5.78), but with $C_R$ given by

$$C_{ijkl}^{R} = J_0 F_{im}^{0} F_{jn}^{0} F_{kr}^{0} F_{\ell s}^{0} C_{mns}^{0}$$

Here $J_0 = \det F_0$, $C_R$ is defined by (5.72b) with the prestressed state taken as reference, and $C_0$ is defined as in (5.67a) with the natural state taken as reference but evaluated in the static initially deformed configuration. It is clear that both $C_0$ and $C_R$ are functions of $F_0$.

If the material is isotropic, and the initial deformation is a pure dilatation, $F_0 = \delta I$, where $\delta$ is a scalar, then the constitutive equation (5.79) is applicable. Noting that $J_0 = \det F_0 = \delta^3$, we see that (5.80) implies that

$$\chi_R = \delta \chi_0, \quad \mu_R = \delta \mu_0$$

where $\chi_0$ and $\mu_0$ are the Lamé constants associated with $C_0$, and are functions of the density in the initially deformed state.

Finally, we note that if the initial static deformation is absent, and we consider infinitesimal displacements from the natural state, then $F_0 = I$. We see that $C_R = C_0$, $\sigma_0 = 0$ and $\epsilon = 0$. The constitutive equations (5.78) and (5.79) reduce to the classical linear equations of infinitesimal elasticity in this case.
4.3 Acoustic Wave Propagation

In order to begin the investigation of the behavior of elastic materials, we first consider the propagation of acoustic waves. We will restrict attention to a situation usually encountered in ultrasonic experiments. Specifically, we consider the propagation of plane infinitesimal sinusoidal disturbances propagating into an elastic material which has been subjected to a homogeneous static initial deformation from a homogeneous natural state.

It is first necessary to obtain a linearized equation governing the motion appropriate to this case. The equation expressing momentum conservation in the absence of external body forces may be read off from (A37). The appropriately linearized constitutive equation describing the response of the material is (5.78). These two equations can be combined into a single linearized equation of motion. The algebra has been carried out in Appendix 4. In terms of the displacement $d$ from the initially deformed configuration, the result is (A80)

$$\rho_0 \ddot{d}_i = B_{ijk\ell} \frac{\partial^2 d_k}{\partial X_j^0 \partial X_\ell^0} + O(\varepsilon^2)$$  \hspace{1cm} (5.82a)

where $B$ is a fourth order tensor defined by

$$B_{ijk\ell} = J_0^{-1} F^0_m F^0_{jk} F^0_{\ell r} C^0_{m n r s} - \delta_{i k} \delta_{\ell r}$$  \hspace{1cm} (5.82b)

Here $\sigma_0$ is the Cauchy stress and $F_0$ the deformation gradient in the initially deformed state, and it may be recalled that $C_0$ is the elasticity tensor, referred to the natural state, but evaluated in the initially deformed state. The coordinate $X_R$ refers to positions in the static initially deformed state.

In order to study plane sinusoidal disturbances, we seek solutions to (5.82) in the form

$$d = a \sin(n \cdot X_R - Ut)$$  \hspace{1cm} (5.83)

where $a$ is the amplitude vector, $n$ the wave normal, and $U$ the wave speed. Differentiating twice with respect to $t$, and then twice with respect to $X_R$, and inserting the results into (5.82) provides the equation

$$\rho_0 U^2 a_i = B_{ijk\ell} n_j n_\ell a_k$$  \hspace{1cm} (5.84)

This may be expressed more simply by defining a quantity $Q_\ell$,
termed the acoustic tensor, by

$$Q_{ik} = B_{ijkl} n_l n_j$$  \hspace{1cm} (5.85)$$

Note that $Q$ depends on the direction of the wave normal $n$. In terms of $Q$, (5.84) becomes

$$(Q - \rho_0 U^2) \mathbf{q} = 0$$  \hspace{1cm} (5.86)$$

It is seen that for a wave of non-vanishing amplitude propagating in the direction $n$, the determinant of the term in brackets must vanish. This is the classical eigenvalue problem. The amplitude vector $\mathbf{q}$ must be a right proper vector, or eigenvector, of the acoustic tensor $Q$. The wave speed $U$ must be such that $\rho_0 U^2$ is the corresponding proper number, or eigenvalue, of $Q$.

If the acoustic tensor $Q$ is symmetric, then there exist three orthogonal eigenvectors. If, in addition, $Q$ is positive definite, then the corresponding eigenvalues are positive. In this special case three plane waves are possible, with mutually perpendicular amplitude vectors, and with real wave speeds. We note that there are three sets of directions associated with acoustic wave propagation in this case. First, the elastic material may exhibit certain symmetry axes in the initial statically deformed state, reflected in symmetries of the elasticity tensor $C$. Second, there is a set of axes associated with the direction of wave propagation $n$. Finally, there is a set of acoustic axes in the directions of material particle displacements associated with the three possible plane waves propagating in the direction $n$.

Of course, even if the material has certain symmetries in the natural state, these may have been altered by the initial static deformation. Even if some material symmetries have been preserved, the three sets of axes described above do not generally coincide. If they happen to do so, then that direction of wave propagation is termed a pure mode direction. In this very special case, waves are either purely longitudinal, with displacements in the direction of propagation $n$, or purely transverse, with displacements orthogonal to the direction of propagation $n$. Pure mode directions for several symmetry classes have been tabulated by Borgnis (1955), Brugger (1965) and others.

Symmetry of the acoustic tensor $Q$ demands, from (5.85), that $B$ be self-adjoint, i.e., that it have the symmetry property $B_{ijkl} = B_{klij}$. From (5.82b) it is seen that this symmetry results only if $C_0$ is self-adjoint. Consequently, if the material is hyperelastic, then
there are three real orthogonal acoustic axes for every direction of wave propagation \( \mathbf{n} \). If the material is not hyperelastic, then \( Q \) will not, in general, be symmetric. However, for non-symmetric \( Q \), it is known that the eigenvalue problem yields at least one real eigenvector; there is always at least one real acoustic axis, and one wave is always possible for any direction of propagation.

Positive definiteness of \( Q \) demands, by definition, that

\[
Q_{ik}m_im_k = B_{ijk\ell}m_\ell m_k n_\ell > 0
\]  

(5.87)

for any vector \( \mathbf{m} \). A fourth-order tensor obeying the inequality (5.87) for all vectors \( \mathbf{m} \) and \( \mathbf{n} \) is termed strongly elliptic. Consequently, if \( B \) is strongly elliptic, all waves with real acoustic axes have real wave speeds for all directions of propagation.

When the static initial deformation is absent, then \( F_0 = 0 \), and it is seen from (5.82b) that \( \mathbf{B} = \mathbf{C}_R \), evaluated in the natural state. Thus, wave speeds are real if \( \mathbf{C}_R \) is strongly elliptic. If the material is isotropic, the corresponding conditions are

\[
\lambda_R + 2\mu_R > 0 \quad \mu_R > 0
\]  

(5.88)

which may be deduced from (A29) and (5.87) by choosing particular vectors \( \mathbf{m} \) and \( \mathbf{n} \) which are co-linear \( \mathbf{m} = \mathbf{n} \), and orthogonal \( \mathbf{m} \cdot \mathbf{n} = 0 \). These are the conditions usually imposed in the classical infinitesimal theory of elasticity. They are found to be necessary and sufficient conditions for uniqueness and stability of solutions to certain boundary value problems in the linear theory.

If the material is subjected to an initial deformation, then the inequality (5.87) represents a restriction on the constitutive function in (5.66), but this restriction cannot be expressed as concisely in terms of \( \mathbf{C}_R \). While (5.87) ensures real wave speeds, it is thought to be too restrictive for a general theory of elasticity.

That some restrictions are required to ensure that the theory represents physically reasonable behavior is evident; the precise form of these restrictions is currently a matter for debate. Other restrictions have been proposed, such as the generalized inequality of Coleman and Noll (1964)

\[
B_{ijk\ell}M_{i\ell}M_{k\ell} > 0
\]  

(5.89)

where \( \mathbf{M} \) is any non-vanishing symmetric tensor. While this inequality appears similar to that in (5.87), it is in fact different. If \( \mathbf{B} \) enjoys the symmetries \( B_{ijk1} = B_{jik1} = B_{i1jk} \), then it may be shown...
that (5.89) implies (5.87). From (5.82b) this occurs only when \( \gamma_0 = 0 \), i.e., in the natural state. Consequently, (5.89) implies the classical restrictions, but is a generalization different than that represented by (5.87). In general, (5.89) has weaker implications than (5.87) for wave propagation; it is found to imply only that if a pure longitudinal wave is possible for a given direction of propagation, then its speed is real. The question of restrictions on the constitutive equation is discussed in detail by Truesdell and Noll (1965) and by Truesdell (1966).

In principle the measurement of wave speeds and acoustic axes for a given state of initial deformation \( F_0 \) and a variety of propagation directions should serve to determine the elasticity tensor \( \mathcal{Q}_0 \). Repetition for various values of \( F_0 \) should then allow a complete experimental determination of the constitutive equation (5.66).

An experimental determination of the elasticity tensor is greatly facilitated by a treatment using the natural state as reference. We denote the positions of material particles in the natural state by \( X_N \). In order to develop the appropriate forms of the equations, we first note that the initial static deformation may be viewed as a mapping of the configuration \( X_R \) into the configuration \( X_N \). Under this mapping, a vector \( v \) in \( X_R \) will map into a vector \( V \) in \( X_N \) given by \( V = F_0 v \). Interpreting the vector \( v \) as the displacement \( \delta \), we can define a convected displacement \( \Delta \) by

\[
d_i = \frac{\partial X^R}{\partial X^N} \Delta_k \quad (5.90)
\]

where \( \Delta \) may be regarded as a function of \( (X_N, t) \). We can now insert (5.90) into (5.82), which on use of the chain rule, becomes

\[
\frac{\partial}{\partial t^2} \rho_0 \frac{\partial X^R_i}{\partial t^2} = B_{ijkl} \frac{\partial X^N_i}{\partial X^N_j} \frac{\partial^2 \delta_n}{\partial X^N_j \partial X^N_k} \frac{\partial X^N_j}{\partial X^N_k} \frac{\partial X^N_i}{\partial X^N_k} \frac{\partial X^N_i}{\partial X^N_k}
\]

This may be rewritten as

\[
\rho_N \frac{\partial^2 \Delta_m}{\partial t^2} = D_{murns} \frac{\partial^2 \Delta_n}{\partial X^N_j \partial X^N_k} \quad (5.91a)
\]

by defining a fourth order tensor \( D \) by

\[
D_{murns} = \rho_N \frac{\partial X^N_m}{\partial X^N_j} \frac{\partial X^N_j}{\partial X^N_k} \frac{\partial X^N_j}{\partial X^N_k} \frac{\partial X^N_i}{\partial X^N_k} B_{ijkl} \quad (5.91b)
\]

Inserting (5.82b) into the last expression provides a relation for \( D \)
directly in terms of $C$. After a certain amount of algebra we find the result

$$D_{mnrs} = F^0_{un} F^0_{uv} C^0_{mvrs} - \delta_{mn} \Sigma^0_{rs} \quad (5.92)$$

We now seek solutions of the form

$$\vec{A} = \vec{A} \sin(N \cdot \vec{X}_N - Ut) \quad (5.93)$$

where the vector $\vec{A}$ is a map of the vector $\vec{a}$ in the material configuration $\vec{a} = F_0 \vec{A}$ and $U$ is the same wave speed as in (5.83). Inserting (5.93) into (5.91a) we obtain the propagation condition

$$(S - \rho_N U^2 I) \vec{A} = 0 \quad (5.94a)$$

where $S$ is the intrinsic acoustic tensor

$$S_{mn} = D_{mnrs} N_r N_s \quad (5.94b)$$

In order to relate the intrinsic acoustic tensor $S$ to the spatial acoustic tensor $Q$ we first note the relationship between the wave normals $\vec{n}$ and $\vec{N}$. A surface in the present configuration may be denoted by a relationship of form $\hat{g}(\vec{x}, t) = 0$. Since $\vec{x} = \chi(\vec{X}, t)$, we can write

$$\hat{g}(\vec{x}, t) = \hat{g}(\chi(X, t), t) = \hat{G}(\vec{X}, t) = 0$$

Thus $\hat{G}(X, t) = 0$ is the material description of the surface. The wave normals in the spatial and material descriptions are defined by $\vec{n} = \partial \hat{g} / \partial \vec{x}$ and $\vec{N} = \partial \hat{G} / \partial \vec{X}$ respectively. Using the chain rule in the relation above provides

$$N_i = \frac{\partial \hat{G}}{\partial X_i} = \frac{\partial \hat{g}}{\partial x_j} \frac{\partial x_j}{\partial X_i} = F_{ji} n_j$$

or more compactly $\vec{N} = F_0^T \vec{n}$. Using this in (5.85), (5.91b) and (5.94b) a relation between $S$ and $Q$ may be obtained. It is found after some algebra that

$$S = J_0 F_0^T Q F_0 \quad (5.95)$$

If $Q$ is symmetric, $S$ will generally fail to be so. Of course, there
exist three orthogonal eigenvectors $g$. Each of these eigenvectors will map into a real vector $A = F_{0}^{i} g$, but these will not, in general, be orthogonal.

The material description has the advantage that the intrinsic directions of wave propagation $N$ and the corresponding intrinsic acoustic axes $A$ are defined with respect to the material in the natural reference configuration. Ultrasonic transducers are normally applied to a specimen in its natural state. The intrinsic direction $N$ is determined by the initial emplacement of transducers. Under the application of an initial deformation $F_{0}$, the direction $n$ may well change, but its map in the material coordinate system does not.

Truesdell (1961) has considered the problem of the evaluation of the constitutive equation from wave speeds for an isotropic elastic material subjected to an arbitrary initial deformation. The pure mode directions in this case coincide with the principal axes of initial stress $g_{0}$ and strain $E_{0}$. Truesdell has shown that measurement of the velocities of the three possible types of waves propagating in each of the three pure mode directions is sufficient to determine $C_{0}$ for any $F_{0}$. In fact, $C_{0}$ is overdetermined, and Truesdell has given compatibility conditions on the nine possible pure mode wave speeds.

A less ambitious program is usually considered by ultrasonic experimenters. For example, Thruston and Brugger (1964) consider an anisotropic hyperelastic material subjected to certain states of homogeneous stress. They show that the elasticity tensor $C^{R}_{ijk}$ and its strain derivative $C^{R}_{ijklmn}$ evaluated in the natural state can be determined from measurements of intrinsic wave velocities in pure mode directions, and their stress derivatives. When these “elastic constants” are used in (5.72), an approximate constitutive relation results which can be used for modest, but not necessarily infinitesimal, strains from the natural state.

4.4 Acceleration Waves

We continue to investigate the behavior of elastic materials by considering the propagation of acceleration waves. Truesdell (1961) has given an elegant treatment of acceleration waves in general anisotropic elastic materials. He finds a propagation condition identical to that for acoustic waves (5.86). Rather than repeat this treatment we will consider the rate of change of amplitude of acceleration waves. A detailed treatment of this problem has been given by Chen (1968a, b), who considered acceleration waves of
arbitrary shape propagating in an isotropic elastic material. In order to simplify the treatment, we will consider only plane acceleration waves propagating in pure mode directions in an elastic material with suitable symmetries.

Consider first one-dimensional longitudinal deformations. Since rotations are absent, the constitutive equation may be specialized from (5.65)

\[ \sigma = \dot{\epsilon}(\epsilon) \]  

(5.96a)

where \( \epsilon = 1 - F \) is the engineering strain and \( \sigma = \sigma_{11}, F = F_{11} \) are normal components of \( q \) and \( F \) in the direction of motion. Assuming that (5.96a) is twice continuously differentiable, we define the tangent modulus \( M \) and second-order modulus \( N \) by

\[ M(\epsilon) = \frac{d \dot{\epsilon}}{d \epsilon} \quad N(\epsilon) = \frac{d^2 \dot{\epsilon}}{d \epsilon^2} \]  

(5.96b)

They represent the slope and curvature respectively of the stress-strain relation defined by (5.96a). From (5.96a) and (5.96b) it follows that \( \partial \sigma / \partial t = M(\epsilon) \partial \epsilon / \partial t \), which must hold on either side of an acceleration wave. At an acceleration wave, \( \partial \sigma / \partial t \) and \( \partial \epsilon / \partial t \) are discontinuous. Subtracting across the wave, the jump in stress rate is related to the jump in strain rate by

\[ \begin{bmatrix} \partial \sigma \over \partial t \end{bmatrix} = M(\epsilon) \begin{bmatrix} \partial \epsilon \over \partial t \end{bmatrix} \]  

(5.97)

Recalling the acceleration wave relations (5.42) and (5.45), we obtain an expression for the intrinsic velocity of the wave

\[ \rho V^2 = M(\epsilon) \]  

(5.98)

If \( M(\epsilon) > 0 \) then the wave speed is real. This is analogous to the situation in acoustic waves. In fact \( M \) may be connected to the longitudinal component of the elasticity tensor \( D \) defined by (5.67a), as shown later in Appendix 6.

In order to investigate the rate of change of amplitude of an acceleration wave, we make use of the differential equation (5.51) derived in Section 3. This expression involves second time derivatives of \( \sigma \) and \( \epsilon \). Differentiating (5.96a) twice, and subtracting across the wave provides the relation.

\[ \begin{bmatrix} \partial^2 \sigma \over \partial t^2 \end{bmatrix} = M(\epsilon) \begin{bmatrix} \partial^2 \epsilon \over \partial t^2 \end{bmatrix} + N(\epsilon) \begin{bmatrix} \partial^2 \epsilon \over \partial t^2 \end{bmatrix} \]  

(5.99)
Inserting this consequence of the constitutive relation into (5.51), we find that the rate of change of amplitude is given by

\[
\frac{2}{\eta} \frac{da}{dt} + 3 \frac{a}{V_a} \frac{dV_a}{dt} = \eta \left( \left( \frac{\partial \epsilon}{\partial t} \right)^2 \right)
\]

(5.100)

where we have made use of (5.98), and where \( \eta \) is a curvature parameter defined by

\[
\eta(\epsilon) = \frac{N(\epsilon)}{M(\epsilon)}
\]

(5.101)

The relation (5.100) simplifies if the acceleration wave is moving into material which is at rest in a homogeneous reference configuration. In this case \( \epsilon = 0 \) ahead of the wave and the intrinsic wave speed is constant. From (5.27) and (5.41), \( \left( \frac{\partial \epsilon}{\partial t} \right)^2 = \left[ \frac{\partial \epsilon}{\partial t} \right]^2 = a^2 \). Thus, (5.100) reduces to

\[
\frac{da}{dt} = \frac{1}{2} \eta_R a^2
\]

(5.102)

where \( \eta_R \) is evaluated in the reference configuration. The equation (5.102) has the general solution

\[
a(t) = \frac{2a_0}{2 - a_0 \eta_R t}
\]

(5.103)

where \( a_0 \) is the initial amplitude at time \( t = 0 \).

We have noted that real wave speeds result only when \( M_R > 0 \). The sign of \( da/dt \) is therefore determined by the sign of \( N_R \). For a compressive wave, \( a > 0 \). Thus, if \( N_R > 0 \) the amplitude becomes infinite in a finite time given by \( t = \frac{2}{\eta_R a_0} \), while if \( N_R < 0 \), the amplitude will die away with time. The results hold for an expansion wave mutatis mutandis.

The growth of a longitudinal acceleration wave to an infinite amplitude suggests formation of a stronger discontinuity in which the strain is discontinuous, i.e., a shock wave. Consequently, we expect that in an elastic material with convex stress-strain relation, compressive disturbances will grow into shock waves in a finite time. Conversely (5.103) suggests that a compressive acceleration wave will decay in a material with concave stress-strain relation, even if its initial amplitude is infinite. Thus, we expect that a compressive shock in a concave material will immediately decay into an acceleration wave. Analogous results can be deduced for expansion waves.

We now consider a one-dimensional transverse motion. The
constitutive equation now takes the form

\[ \dot{\alpha} = \tilde{\sigma}(\gamma) \]  

(5.104)

where \( \gamma = -F \) is the engineering shear strain, and \( \dot{\alpha} = a_{21}, F = F_{21} \) are the appropriate shear components of \( \gamma \) and \( F \). With these definitions the equations (5.96) through (5.103) apply to shearing acceleration waves if \( \epsilon \) is replaced by \( \gamma \). In this case \( M(\gamma) \) is the shear modulus. If the wave is propagating into a natural state, material symmetry implies that \( \alpha \) is an odd function of \( \gamma \), that is, \( \dot{\alpha}(\gamma) = -\tilde{\sigma}(\gamma) \). Thus, \( N_R = 0 \). From (5.103) we conclude that \( \alpha(t) = a_0 \). Transverse acceleration waves propagating into a natural state neither grow nor decay but propagate with unchanged amplitude.

It may be noted that if the stress-strain relation is linear, then \( N(\epsilon) = 0 \), and all acceleration waves will propagate with unchanged amplitude and velocity, regardless of the strain at the wave. This is the situation in classical linear elasticity.

4.5 Shock Waves

We now turn to a consideration of shock waves. The discussion will again be limited to plane waves propagating in pure mode directions into material with suitable symmetries. Recalling that the strain ahead of the wave is denoted \( \epsilon^+ \), that behind by \( \epsilon^- \), the intrinsic velocity of the shock is given by (5.32b), which when expanded, provides

\[ \rho V_S^2 = L \]  

(5.105a)

where \( L \) is defined by

\[ L = \frac{\dot{\alpha}(\epsilon^-) - \dot{\alpha}(\epsilon^+)}{\epsilon^- - \epsilon^+} \]  

(5.105b)

The quantity \( L \) is the secant modulus, i.e., the slope of the straight line connecting the point on the stress-strain curve representing the state behind the wave to that in front. This straight line is known as the Rayleigh line. This result may be compared to (5.98). While the shock velocity is related to the slope of the secant, the acceleration wave velocity is related to the slope of the tangent to the stress-strain curve.

We will here consider the case when the stress-strain curve is convex, specifically we consider \( M(\epsilon) > 0, N(\epsilon) > 0 \) for the entire
stress-strain curve. These restrictions imply that
\[ M^* < L < M^* \tag{5.106} \]

where \( M^* = M(e^+) \) and \( M^* = M(e^-) \). It follows from (5.98) and (5.105) that the velocity of a shock is always greater than that of an acceleration wave ahead of the shock, but less than that of an acceleration wave behind the shock in a convex elastic material.

We will now investigate the growth and decay of shock waves. In order to do so we again limit consideration to a shock propagating into material in an undisturbed homogeneous reference configuration. Thus, \( e^+ = 0 \), and \( e^- = a \) from (5.29). The rate of change of shock velocity can be found by differentiating (5.105)
\[ \frac{dV_s}{dt} = \xi - \frac{1}{2} \frac{d\epsilon_s}{dt} \tag{5.107a} \]

where \( \xi \) is a curvature parameter defined by
\[ \xi = \frac{M}{L} \tag{5.107b} \]

Consider a compressive shock, \( a > 0 \), moving in the positive \( X \) direction, \( V_s > 0 \). From (5.106) we see that \( \xi > 1 \). Then (5.107) shows that the shock velocity will increase, decrease, or remain the same according to whether the shock amplitude is increasing, decreasing, or remaining the same.

In order to investigate the rate of change of amplitude of the shock, we first note that for a shock moving into a homogeneous reference state, differentiating (5.96a) and subtracting across the shock provides
\[ \left[ \frac{\partial \sigma}{\partial t} \right] = M^* \left[ \frac{\partial \epsilon}{\partial t} \right] \tag{5.108} \]

Inserting (5.107) and (5.108) into (5.40) we arrive at the shock amplitude equation
\[ \frac{da}{dt} = \frac{2(\xi - 1)}{3^2 + 1} \left( \frac{\partial \epsilon}{\partial t} \right) \tag{5.109} \]

Alternately, this result may be expressed in terms of the strain gradient behind the shock. Setting \( \psi = \epsilon \) in (5.25) provides, for the present case
\[ \left( \frac{\partial \epsilon}{\partial t} \right)^- = \frac{da}{dt} V_s \left( \frac{\partial \epsilon}{\partial X} \right) \tag{5.110} \]
Using this in (5.109) we obtain the alternate shock amplitude equation

\[
\frac{da}{dt} = -\frac{2(\xi - 1)}{\xi + 3} V_s \left( \frac{\partial e}{\partial X} \right)^- \tag{5.111}
\]

It is evident that the growth or decay of shock amplitude depends on the strain gradient immediately behind the shock wave. A closed form solution, analogous to that for an acceleration wave (5.103) is not, in general, possible. The strain rate \( \sigma \); strain gradient behind the shock is not known independently of the flow field solution. However, for \( V_s > \xi, \dot{M} > L > 0 \), so that \( \xi > 1 \), it is evident that the shock amplitude will grow if the strain gradient behind the shock is negative, decay if the strain gradient is positive, and remain constant if the strain gradient is zero. While we will not write down the results here, analogous equations can easily be developed for an expansion shock in a material with a concave stress-strain relation. While the above qualitative remarks are intuitively obvious, the amplitude equation can be used to obtain quantitative estimates of shock decay in certain problems, as shown by Nunziato and Schuler (1971).

If the stress-strain relation (5.96a) is linear, then \( \dot{M} = \dot{N} = M_R \), \( \dot{\xi} = 1 \) and it follows from (5.107) and (5.109) that the shock velocity and amplitude are constant for all cases. This, again, is the situation in classical linear elasticity.

We will note one final well-known result. For a shock propagating into a material at rest in a homogeneous reference configuration, the shock relations (5.30) and (5.31a) provide

\[
\dot{e} = \frac{u^*}{V_s} \quad \quad \sigma^* = \rho_R V_s u^* \tag{5.112}
\]

Consequently the stress-strain relation \( \sigma = \dot{\sigma} (e^-) \) can be determined experimentally if the shock velocity \( V_s \) and the material particle velocity \( u^* \) behind the shock can be measured for a series of shocks of different amplitudes. This technique has been used, for example, by Graham (1972), among others, to determine the stress-strain relation, as well as the moduli \( M(0) \) and \( N(0) \) for normal mode directions in single crystal materials.

4.6 Summary

We have seen that restrictions on the general constitutive equation for elastic materials arise from requirements of frame-indifference and material symmetry. That these restrictions
are not enough has been surmised from the fact that real wave speeds result only when the elasticities or moduli are subject to certain inequalities. In fact these inequalities are precisely those required in the infinitesimal linear theory to guarantee stability and uniqueness of solutions to boundary value problems. The precise form of these inequalities in the nonlinear theory is still a matter of debate. Sufficiently weak conditions are required, so that physically expected instabilities and multiple solutions are not ruled out.

It is found that propagation conditions for acoustic waves and acceleration waves are identical in elastic materials. A few of the features of the propagation of such waves in anisotropic elastic materials have been illustrated. Either type of wave is, in principle, suitable for the experimental evaluation of elasticities or moduli, and consequently of the entire constitutive relation. Experimental methods using sinusoidal acoustic wave trains have been developed to a very high degree, and interferometric ultrasonic techniques are capable of astonishing accuracy.

Compressive acceleration waves propagating in elastic materials with convex stress-strain relations have been shown to grow to infinite amplitude in a finite time, suggesting the formation of compressive shock waves. Conversely it has been suggested that compressive shocks in materials with concave stress-strain relations immediately decay into acceleration waves. This suggests a ready means for the experimental generation of acceleration waves. Barker and Hollenbach (1970) and Walsh and Schuler (1973) have shown that planar impacts on a suitable material with concave stress-strain relation produce compressive acceleration waves whose amplitudes depend on the distance of propagation, and have used this technique to study acceleration wave propagation.

Measurements of shock wave speeds and accompanying material particle velocities can also be used to evaluate stress-strain relations. However, the results of Section 3 indicate that entropy jumps occur in shock waves. It is shown in Appendix 7 that the entropy jump in a shock is of third order in the shock strength. Consequently, while shocks of modest strength are not expected to cause difficulties, the existence of strong shocks will entail substantial entropy changes, and violate conditions under which a purely mechanical theory is expected to hold. There is, therefore, a limit to the use of shock waves in evaluating mechanical stress-strain relations. Conversely, since continuous disturbances may grow into shocks, it is, in general, necessary to limit the application of the purely mechanical theory to modest disturbances. It is for this reason that approximate constitutive relations for modest strains
are of great interest.

In order to accommodate strong shocks and entropy changes it is generally necessary to consider thermodynamic influences. This will be done in the next section.

5. Thermoelastic Materials

5.1 Constitutive Relations

In order to introduce thermodynamic effects into the description of elastic materials, one may take as a starting point the constitutive equations (5.18). Since an elastic material has no memory of past events, the stress \( \sigma \), Helmholtz free energy \( A \), entropy \( S \), and heat flux vector \( \mathbf{h} \) become ordinary functions of the deformation gradient \( \mathbf{F} \), temperature \( T \), and temperature gradient \( \mathbf{g} \) at the present time

\[
\begin{align*}
\sigma &= \dot{\sigma}(\mathbf{F}, T, \mathbf{g}) & S &= \dot{S}(\mathbf{F}, T, \mathbf{g}) \\
A &= \dot{A}(\mathbf{F}, T, \mathbf{g}) & \mathbf{h} &= \dot{\mathbf{h}}(\mathbf{F}, T, \mathbf{g})
\end{align*}
\] (5.113)

These constitutive equations are in accord with the principle of equipresence, since the same arguments have been included in each. As indicated in Section 2, however, it is necessary to investigate the consequences of irreversibility and of frame indifference. Coleman and Mizel (1934) have considered this problem for constitutive relations which include the present case.

We recall that the rate of change of entropy is subject to the restriction (5.19d)

\[
\rho S \geq - \text{div} \left( \frac{\mathbf{h}}{T} \right) + \frac{\rho \dot{q}}{T} \quad (5.114)
\]

A more convenient form for use in investigating constitutive equations is obtained by expanding the first term on the right, and combining (5.114) with the energy equation (5.19c)

\[
\rho(T\dot{S} - \dot{S}) - \mathbf{q} \cdot \mathbf{L} \geq \frac{1}{T} \mathbf{h} \cdot \mathbf{g}
\]

Differentiating (5.21) in order to introduce the free energy provides the result

\[
\rho(\dot{A} + S\dot{T}) + \mathbf{q} \cdot \mathbf{L} + \frac{1}{T} \mathbf{h} \cdot \mathbf{g} \leq 0 \quad (5.115)
\]
This inequality is termed the reduced entropy inequality.

The arguments of Coleman and Mizel (1964) in applying the reduced entropy inequality to the study of the constitutive equations (5.113) are paraphrased in Appendix 5. It is found that the functions $g$, $A$ and $S$ in (5.113) cannot be chosen arbitrarily, but that they must be independent of the temperature gradient $g$. Moreover, the functions cannot be independent, but must be related by

$$A = \hat{A}(F, T)$$

$$g = \hat{g}(F, T) = -\rho \frac{\partial A}{\partial F} \rho_T$$

$$S = \hat{S}(F, T) = -\frac{\partial A}{\partial T}$$

The Helmholtz free energy is therefore a potential function for the stress and the entropy. The equation (5.116a) is often termed an equation of state. Even though no assumptions have been made about equilibrium, and no concepts have been introduced about nearness to equilibrium, the conventional relationships of equilibrium thermodynamics emerge, purely on the basis of compatibility with the entropy inequality.

Restrictions are also found on the function $h$. In particular, it is found that the function $\hat{h}$ must be such as to satisfy the inequality

$$\delta = -\frac{1}{T} \hat{h} \cdot g \geq 0$$

The quantity $\delta$ is termed the internal dissipation. The consequences of this restriction may be illustrated as follows. Suppose we arbitrarily fix $F$ and $T$ for the moment, and consider $\hat{h}$ and thus $\delta$ as functions of the temperature gradient $g$. Then (5.117) implies that $\hat{\delta}(g)$ has a minimum at $\bar{g} = 0$. Consequently, its first derivative there is zero:

$$\hat{h}(F, T, \bar{g}) = 0$$

Thus, the function $\hat{h}$ must be such that the heat flux vanishes in the absence of a temperature gradient for all $(F, T)$. Furthermore, the minimum of $\hat{\delta}(g)$ implies that its second derivative is positive semi-definite at $\bar{g} = 0$. The second derivative may be denoted

$$\varepsilon = \hat{\varepsilon}(F, T, g) = -\frac{\partial \hat{h}}{\partial g}$$

(5.119a)
where \( \kappa \) is termed the thermal conductivity tensor. Thus, (5.117) implies that \( \kappa \) is positive semi-definite when \( g = \Omega \), that is, \( \kappa \) is subject to the restriction

\[
\kappa_{ij}(\mathbf{F}, T, \Omega)n_in_j \geq 0
\]  

(5.119b)

for all vectors \( n \).

We will distinguish two special cases. When \( \kappa = 0 \) and hence \( \hat{h} = 0 \) for all \( (\mathbf{F}, T, g) \) the material is termed a non-conductor. When \( \kappa \) is positive-definite for all \( (\mathbf{F}, T, g) \) the material is termed a definite conductor. Of course, these cases imply more severe restrictions than that imposed by the entropy inequality, but the more general case will not be considered in what follows.

We note at this point that a simple expression can be found for the rate of change of entropy. Differentiating (5.116a) and using (5.116b) and (5.116c) we find that

\[
\dot{A} = - \mathbf{F} \cdot \mathbf{L} - \rho \dot{S} T
\]  

(5.120a)

where the permutation properties of the scalar product have been exercised. Differentiation of (5.21) yields

\[
\dot{A} = \rho \dot{E} - \rho \dot{S} T - \rho \dot{S} T'
\]  

(5.120b)

When these two results are inserted into the energy equation (5.19c), the result is

\[
\rho \dot{S} = - \frac{1}{T} \text{div} \hat{h} + \frac{\rho q}{T}
\]  

(5.121)

In terms of the internal dissipation \( \delta \) defined by (5.117) this becomes

\[
\rho \dot{S} = \frac{\delta}{T} - \text{div} \left( \frac{\hat{h}}{T} \right) + \frac{\rho q}{T}
\]  

(5.122)

The internal dissipation divided by the temperature represents the excess entropy production over that due to external heat sources and heat conduction c.f. (5.19d).

The above results have not been reduced for frame indifference. Suitable frame-indifferent forms can be found, using the means of Appendix 2 in the forms

\[
A = \tilde{A}(\mathbf{F}, T)
\]  

(5.123a)
NONLINEAR CONSTITUTIVE EQUATIONS

\[
\begin{align*}
\zeta &= \tilde{\zeta}(E, T) = \rho_R \frac{\partial \tilde{A}}{\partial E} \\
S &= \tilde{S}(E, T) = -\frac{\partial \tilde{A}}{\partial T}
\end{align*}
\] (5.123b, c)

where \( E \) is Green's strain defined by (5.12) and \( \zeta \) is the second Piola-Kirchhoff stress defined by (5.13).

The heat conduction equation is found to reduce to

\[
h_R = h_R(E, T, g_R)
\] (5.124a)

where \( h_R \) and \( g_R \) are convected heat flux and temperature gradient vectors defined by

\[
h_R = F^T \tilde{h} \quad \quad g_R = F^T \tilde{g}
\] (5.124b)

c.f. (5.17). Using the chain rule in differentiating (5.124) we see that the heat conductivity tensor \( K \) defined in (5.119a) is related to \( h_R \) by

\[
\frac{\partial h_R}{\partial g_R} = -F^T K (F^T)^{-1}
\] (5.124c)

Since \( \det F > 0 \), the restrictions (5.118) and (5.119) imply that \( \tilde{h}_R \) vanishes and \( \frac{\partial h_R}{\partial g_R} \) is positive semi-definite when \( g_R = 0 \).

The equations (5.123) and (5.124) completely describe the response of a thermoelastic material to arbitrary deformation and temperature histories. Numerous alternate forms can be derived from them, a few of which will be considered in the following subsection.

5.2 The Equation of State

We now turn to a more detailed consideration of the equation of state. The formulation of the equations of thermoelasticity in terms of the temperature, given in the previous subsection, is particularly useful for situations involving definite conductors. It will be found more convenient to use the entropy as an independent thermodynamic variable in discussions involving non-conductors.

The specific heat at constant strain is defined as the partial derivative of (5.123c)

\[
S_E = T \frac{\partial \tilde{S}}{\partial T}
\] (5.125)
If \( S \neq 0 \), then (5.123c) may be inverted to provide \( T = \hat{T}(E, S) \).
Inserting this into (5.21) provides

\[
\varepsilon = \hat{A}[\hat{T}(E, S)] + S\hat{T}(E, S)
\]

(5.126)

We deduce the existence of an alternate equation of state of form

\[
\varepsilon = \hat{\varepsilon}(E, S)
\]

(5.127a)

with derivatives, following on the use of the chain rule in differentiating (5.126), given by

\[
\begin{align*}
\varepsilon &= \hat{\varepsilon}(E, S) - \rho R \frac{\partial \hat{\varepsilon}}{\partial E} \\
T &= \hat{T}(E, S) + \frac{\partial \hat{\varepsilon}}{\partial S}
\end{align*}
\]

(5.127b)

The detailed properties of the transformation from (5.123) to (5.127) are considered in Appendix 6.

The constitutive relations for the stress (5.123b) and (5.127b) may be compared to the constitutive equation (5.66) for an elastic material. All of the remarks concerning elastic materials made in Section 4 hold also for thermoelastic materials providing that either the temperature or the entropy is constant. This makes explicit the remarks concerning the relevance of a purely mechanical constitutive relation for motions subject to a particular thermodynamic constraint, at least within the context of elastic materials. For motions in which such a constraint is absent, then the purely mechanical theory is inadequate, and the equations of this section may be used.

For a thermoelastic fluid, it is found that the equation of state (5.127) reduces to

\[
\begin{align*}
\varepsilon &= \hat{\varepsilon}(\rho, S) \\
p &= \hat{p}(\rho, S) = \rho^2 \frac{\partial \hat{\varepsilon}}{\partial \rho} \\
T &= \hat{T}(\rho, S) = \frac{\partial \hat{\varepsilon}}{\partial S}
\end{align*}
\]

(5.128a)

(5.128b)

(5.128c)

Analogous forms may be derived in terms of the free energy from (5.123). It may be noted that the derivation of \( \varepsilon \) from \( \hat{A} \) corresponds to a Legendre transformation; other such transformations are possible to produce forms of the equation of
state in terms of the enthalpy and Gibb’s function. The relationships between these equations of state and their derivatives for the special case of a fluid are the preoccupation of classical equilibrium thermodynamics. These relationships are helpful in evaluating the fluid equation of state from thermophysical property measurements. For a discussion of this aspect, reference may be made to the classical thermodynamic texts, for example Callen (1963). The treatment has been extended to the solid equation of state by Truesdell and Toupin (1960). Some of these relationships are given in Appendix 6 in a form appropriate to the present treatment.

So far, the entropy and temperature have been taken as independent variables. It is sometimes difficult to calculate the entropy. In view of the fact that the temperature in (5.127c) is positive, $\varepsilon$ in (5.127a) is invertible in $S$, that is, there exists a function $S = S(E, \varepsilon)$. If this is in turn inserted into (5.127b) and (5.127c), then it is seen that there exist functions

$$
\xi = \xi(E, \varepsilon) \quad T = T(E, \varepsilon)
$$

(5.129)

Since the entropy does not appear in the conservation laws, it is therefore possible to solve problems without explicit calculation of the entropy if these energetic equations of state are available.

5.3 Approximate Constitutive Relations

Approximations to the thermoelastic constitutive equations for small strains may be developed in a manner analogous to that given in the previous section. We will consider only the simplest case, that of infinitesimal displacements and temperature changes from a homogeneous natural state. Specifically, we consider displacements $\zeta = \xi - \bar{X}$, displacement gradients $H$, and temperatures $T$ such that

$$
\sup \left\{ |\zeta|, |H|, |T - T_R| \right\} \leq \varepsilon
$$

(5.130)

where $T_R$ is the uniform temperature of the natural state.

For a definite heat conductor, it is convenient to begin with (5.123b). Expanding in a Taylor series about the natural state, and carrying out the same approximations as those leading to (5.78), we obtain

$$
\zeta = \zeta_R \left\{ \xi \right\} + \zeta_R (T - T_R) + O(\varepsilon^2)
$$

(5.131a)
W. Herrmann and J. W. Nunziato

where $C_{TR}$ and $\xi_{TR}$ are the values of the isothermal elasticity tensor $\xi_T$ and the stress-temperature coefficient $\xi_T$, defined from (5.123b) by

$$C_T = \frac{\partial}{\partial E} \xi_T(E, T) \quad \xi_T = \frac{\partial}{\partial T} \xi_T(E, T)$$  \hspace{1cm} (5.131b)

both evaluated in the natural state $E = 0$, $T = T_R$. The constitutive equation for the heat flux vector (5.124) may similarly be expanded in a Taylor series about the natural state if we assume in addition that $\sup \{ |g| \} < \epsilon$. We note that (5.117) also implies that

$$\frac{\partial}{\partial E} \tilde{h}_R(E, T, q) = 0 \quad \frac{\partial}{\partial T} \tilde{h}_R(E, T, 0) = 0$$  \hspace{1cm} (5.132)

so that the expansion for $\tilde{h}_R$ reduces to

$$h = - \kappa_R \xi + O(\epsilon^2)$$  \hspace{1cm} (5.133)

where we have made use of (5.77) and where $\kappa_R$ is the thermal conductivity tensor defined by (5.119) evaluated in the natural state. Equations (5.131) and (5.133) are the classical equations of coupled linear thermoelasticity and Fourier's law of heat conduction, respectively.

For a non-conductor an alternate approach is more convenient. It may be seen from (5.121) that, in this case, entropy variations can stem only from extrinsic heat sources. It is found more convenient to expand (5.127b) about the natural state $E = 0$, $S = S_0$, assuming that $\sup \{ |g|, |H|, |S - S_0| \} < \epsilon$, whence

$$g = C_{SR} \xi + \xi_{SR} (S - S_0) + O(\epsilon^2)$$  \hspace{1cm} (5.134a)

where $C_{SR}$ and $\xi_{SR}$ are values of the isentropic elasticity tensor $C_S$ and the stress-entropy tensor $\xi_S$ defined from (5.127b) by

$$C_S = \frac{\partial}{\partial E} \xi_S(E, S) \quad \xi_S = \frac{\partial}{\partial S} \xi_S(E, S)$$  \hspace{1cm} (5.134b)

both evaluated in the natural state $E = 0$, $S = S_0$. From (5.121), in a non-conductor, if extrinsic heat sources are absent, then $\tilde{S} = 0$. If the initial entropy is uniform with value $S_0$, (5.134a) becomes identical with the linearized constitutive equation of the mechanical theory (5.78), the latter taken with $\xi_0 = \xi$.

The linearized constitutive relations can be inserted into the equations of momentum and energy conservation, as in Appendix
in order to obtain linearized field equations governing the response of thermoelastic materials. An analysis of these field equations shows that for a non-conductor the partial differential equations are completely hyperbolic with real wave speeds related to the isentropic elastic constants. On the other hand, for a definite conductor, the differential equations are of mixed type with a parabolic diffusive behavior typical of Fourier heat conduction.

This latter behavior can be illustrated by citing a particular solution of Boley and Tolins (1962). They solved the one-dimensional problem of an impact on a semi-infinite slab consisting of a linear thermoelastic heat conductor. They find that a discontinuity propagates into the material at a velocity related to the isothermal elastic constants as is commonly found in the coupled infinitesimal thermoelastic theory governed by (5.131a). However, disturbances appear everywhere in the material simultaneously with the application of the boundary velocity, as shown in the plot of their solution (Figure 5.1). Disturbances appear ahead of the discontinuity, although they are very small far from the boundary. This qualitative behavior might be expected also in solutions of the general nonlinear thermoelastic theory,
although such solutions have not, so far, been obtained in closed form.

Truesdell (1953) has given an exhaustive treatment of acoustic waves in thermoelastic fluids. Deresiewicz (1957) has given a subsequent discussion appropriate to isotropic thermoelastic solids. It is found that thermodynamic influences are absent in thermoelastic non-conductors. The motion is isentropic, and propagation characteristics are identical to those of the elastic materials considered in Section 4.

For definite conductors the situation is much more complicated. For pure mode directions it is found that transverse acoustic waves are unaffected by thermodynamic effects. However, two types of longitudinal waves appear, characterized as predominantly elastic and predominantly thermal, respectively. The phase velocity of elastic waves approaches that given by the isentropic elasticity in the limit of low frequencies, but that given by the isothermal elasticity in the limit of high frequencies. It would seem that the discontinuity in Boley and Tolins' example is connected to the high frequency limit of acoustic waves. It appears that the low frequency limit applies for experimentally attainable ultrasonic frequencies for most materials. Consequently, ultrasonic experiments may be used to determine elasticities in both thermoelastic conductors and non-conductors, as outlined in Section 4.3 providing that these elasticities are viewed as isentropic elasticities. Brugger (1964) has discussed the determination of the isentropic elasticity tensor $C$ and its isentropic strain derivatives from ultrasonic measurements.

Truesdell and Deresiewicz also discuss the characteristics of thermal waves. Their phase velocity is found to approach zero in the low frequency limit, and to increase without bound in the high frequency limit. The latter phenomenon is connected with the appearance of disturbances simultaneously everywhere in the body, as illustrated by Boley and Tolins. Absorption characteristics of the two types of waves have also been addressed. Dispersion and absorption characteristics depend on heat conduction. Unfortunately, observed dispersion and absorption characteristics of ultrasonic waves do not seem to correspond to those predicted by the theory based on Fourier heat conduction.

5.4 Acceleration Waves

A treatment of thermodynamic influences on the propagation of acceleration waves in thermoelastic materials has been given by
The treatment in this section will again be limited to plane waves propagating into material in pure mode directions.

First consider a non-conductor. It is convenient to begin with the constitutive relations in the form (5.127). Specializing to longitudinal motion in the coordinate direction, they can be written as

\[ \sigma = \tilde{\sigma}(\epsilon, S) = \rho_R \frac{\partial \tilde{\epsilon}}{\partial \epsilon} \]

(5.135a)

\[ T = \tilde{T}(\epsilon, S) = \frac{\partial \tilde{\epsilon}}{\partial S} \]

(5.135b)

see Appendix 6 for details. We can define the isentropic tangent modulus and second-order modulus by

\[ M_S = \frac{\partial \tilde{\sigma}}{\partial \epsilon}(\epsilon, S) \quad \quad M_n = \frac{\partial^2 \tilde{\sigma}}{\partial \epsilon^2}(\epsilon, S) \]

(5.136)

Since the heat flux vanishes for all \( \epsilon, T, g \) it follows that \( \partial h/\partial X = 0 \) for all \( X, t \). Consequently from (5.121) we see that

\[ \left[ \frac{\partial S}{\partial f} \right] = 0 \]

(5.137)

where we have assumed, as before, that the external heat source strength is continuous at the wave. An acceleration wave satisfying (5.137) is termed homentropic. All acceleration waves in thermoelastic non-conductors are homentropic. The intrinsic velocity of the wave is given, via (5.42) and (5.45) by

\[ \rho_R V_a^2 = M_s(\epsilon, S) \]

(5.138)

This may be compared to the result for an elastic material (5.98). The growth and decay of acceleration waves in a thermoelastic non-conductor can be investigated by the means of Section 4.4. In particular, the results (5.102) and (5.103) hold, with \( M \) and \( N \) interpreted as isentropic moduli. Analogous results hold for transverse acceleration waves.

For a definite conductor, it is more convenient to begin by specializing (5.116) whence

\[ A = \tilde{A}(\epsilon, T) \]

(5.139a)

\[ a = \tilde{a}(\epsilon, T) = \rho_R \frac{\partial \tilde{A}}{\partial \epsilon} \]

(5.139b)
\[ S = \tilde{S}(\epsilon, T) = -\frac{\partial \tilde{A}}{\partial T} \quad (5.139c) \]

The heat flux equation in (5.113) becomes

\[ h = h(\epsilon, T, g) \quad (5.140a) \]

Note that for a definite conductor, \( h \) is monotonically increasing in \( g \). We can define isothermal moduli by

\[ M_T = \frac{\partial}{\partial \epsilon} \tilde{\eta}(\epsilon, T) \quad N_T = \frac{\partial^2}{\partial \epsilon^2} \sigma(\epsilon, T) \quad (5.140b) \]

Now, at an acceleration wave, \( \epsilon \) and \( T \) are continuous. We assume that the constitutive functions in (5.139) are smooth, so that \( A, \sigma \) and \( S \) are continuous across the wave. Thus, from (5.21), \( \tilde{\xi} \) is continuous, and from (5.44) so is \( h \). The monotonicity of \( h \) in \( g \) implies that \([h] = 0\) only when \([g] = 0\). Then, noting that \( \partial T/\partial X = g(\partial \tilde{\xi}/\partial X) = gF \), and \( F \) is continuous, we see from (5.27) and (5.43) that

\[ \left[ \frac{\partial T}{\partial t} \right] = 0 \quad (5.141) \]

An acceleration wave satisfying (5.141) is termed homothermal. All acceleration waves in thermoelastic definite conductors are homothermal. Since the wave is homothermal, identical steps to those leading to (5.138) provide the wave velocity

\[ \rho R V_a^2 = M_T(\epsilon, T) \quad (5.142) \]

The results (5.138) and (5.142) may be compared. In the context of the remarks made in Section 5.3 concerning acoustic waves, the propagation characteristics of acceleration waves and infinitesimal sinusoidal disturbances coincide for thermoelastic non-conductors. For definite conductors, acceleration waves seem to correspond to the high frequency limit of acoustic waves.

In thermoelastic heat conductors, the solution of Boley and Tolins (1962) suggests that disturbances may appear everywhere in a body upon application of boundary disturbance. It is therefore unlikely that a situation will be encountered in which an acceleration wave moves into undisturbed material in a homogenous reference configuration. Consequently, results for the growth and decay of acceleration waves in thermoelastic heat conductors will not be developed here. They have been given by Chen (1968c).
5.5 Shock Waves

As mentioned previously, the study of wave propagation in thermoelastic heat conductors is complicated by the possible appearance of disturbances ahead of the wave. Consequently we confine attention to shock propagation in thermoelastic non-conductors.

The intrinsic velocity of the shock is given by (5.32b)

\[ \rho R V_S^2 = L \]  

where \( L \) is defined by

\[ L = \frac{\sigma^\gamma - \sigma^\epsilon}{\epsilon^\gamma - \epsilon^\epsilon} \]

We recall that, for a non-conductor, the jump in internal energy is given by (5.34) as

\[ \rho R (\varepsilon^\gamma - \varepsilon^\epsilon) = \frac{1}{2}(\sigma^\gamma + \sigma^\epsilon)(\epsilon^\gamma - \epsilon^\epsilon) \]

Using (5.135) this may be rewritten as

\[ \tilde{H}(\varepsilon^\gamma, S^\gamma) = \tilde{\varepsilon}(\varepsilon^\gamma, S^\gamma) - \tilde{\varepsilon}(\varepsilon^\epsilon, S^\epsilon) \]

\[ - \frac{1}{2\rho R} [\tilde{\sigma}(\varepsilon^\gamma, S^\gamma) + \tilde{\sigma}(\varepsilon^\epsilon, S^\epsilon)] (\epsilon^\gamma - \epsilon^\epsilon) = 0 \]

This equation implies that, for a fixed state \((\varepsilon^\gamma, S^\gamma)\) ahead of the wave, there exists a relation \(\tilde{H}(\varepsilon^\gamma, S^\gamma) = 0\) connecting the strain and entropy behind the shock.

The Rankine-Hugoniot relation (5.145) may be put into an alternate form. From (5.135b) we may define the stress-entropy modulus by

\[ \varphi_S = \frac{3}{\tilde{\sigma}(\varepsilon, S)} \]

The relation between \(\varphi_S\) and \(\varphi_s\) defined in (5.134b) is developed in Appendix 5. If \(\varphi_S \neq 0\), then (5.135b) is invertible in \(S\) so that there exists a function \(S = \hat{S}(\varepsilon, \sigma)\). If this is used in (5.145) then we obtain

\[ \hat{H}(\varepsilon^\gamma, \sigma^\gamma) = \hat{\varepsilon}(\varepsilon^\gamma, \sigma^\gamma) - \hat{\varepsilon}(\varepsilon^\epsilon, \sigma^\epsilon) \]

\[ - \frac{1}{2\rho R} (\sigma^\gamma + \sigma^\epsilon)(\epsilon^\gamma - \epsilon^\epsilon) = 0 \]
This equation implies that, for a fixed state ahead of the wave, there exists a relation \( H(c', o') = 0 \) connecting the stress and strain behind the shock. Curves defined by (5.145) and (5.147) are termed the strain-entropy Hugoniot and stress-strain Hugoniot respectively. Notice that by (5.143) the shock velocity is related to the slope of the secant connecting the point on the stress-strain Hugoniot representing the initial state to that representing the state behind the shock. This secant is again termed the Raleigh line. It should be emphasized at this point that the Hugoniot relation (5.147) does not necessarily imply the existence of a Hugoniot stress-strain law of the form \( \sigma = \sigma_H(\epsilon) \).

Hugoniots have many interesting and useful properties which have been addressed in the literature in the context of thermoelastic fluids, for example, by Courant and Friedrichs (1948), Serrin (1959) and Hayes (1960). The general properties of Hugoniot stress-strain curves of the type (5.147) have been developed for the present context by Nunziato and Herrmann (1972) and are given in Appendix 7.

As for an elastic material, measurement of shock velocity and material particle velocity behind the shock allows direct evaluation of stress and strain behind the shock through the shock relations (5.112). Consequently, the stress-strain Hugoniot may be evaluated experimentally from measurements of \( V_S \) and \( u' \) for a series of shocks of different amplitudes. The Rankine-Hugoniot relation (5.144) allows direct evaluation of the internal energy along the Hugoniot. In principle, if shock wave experiments can be performed for a series of different initial states, resulting in a family of Hugoniots, then the energetic equation of state can be evaluated, whose one-dimensional form, from (5.129), is

\[
\sigma = \dot{\sigma}(\epsilon, \xi) \tag{5.148a}
\]

In practice, most materials experience plastic yielding or comparable phenomena if the stress becomes high. It has often been assumed that when the stress is very high, material strength may safely be neglected, and the material may be assumed to behave like a fluid. The energetic equation of state then reduces to

\[
p = \dot{p}(\rho, \xi) \tag{5.148b}
\]

The experimental evaluation of this equation from shock wave measurements has been discussed by many authors, particularly
Rice, McQueen and Walsh (1958) and McQueen et al (1970).

While stress, strain and internal energy are available directly on use of the equations expressing mass, momentum, and energy conservation across the shock, the entropy or temperature cannot be found so easily. Some a priori knowledge of the equation of state (5.135) or (5.139) is required. Various approximate means of evaluating the temperature along a Hugoniot have been used, one of which is discussed by McQueen et al (1970).

We now turn to the growth and decay of shock waves in thermoelastic non-conductors. This problem was first addressed by Chen and Gurtin (1971). As before, we consider only shock waves propagating into undisturbed material at rest in a homogeneous reference configuration. Results will be developed for a convex material \( M_S > 0, N_S > 0 \). It is shown in Appendix 7 that the entropy inequality permits only compressive shocks \( a > 0 \) in such a material, and that \( M' < L < M \) as for an elastic material. (The case \( N_S < 0, a < 0 \) can easily be treated in like manner, but the equations will not be written down here.)

Differentiating (5.135b), using (5.136) and (5.139), and applying the result to the state behind the shock provides

\[
\left( \frac{\partial u}{\partial t} \right) = M_S \left( \frac{\partial \varepsilon}{\partial t} \right) + \phi_S \left( \frac{\partial S}{\partial t} \right) \quad (5.149)
\]

In the absence of heat sources in a non-conductor, (5.121) implies that \( \dot{\alpha} = 0 \) at the shock. Noting that \( (\partial \sigma/\partial t)^\alpha = (\partial \varepsilon/\partial t)^\alpha = 0 \), we may insert the above result into the shock amplitude equation (5.40) to obtain

\[
2 \frac{da}{dt} + 3 \frac{a}{V_S} \frac{dV_S}{dt} = \frac{M_S}{L} \left( \frac{\partial \varepsilon}{\partial t} \right)^\alpha \quad (5.150)
\]

It remains to derive an expression for the rate of change of shock velocity. Differentiating (5.143) we obtain

\[
2 \rho \dot{V}_S \frac{dV_S}{dt} = \frac{d\dot{V}}{dt} - \rho V_S \frac{dV_S}{dt} \quad (5.151a)
\]

where we have used (5.29). Now (A173) which relates the slope of the stress-strain Hugoniot to that of the isentrope may be rewritten, for the present case, as

\[
\frac{d\dot{a}}{dt} = \frac{(2\xi - a\xi)}{(2 - a\xi)} M_S \frac{da}{dt} \quad (5.151a)
\]
where the Grüneisen ratio \( \Gamma \) and the curvature parameter \( \xi \) are defined by
\[
\Gamma = \frac{\varphi_S}{\rho_K T}, \quad \xi = \frac{M_S}{L} \tag{5.151b}
\]
Combining (5.151) with the previous equation provides, c.f. (5.107),
\[
\frac{a}{V_s} \frac{dV_s}{dt} = \frac{\xi - 1}{2 - a\Gamma^-} \frac{da}{dt} \tag{5.152}
\]

In analyzing (5.152) we will limit consideration to the case \( \Gamma > 0 \). We see that for a linear material \( \xi = 1 \), the shock velocity is a constant, as expected. For the present case where \( M_S > L > 0 \) and hence \( \xi > 1 \), the signs of \( dV_s/dt \) and \( da/dt \) agree if \( a\Gamma^- < 2 \). If \( a\Gamma^- = 2 \), \( dV_s/dt \) becomes infinite. From (A173) it is seen that this coincides with the occurrence of a vertical tangent on the Hugoniot. If \( a\Gamma^- > 2 \) the shock speed increases when the amplitude decays and vice versa.

If we now insert (5.152) into (5.150), the final shock amplitude equation is obtained
\[
\frac{da}{dt} = \frac{(2 - a\Gamma^-)(\xi - 1)}{(1 - 2a\Gamma^- + 3\xi)} \left( \frac{\partial \dot{\varepsilon}}{\partial t} \right) \tag{5.153}
\]

Alternately, this may be written in terms of the strain gradient behind the shock by using (5.110)
\[
\frac{da}{dt} = - \frac{(2 - a\Gamma^-)(\xi - 1)}{(3 + \xi)(3 - \xi)\alpha'^-} V_s \left( \frac{\partial \dot{\varepsilon}}{\partial \chi} \right) \tag{5.154}
\]

In analyzing this equation we see that the amplitude is a constant if the material is linear, \( \xi = 1 \). Recalling that \( \xi > 1 \) for the case under consideration, then we see that if \( a\Gamma^- < 2 \) and \( a\Gamma^- < (3 + \xi)/(3 - \xi) \) then the shock will grow, remain the same amplitude, or decay according to whether the strain gradient behind the shock is negative, zero, or positive, just as in the case of an elastic material. However, if either \( a\Gamma^- > 2 \) or \( a\Gamma^- > (3 + \xi)/(3 - \xi) \), the behavior is just the opposite. If \( a\Gamma^- = 2 \), then the amplitude is constant, independent of strain gradient. From the analysis of (A173), it is seen that this latter behavior is connected with the occurrence of a vertical tangent on the Hugoniot.

5.6 Summary

We have seen that certain restrictions are imposed on the constitutive equations of a thermoelastic material by the
requirements of irreversibility. The entropy inequality demands the existence of an equation of state, identical to that considered in equilibrium thermodynamics. The internal energy or Helmholtz free energy are found to be potential functions for the stress; a thermoelastic material is also hyperelastic. The entropy inequality also places restrictions on the constitutive equation governing heat conduction. In particular, the internal dissipation due to heat conduction must be non-negative. This implies, in turn, that the heat flux must vanish and the thermal conductivity tensor must be positive semi-definite in the absence of a temperature gradient. For infinitesimal disturbances, the equations reduce to those of classical coupled linear thermoelasticity and Fourier's law of heat conduction.

The propagation conditions for ultrasonic and acceleration waves in thermoelastic non-conductors are identical to those in the elastic materials considered in Section 4. One may surmise that further restrictions apply to the equation of state, analogous to those found to lead to real wave speeds in elastic materials. These restrictions also may be expected to be connected with questions of stability and uniqueness. Coleman and Greenberg (1967) and Cleman (1970) have obtained such restrictions from requirements of material stability in the case of a very general class of fluids, thus establishing Gibb's stability postulates in specific terms. The precise forms of these restrictions on the equation of state for solid materials have not yet been established.

Thermoelastic heat conductors exhibit certain types of behavior which do not seem to be in accord with experience. Thermal waves may propagate with infinite speed, disturbances may appear simultaneously throughout a body, and dispersion and absorption characteristics of acoustic waves do not seem to correspond to observed behavior. Fourier heat conduction does, of course, give a good description of heat transfer when time scales are relatively longer than those commonly encountered in stress wave propagation. One might surmise that Fourier heat conduction is an approximation, in some sense, to the behavior of real materials for slow processes. This approximation cannot be pushed to time scales which are too short in comparison with some sort of thermal relaxation time. Fortunately, the effect of heat conduction on stress wave propagation seems to be very small, and may often be neglected. Nearly all analyses of stress wave propagation phenomena are based on this premise. Ultimately, theories which provide some accounting of thermal relaxation may be required for the description of some processes. While work is in progress toward
such theories, their description here would be premature, cf. Gurtin and Pipkin (1968) and Nunziato (1971).

In thermoelastic non-conductors, acoustic waves may be used in the experimental determination of isentropic moduli, and hence in the evaluation of stress-strain isentropes. The same appears to be true in thermoelastic heat conductors for practically attainable ultrasonic frequencies. Shock wave measurements offer a ready means for the experimental evaluation of stress-strain Hugoniot's, and hence of the energetic equation of state. This method has been used very widely at stresses which are so high that materials may be assumed to behave like thermoelastic fluids.

Shock waves involve entropy changes. Thus, even if heat conduction effects are negligible so that internal dissipation is absent in smooth motions, and external heat sources are absent, entropy changes may be introduced by the propagation of shock waves. The constitutive equations of this section may be used in problems of this type.

6. Viscous Thermoeelastic Materials

6.1 Constitutive Relations

As a next step in considering more complex material behavior, we will consider a thermoelastic material in which the response depends not only on the present values of the deformation gradient $\mathcal{F}$, the temperature $T$, and the temperature gradient $g$, but also on the rate of deformation $\dot{\mathcal{F}}$. Inclusion of a dependence on the rate of deformation will be seen to allow description of a certain type of viscous behavior.

We assume specifically that the stress $\boldsymbol{a}$, Helmholtz free energy $A$, entropy $S$, and heat flux $\dot{h}$ are given by the following constitutive relations

$$
\begin{align*}
\boldsymbol{a} &= \dot{A}(\mathcal{F}, \dot{\mathcal{F}}, T, g) \\
S &= \dot{S}(\mathcal{F}, \dot{\mathcal{F}}, T, g) \\
\dot{h} &= \dot{h}(\mathcal{F}, \dot{\mathcal{F}}, T, g)
\end{align*}
$$

(5.155)

The reduction of these constitutive equations to satisfy the entropy inequality has been considered by Coleman and Noll (1963) and Coleman and Mizel (1964) whose arguments are paraphrased in Appendix 5. As for the thermoelastic material considered in the previous section, it is found that the functions $\dot{A}$ and $\dot{S}$ in (5.155) can depend only on $\mathcal{F}$ and $T$, and that there exists an equilibrium stress function $\tilde{\boldsymbol{a}}(\mathcal{F}, T)$ such that...
NONLINEAR CONSTITUTIVE EQUATIONS

\[ A = \dot{\varphi}(\mathbf{F}, T) \quad (5.156a) \]

\[ \mathbf{q}_v = \dot{\mathbf{q}}_v(\mathbf{F}, T) = -\rho \frac{\partial \dot{\varphi}}{\partial \mathbf{F}} \quad (5.156b) \]

\[ \mathbf{S} = \dot{\mathbf{S}}(\mathbf{F}, T) = -\frac{\partial \dot{\varphi}}{\partial T} \quad (5.156c) \]

The equilibrium stress function is defined in terms of the total stress in the first of (5.155) by

\[ \dot{\varphi}_e = \dot{\varphi}_e(\mathbf{F}, T) = \dot{\varphi}(\mathbf{F}, \mathbf{Q}, T, \mathbf{Q}) \quad (5.157) \]

i.e., the stress is in equilibrium when deformation rates and temperature gradients vanish. An extra stress may be defined by the difference

\[ \dot{\mathbf{q}}_v = \dot{\mathbf{q}}_v(\mathbf{F}, \dot{\mathbf{F}}, T, g) = \dot{\mathbf{q}}(\mathbf{F}, \dot{\mathbf{F}}, T, g) - \dot{\mathbf{q}}_e(\mathbf{F}, T) \quad (5.158) \]

It is evident from its definition that the extra stress \( \dot{\mathbf{q}}_v \) vanishes in equilibrium

\[ \dot{\mathbf{q}}_v(\mathbf{F}, \mathbf{Q}, T, \mathbf{Q}) = 0 \quad (5.159a) \]

It is also found that the heat flux vanishes in equilibrium

\[ \dot{\mathbf{h}}(\mathbf{F}, \mathbf{Q}, T, \mathbf{Q}) = 0 \quad (5.159b) \]

Finally, it is found that the internal dissipation \( \delta \) is limited by the inequality

\[ \delta = -\mathbf{q}_v \cdot \mathbf{L} - \frac{1}{T} \mathbf{h} \cdot \mathbf{g} \geq 0 \quad (5.160) \]

Note that a derivation analogous to that in (5.120) through (5.122) shows that the rate of entropy production is again given by (5.122), but with \( \delta \) given by (5.160) above. Internal dissipation in this case therefore arises from the rate at which work is being done by the extra stress in addition to that arising from heat conduction. The properties of \( \mathbf{q}_v \) suggest the name viscous stress.

Frame-indifferent forms of the constitutive equations for viscous thermoelastic materials have also been derived by Coleman and Mizel (1964). The equation of state (5.156) reduces again to (5.123), but the constitutive equations for the heat conduction and the viscous stress are found to take the forms
\[ h_R = \tilde{h}_R (\tilde{E}, \tilde{E}, T, \tilde{g}_R) \]  
\[ \tilde{\Sigma}_\nu = \tilde{\Sigma}_\nu (\tilde{E}, \tilde{E}, T, \tilde{g}_R) \]  

(5.161a)  
(5.161b)

where \( h_R \) and \( \tilde{g}_R \) are the convected heat flux and temperature gradient vectors, defined by (5.124b).

We note that the entropy inequality again demands the existence of an equation of state which is a potential function for the entropy and the equilibrium stress. All of the remarks made in Section 5.2 about the equation of state are therefore applicable in this case also, provided that the stress of Section 5.2 is reinterpreted to mean the equilibrium stress.

We now turn to the restrictions imposed on the constitutive functions in (5.161) by the dissipation inequality (5.160). It is seen that (5.160) implies that the viscous stress power is separately non-negative only when the temperature gradient vanishes \( \tilde{g} = 0 \). Let us examine this case first.

The properties of the scalar product of tensors imply that only the symmetric part of the velocity gradient \( \tilde{L} \) can contribute to the product \( g_\nu \cdot \tilde{L} \), since \( g_\nu \) is symmetric by its definition. The symmetric and anti-symmetric parts of \( \tilde{L} \) are termed the stretching \( \tilde{D} \) and spin \( \tilde{W} \) respectively,

\[ \tilde{D} = \frac{1}{2} (\tilde{L} + \tilde{L}^T) \quad \tilde{W} = \frac{1}{2} (\tilde{L} - \tilde{L}^T) \]  
(5.162)

Now \( \tilde{L} \) is related to \( \tilde{E} \) through (A40). It is not difficult to show by differentiating (5.12) and using (5.162) and (A40) that \( \tilde{D} \) is related to \( \tilde{E} \) by

\[ \tilde{E} = - \tilde{L}^T \tilde{D} \tilde{F} \]  
(5.163)

Using (5.13), (5.162), (5.163) and the commutation properties of the scalar product, we see after some algebra that, in the absence of a temperature gradient \( \tilde{g} = 0 \), the dissipation inequality (5.160) reduces to

\[ \delta = \frac{1}{J} \tilde{\Sigma}_\nu \cdot \tilde{E} > 0 \]  
(5.164)

where \( \tilde{\Sigma}_\nu \) is the function in (5.161b).

Now \( \delta \) may be viewed as a function of \( \tilde{E} \) at arbitrarily chosen fixed values of \( \tilde{E} \) and \( T \). Noting that \( J > 0 \), (5.164) implies that \( \delta (\tilde{E}) \) has a minimum at \( \tilde{E} = \tilde{Q} \). Thus its derivative there must vanish.
This condition is identical to (5.159a). Furthermore, there is a restriction on the second derivative of \( \delta (\dot{E}) \) at \( \dot{E} = 0 \). If we define the viscosity tensor by

\[
\mathcal{C}_V = \frac{\partial}{\partial \dot{E}^c} \mathcal{E}_v (E, \dot{E}, T, g_R)
\] (5.166a)

then (5.164) implies that

\[
\mathcal{C}_{ij,\mu
u}(E, Q, T, Q; M_{ij}, M_{\mu\nu} \geq 0
\] (5.166b)

for all symmetric \( M \). We will limit consideration to two separate cases, that of a non-viscous material, for which \( \mathcal{C}_v = 0 \) and that of a viscous material for which the strict inequality holds in (5.166b) for all values of \( (E, \dot{E}, T, g_R) \).

Returning to the dissipation inequality (5.160) we see that the dissipation due to heat conduction is separately non-negative only when the velocity gradient, or equivalently \( \dot{E} \) vanishes. In this case (5.160) reduces to (5.117). Consequently, we can conclude that the thermal conductivity tensor \( \mathcal{K} \) is positive semi-definite in equilibrium, defined by \( \dot{E} = 0, g_R = 0 \). However, we will continue to consider only the cases of a non-conductor and a definite conductor, defined in the previous section.

Summarizing, the reduced constitutive equations for a viscous thermoelastic material are given by an equilibrium equation of state of form (5.123) where the stress is interpreted as an equilibrium stress, and dissipation functions for the heat conduction and viscous stress have the form (5.161). The dissipation functions vanish in equilibrium, which we have defined here as the vanishing of the deformation rates and temperature gradients, and additionally satisfy the inequalities (5.119) and (5.166). While the total internal dissipation (5.160) is non-negative, separate dissipation inequalities for the viscous stress power and the heat conduction are not required, in general, by the entropy inequality, but may result from special constitutive assumptions.

6.2 Approximate Constitutive Relations

The development of constitutive relations appropriate for infinitesimal disturbances from a homogeneous equilibrium natural state follows previous arguments. In this case we consider
displacements $\mathcal{d}$, displacement gradient $\mathcal{H}$, velocity gradient $\mathcal{U}$, temperature $T$, and temperature gradients $\mathcal{g}_R$ such that
\[
\sup \| \mathcal{d} \|, |\mathcal{H}|, |\mathcal{U}|, |T - T_R|, |\mathcal{g}_R| \geq \varepsilon \tag{5.167}
\]

The stress equation reduces as before to (5.131) or (5.134), in terms of the equilibrium stress $\mathcal{a}$.

In order to find a linearized form for the heat flux equation (5.161a), we first note that when $\mathcal{E}' = \mathcal{0}$ then the dissipation inequality (5.117) leads to conditions similar to (5.132). A further condition can be obtained by considering material symmetry. We proceed as in Appendix 2 by introducing a change in reference configuration. If the reference configurations are connected by an orthogonal gradient $\mathcal{Q}$, then it is found from (5.124b) by the methods of Appendix 2 that the convected heat flux vector transforms as
\[
h_R = \mathcal{E}_R^T h = \mathcal{Q}^T \mathcal{E}_N^T h = \mathcal{Q}^T h_N \tag{5.168}
\]
where $\mathcal{E}_R$ and $\mathcal{E}_N$ are the deformation gradients with respect to the two reference configurations, respectively, and $h_N = \mathcal{E}_N^T h$ is the heat flux vector convected to the second reference configuration. Similarly
\[
g_R = \mathcal{Q}^T g_N \tag{5.169}
\]

If the constitutive equation for the heat flux (5.161a) is unchanged by the change in reference configuration, then using (5.168), (5.169), (A18) and (5.163) $\tilde{h}_R$ must be subjected to the restriction.
\[
\mathcal{Q}^T \tilde{h}_R (\mathcal{E}, \mathcal{E}, T, g_R) = \tilde{h}_R (\mathcal{Q}^T \mathcal{E}_N^T \mathcal{Q}, \mathcal{Q}^T \mathcal{E}_N^T \mathcal{Q}, T, \mathcal{Q}^T g_R) \tag{5.170}
\]

We consider only the case when the material has central symmetry, i.e., $Q = -\mathcal{I}$. For this very weak symmetry (5.170) becomes
\[
\tilde{h}_R (\mathcal{E}, \mathcal{E}, T, g_R) = -\tilde{h}_R (\mathcal{E}, \mathcal{E}, T, -g_R) \tag{5.171}
\]
Thus, in this special case, $\tilde{h}_R$ is an odd function of $g_R$. It follows that
\[
\tilde{h}_R (\mathcal{E}, \mathcal{E}, T, 0) = 0 \tag{5.172}
\]
Since $\tilde{h}_R = 0$ whenever $g_R = 0$ for all values of $\mathcal{E}$, then
Consequently, for a viscous thermoelastic heat conductor with central symmetry, the expansion of (5.161a) about the undisturbed natural reference state provides again the linearized heat conduction equation (5.133). Note that, if central symmetry is not assumed, a term in \( \dot{E} \) appears in the expansion for the heat flux.

Proceeding to find a linearized form for the viscous stress equation (5.161b), we first note that the dissipation inequality (5.164) holds when \( g = 0 \). The minimum property of \( \delta \) in this case implies that

\[
\frac{\partial}{\partial \dot{E}} \tilde{\zeta}_v(E, \dot{E}, T, Q) = 0 \quad \frac{\partial}{\partial T} \tilde{\zeta}_v(E, Q, T, Q) = 0
\]  
(5.174)

If we again consider a material with central symmetry, then an argument similar to that used for the heat flux provides the result that

\[
\tilde{\zeta}_v(E, \dot{E}, T, g_R) = \tilde{\zeta}_v(E, \dot{E}, T, -g_R).
\]  
(5.175)

Thus, \( \tilde{\zeta}_v \) is an even function of \( g_R \). Consequently,

\[
\frac{\partial}{\partial g_R} \tilde{\zeta}_v(E, \dot{E}, T, Q) = 0
\]  
(5.176)

Expanding (5.161b) in a Taylor series about the natural state, we obtain the linearized viscous stress equation

\[
g_v = \mathcal{C}_{vR} \{ \xi \} + 0(\varepsilon^2)
\]  
(5.177)

where we have used (5.77) and where \( \mathcal{C}_{vR} \) is defined by (5.166a), evaluated in the natural reference state. For an isotropic material, this reduces by (A30) to

\[
g_v = \lambda_{vR} (tr \dot{\varepsilon}) \mathbb{1} + 2\mu_{vR} \varepsilon + 0(\varepsilon^2)
\]  
(5.178)

where \( \lambda_{vR} \) and \( \mu_{vR} \) are Stokes' viscosity coefficients, evaluated in the natural reference state. The restriction (5.166b) on \( \mathcal{C}_v \) leads to

\[
\lambda_{vR} + 2\mu_{vR} > 0 \quad \mu_{vR} > 0
\]  
(5.179)

as may be readily seen by inserting (A29) into (5.166b) and making the particular choices \( tr M = 0 \) and \( (tr M)^2 = tr(M^2) \) for \( M \). Note again that, if central symmetry is not assumed, then a term in \( g \)
appears in the expansion for the viscous stress.

We have shown that, for a material with central symmetry, the classical linear laws of Fourier heat conduction and Stokes viscosity emerge when infinitesimal disturbances from an undisturbed uniform natural state are considered. For the special case of a fluid, the linearized equations reduce to the Navier-Stokes equation. Heat conduction and viscosity are uncoupled in the sense that, to first order, heat conduction is independent of strain rate, and the viscous stress is independent of temperature gradient. If the expansions are carried out to second order, then coupling terms appear. Such an expansion has been given by Coleman and Vlizel (1964), who also considered expansions under somewhat less restrictive conditions than those which we have imposed, in which first-order coupling terms appear.

An analysis of the linearized constitutive equations, in conjunction with the linearized equations of conservation of momentum and energy shows that they are also of mixed type, even in the absence of heat conduction. One might therefore again expect the appearance of disturbances throughout a body simultaneously with the application of a boundary load or displacement.

6.3 Acceleration Waves

We now turn to a consideration of wave propagation in thermoelastic materials with viscosity. We first show that acceleration waves are impossible in a viscous material with central symmetry.

The one-dimensional forms of the equation of state are given by (5.139). Together with the one-dimensional forms of the dissipation functions (5.161) we can write

\[ A = \dot{A}(\varepsilon, T) \quad S = \dot{S}(\varepsilon, T) \]

\[ \sigma = \dot{\sigma}_\varepsilon(\varepsilon, T) + \dot{\sigma}_\varepsilon(\varepsilon, \dot{\varepsilon}, T, g) \quad \text{(5.180)} \]

\[ h = \dot{h}(\varepsilon, \dot{\varepsilon}, T, g) \]

In an acceleration wave, the strain and temperature are continuous \([\varepsilon] = 0, [T] = 0\), but derivatives of \(\varepsilon\) and \(T\) are discontinuous. It follows from (5.180) and (5.21) that the internal energy is continuous, \([\dot{\varepsilon}] = 0\) since the constitutive functions are assumed to be smooth. From (5.44), for a propagating wave with \(V_a \neq 0\), it
follows that the heat flux is continuous \( [h] = 0 \). Now, if the material has a center of symmetry, then from the one-dimensional forms of (5.172) and (5.119b) we see that \( h \) is monotonic in \( g \) and vanishes only when \( g \) does. Consequently, continuity of \( h \) across the wave implies continuity of the temperature gradient, \( [g] = 0 \).

Now the stress is continuous \( [\sigma] = 0 \) when \( [\epsilon] = 0 \) as may be seen from (5.32b). Thus

\[
\sigma^- - \sigma^+ = \dot{\sigma}(\epsilon^-, \dot{\epsilon}^-, T^-, g^-) - \dot{\sigma}(\epsilon^+, \dot{\epsilon}^+, T^+, g^+) = 0 \quad (5.181)
\]

But \( \epsilon^- = \epsilon^+ \), \( T^- = T^+ \), and \( g^- = g^+ \), so that

\[
\dot{\sigma}(\epsilon, \dot{\epsilon}^-, T, g) = \dot{\sigma}(\epsilon, \dot{\epsilon}^+, T, g) \quad (5.182)
\]

Now (5.166b) implies that in our one-dimensional case \( \partial \sigma_v / \partial \dot{\epsilon} > 0 \), or for the viscous material which we are considering \( \partial \sigma_v / \partial \dot{\epsilon} > 0 \). Consequently, the viscous stress and also the total stress are monotonic in \( \dot{\epsilon} \). Therefore, (5.182) implies that \( \dot{\epsilon} = \dot{\epsilon}^+ \) or from (5.41)

\[
\sigma = 0 \quad (5.183)
\]

Thus, an acceleration wave with finite speed must have zero amplitude. We therefore conclude that an acceleration wave is impossible in a viscous thermoelastic material.

This does not imply, however, that infinitesimal sinusoidal disturbances cannot propagate in a viscous thermoelastic material. The rather intricate theory of the propagation of acoustic waves in a viscous elastic fluid has been discussed in detail by Truesdell (1953). For a viscous heat conductor, it is found that the phase velocity of infinitesimal sinusoidal disturbances approaches the homentropic value (5.138) in the limit of low frequencies, but increases without limit as the frequency increases. If acceleration waves are considered to correspond to the high frequency limit of acoustic waves, then this phenomenon is associated with the non-existence of acceleration waves of finite speed.

Truesdell (1953) also discusses the properties of coupled elastic and thermal waves which appear in the theory of viscous heat-conducting elastic fluids. Their predicted dispersion and absorption characteristics unfortunately do not seem to correspond to the observed behavior of ultrasonic waves in real materials.
6.4 Steady Waves

In order to pursue the wave propagation behavior of viscous and
heat conducting elastic materials further, we are led to inquire into
the possible existence of plane steady waves. The material response
is governed by the one-dimensional constitutive relations (5.180).
Plane steady wave motion is governed by the one-dimensional
conservation laws in the form (5.62) or (5.64). We therefore ask, do
smooth solutions of (5.180) together with (5.62) or (5.64) exist?

Now we first note that (5.159) implies that the viscous stress \( \sigma \)
and heat flux \( h \) vanish in equilibrium, defined by \( \epsilon = 0, g = 0 \).
In equilibrium, the constitutive equations (5.180) reduce to the
equilibrium thermoelastic equation of state. Now the equations
(5.64) governing steady waves have a form identical to the shock
jump equations. In Appendix 7 we have shown that there are
certain wave speeds \( V \) such that exactly two equilibrium states,
\((\epsilon^+, \sigma^+)\) and \((\epsilon^-, \sigma^-)\) satisfy the shock jump equations. In fact, these
end states lie on the equilibrium stress-strain Hugoniot. Also, we
have shown that the entropy inequality demands that \( \epsilon^- > \epsilon^+ \), if the
material is convex, \( N_s > 0 \).

We are therefore motivated to rephrase our question. Consider
equilibrium states (with \( \epsilon = 0, g = 0 \) far ahead of and far behind
the wave, defined by

\[
\lim_{\xi \to -\infty} \epsilon(\xi) = \epsilon^+ \quad \lim_{\xi \to \infty} \epsilon(\xi) = \epsilon^-
\]

with \( \epsilon^- > \epsilon^+ \), which lie on the equilibrium Hugoniot. Here \( \xi \) is the
moving coordinate defined by (5.55). We now ask, does there exist
a unique continuous monotonic solution \( \epsilon(\xi) \) connecting the
equilibrium states \( \epsilon^- \) and \( \epsilon^+ \) at \( \xi = -\infty \) and \( +\infty \) respectively, which
satisfies the governing equations (5.180) and (5.62)?

This question has been addressed in the generality maintained
here, by Gilbarg and Paolucci (1953) who show that a unique
continuous steady wave solution \( \epsilon(\xi) \) connecting the asymptotic
end states \( \epsilon^- \) and \( \epsilon^+ \) does indeed exist under the following
conditions

\[
M_s > 0 \quad N_s > 0
\]

\[
\kappa > 0 \quad M_V > 0
\]

(5.185)

Here \( M_s \) and \( N_s \) are the isentropic moduli defined by (5.156), \( \kappa \) is the \(<11>\) component of the thermal conductivity tensor defined
by \((5.119)\) and \(M_p\) is defined by

\[
M_p = \frac{\partial}{\partial \varepsilon} \hat{u}_p(\varepsilon, \dot{\varepsilon}, T, g)
\]

(5.186)

Note that \(M_p\) is related to \(C_v\) defined in \((5.166)\) by a relation similar to \((A140a)\). The restrictions \((5.185)\) on \(M_p\) and \(N_p\) guarantee real wave speeds and convexity of isentropes. The restrictions on \(\kappa\) and \(M_p\) follow from those placed on \(\kappa\) and \(C_v\) by the assumptions of definite heat conduction and definite viscosity respectively.

General proofs of the stability of the unique steady wave solution are currently lacking. However, approximate solutions of transient compressive waves for special and simplified constitutive relations have been exhibited by Lighthill (1956), Bland (1965), and others, which suggest that the steady wave solution is stable, in the sense that any monotonic compressive wave will approach the unique steady wave solution with time. If this is true in general for the viscous heat-conducting thermoelastic materials considered here, then it would follow that discontinuous shock waves are unstable, and would degenerate into continuous steady waves with time.

Lighthill (1956) has investigated the asymptotic behavior of steady waves in the limit of vanishing heat conduction and viscosity. Using one-dimensional forms of the linearized heat conduction and viscous stress functions \((5.133)\) and \((5.177)\), he showed that in the limit as the thermal conduction coefficient \(\kappa \to 0\), a continuous steady wave again exists. When the viscous coefficient \(M_p \to 0\), a steady structured wave exists which, in general, contains a discontinuity. When both \(\kappa \to 0, M_p \to 0\), the steady wave approaches a discontinuous shock wave.

It will be recalled that the asymptotic equilibrium end states \(\varepsilon^-\) and \(\varepsilon^+\) lie on the equilibrium stress-strain Hugoniot. From the steady wave equations \((5.64)\) it is seen that all intermediate points in the steady wave lie on the Rayleigh line connecting these equilibrium end points. This is true even when heat conduction is present within the steady wave.

Since the equilibrium end states of a steady wave lie on the equilibrium Hugoniot, means of determining the equilibrium equation of state of viscous thermoelastic materials suggest themselves. The approximate solutions of transient compressive waves, cited above, suggest that the evolution time of a steady wave arising from a sudden application of a load at the boundary of a body decreases with wave amplitude. Similarly, the wave thickness, in terms of the distance required to achieve 99% of the strain
change in the steady wave, decreases with wave amplitude. Thus, for waves of sufficient amplitude that the propagation distance required for a steady wave to evolve, and the wave thickness, are much smaller than the size of an experimental specimen, measurements of wave velocity and asymptotic material particle velocity or stress behind the wave may be used to determine the equilibrium Hugoniot, just as in a non-viscous non-heat conducting thermoelastic material. Some care is required, however, to ensure that non-steady wave evolution does not affect the measurement of steady wave velocity, and that the correct asymptotic value of particle velocity or stress behind the wave is estimated.

Finally, we note that the detailed shape of the steady wave is dependent on the forms of the constitutive equations for the viscous stress and heat conduction. If the equilibrium equation of state has been determined, as above, and the steady wave profile is measured, information regarding the dissipation functions can be deduced. For the special case of a viscous non-conductor, for example, measurement of the velocity profile allows direct calculation, via (5.62), or profiles of stress, strain, internal energy, and after differentiation, of strain rate, etc. It is therefore possible, in principle, to deduce the dependence of the viscous stress on the strain and strain rate. A proposal to do so for viscous thermoelastic solids has been made by Band (1959) and implemented by Seaman, Barbee and Curran (1971).

6.5 Summary

In dealing with a viscous thermoelastic material, we have found that the entropy inequality demands existence of an equation of state, identical to that found for a non-viscous, non-heat conducting thermoelastic material. The free energy is a potential function for the entropy and for an equilibrium stress, that is, the stress experienced by the material in equilibrium, when strain rates and temperature gradients vanish. When the material is not in equilibrium there appears an extra viscous stress. The entropy inequality places restrictions on the constitutive equations for the viscous stress and the heat flux, which ensure that the total internal dissipation is non-negative.

The introduction of the temperature gradient as an argument in the constitutive relations allows consideration of a heat flux which in the linear approximation reduces to classical Fourier heat conduction. The introduction of the deformation rate leads to the appearance of a viscous stress, which in the linear approximation
reduces to classical Stokesian viscosity. Introduction of this type of viscosity appears to rule out the propagation of discontinuous acceleration or shock waves. However, steady waves may occur. Large amplitude steady waves may have short evolution times and small thicknesses. In this case, measurements on steady waves may be used to evaluate the equilibrium equation of state, in much the same way as in a non-viscous, non-heat conducting thermoelastic material. However, some care is required that the correct steady wave speed and asymptotic conditions behind the wave are detected in the experiment.

Acoustic waves show complicated frequency dispersion and absorption characteristics when viscosity and heat conduction are considered. However, if the acoustic wave frequency is sufficiently low, then the homentropic wave speed is obtained. As this appears to be the case for many real materials at practical frequencies, ultrasonic means may again be used to determine isentropic moduli. However, some care is required to ensure that the asymptotic low frequency limit is approximated in the experiment.

Predicted acoustic absorption characteristics do not seem to correspond to observed ultrasonic behavior, and it therefore does not seem likely that ultrasonic experiments can be used to deduce viscosity coefficients. However, steady wave profiles depend on the dissipation functions, and it may be possible that steady wave experiments can shed light on the constitutive equation for the viscous stress.

The theory of thermoelastic materials with a generalized Stokesian viscosity predicts certain types of behavior which do not seem to be in accord with experience. Acoustic wave speeds increase without limit as the frequency increases, and discontinuous acceleration waves and shock waves appear to be prohibited. Observations of the frequency dependence of ultrasonic waves do not seem to correspond to these predictions. Barker and Hollenbach (1970), Schuler (1970a) and others have observed shock waves with thicknesses less than a few tens of microns in polymers and other materials. Stokesian viscosity does, of course, provide a good description of material behavior for many applications, such as the flow of gases, and has been used with some success for describing smooth motions in solids and liquids. However, it is generally desirable to use a theory which can accommodate discontinuities if the phenomena to be described include shock waves as thin as those which have been observed.

We note that the assumed dependence of the constitutive functions on the deformation rate at the present time introduces a
very special and limited dependence on the deformation history. Thus, the constitutive equations of this section may be regarded as approximations of a sort to the functional equations (5.18), which depend explicitly on the entire past history. Qualitatively, one might suppose that the constitutive equations of this section are special approximations, which may be useful for slow processes in some sense. For processes which occur in times short compared to the material's memory, it would seem desirable to take account of history effects in a more explicit manner. One such theory is considered in the next section.

7. Viscoelastic Materials

7.1 Constitutive Relations

Up to now, we have considered materials whose response depends entirely on the present configuration. In this section we will consider a special class of materials whose response depends explicitly on past events, termed viscoelastic materials. To permit a more transparent discussion of the effects of memory, we will confine our attention to a purely mechanical theory.

In Section 2 we introduced a general constitutive equation for a homogeneous simple material, whose response depends on the entire mechanical history. A frame-indifferent form was found to be (5.14)

\[ \Sigma = \mathcal{L}(\mathbb{E}^t) \] \hspace{1cm} (5.187a)

where \( \Sigma \) is the second Piola-Kirchhoff stress, and \( \mathbb{E}^t \) is the history of Green's strain, defined by

\[ \mathbb{E}^t(s) = \mathbb{E}(X, t-s) \hspace{1cm} 0 \leq s < \infty \] \hspace{1cm} (5.187b)

Here \( s \) is the elapsed time parameter which measures time backwards from the present.

In the subsequent analysis it will be convenient to separate the history \( \mathbb{E}^t \) into its present value \( \mathbb{E} = \mathcal{E}(X, t) = \mathbb{E}^t(0) \) and its past history

\[ \mathbb{E}_p^t(s) = \mathcal{E}(X, t-s) \hspace{1cm} 0 < s < \infty \] \hspace{1cm} (5.188a)

By these means, the response of a simple material can be described by the constitutive relation
Before proceeding, we consider some general properties of materials with memory. Consider a strain history in which the strain has been zero for all past times, but at time $t_0$ the strain undergoes a jump discontinuity to a value $E$, whereafter it remains constant.

(Figure 5.2). If we set $s_0 = t - t_0$ then the jump history can be expressed by

$$E(t, s) = \begin{cases} 0 & s_0 < s < \infty \\ E & 0 \leq s \leq s_0 \end{cases}$$

(5.189)

Suppose that the jump has just occurred at the present time, $t = t_0$ or $s_0 = 0$. Then the response functional in (5.188b) reduces to an ordinary function of the strain $E$

$$\Sigma = \int E(t, E) = \dot{\Sigma}(E)$$

(5.190a)

The function $\dot{\Sigma}(E)$ is termed the instantaneous response function. Now suppose that the material has been at the constant strain $E$ for all time, including the present. This equilibrium history may be represented by (5.189) if we take $s_0 = \infty$. The response functional in (5.188b) again reduces to an ordinary function

$$\Sigma = \int E(t, E) = \dot{\Sigma}(E)$$

(5.190b)
The function \( \hat{\Sigma}_F(E) \) is termed the equilibrium response function.

The existence of finite instantaneous and equilibrium responses is an important feature of the materials which we will consider in this section. Comparing (5.190a) and (5.190b) with (5.66) shows that both the instantaneous and equilibrium response of a material with memory is elastic.

In terms of the equilibrium response function (5.190b), we can define a functional \( \mathcal{I} \) by

\[
\mathcal{I}(E, E^n_p) = \frac{\partial}{\partial E_i} (E_n^p - \hat{\Sigma}_E(E))
\] (5.191a)

which clearly has the property

\[
\mathcal{I}(E, E) = 0
\] (5.191b)

i.e., the functional \( \mathcal{I} \) vanishes for an equilibrium history. Then the constitutive equation for a simple material with memory (5.188b) can be written in the form

\[
\Sigma = \hat{\Sigma}_F(E) + \mathcal{I}(E, E^n_p)
\] (5.191c)

The stress can be expressed as the sum of two parts: an equilibrium stress corresponding to that which the material would experience if it had been in equilibrium for all past times, and an extra stress resulting from changes in strain which the material has experienced in the past up to the present time.

So far, we have not introduced any specific assumptions about the nature of the material's memory. It is a matter of practical experience that many materials have little recollection of events in the far distant past. This is indeed fortunate, since it permits the experimentalist to interpret data obtained in the laboratory without having to know the entire history of the material since its formation. In fact, for some materials it is possible to ignore deformations which might have occurred only a relatively short time before, if the recollection span of the material is short compared to the time scale of the motion. Consequently, we are led to consider materials whose response depends strongly on recent events, but that the influence of past events diminishes with elapsed time so as to become, eventually, altogether negligible. Such materials are characterized as having fading memory.

The concept of fading memory has been rendered precise by Coleman and Noll (1960, 1961). Stated roughly, the principle of fading memory says something about the manner in which the
functional $\mathcal{K}$ in the constitutive equation (5.191) approaches zero as the strain history $E'_p$ approaches the equilibrium history. In particular, $\mathcal{K}$ is assumed to be continuous at the argument function $E'_p = E$. This statement is not mathematically precise. There are many ways of defining the magnitude of a function, each of which leads to a different concept of continuity of a functional. Other fading memory principles have been proposed, for example, by Wang (1965a,b) and Coleman and Mizel (1966, 1968). However, we will restrict attention to that proposed by Coleman and Noll (1960, 1961).

The smoothness properties of the constitutive functional resulting from the constitutive assumption of fading memory allow definition of processes of differentiation. From (5.191a) smoothness of $\mathcal{K}$ implies smoothness of $\mathcal{C}_t$. The partial derivative of $\mathcal{C}_t (E, E'_p)$ with respect to the present value of strain $E$, holding the past history fixed, is of particular importance

$$G_t = \mathcal{C}_t (E, E'_p) = \frac{d}{dE} \mathcal{C}_t (E, E'_p)$$

(5.192a)

The functional $\mathcal{C}_t$ is termed the instantaneous elasticity since it is a measure of the instantaneous response of the material to a small strain impulse imposed at the present time $t$ on the history $E'_p$. For the jump history (5.189) with a strain jump at the present time $t$, i.e., at $s_0 = 0$, the functional $\mathcal{C}_t$ reduces to an ordinary function of $E$. Noting (5.190a) we see that

$$G_t = \mathcal{C}_t (E, 0) = \dot{\mathcal{C}}_t (E) = \frac{d}{dE} \dot{\mathcal{C}}_t (E)$$

(5.192b)

We can also define the derivative of the equilibrium response function $\mathcal{C}_E$, by

$$C_E = \dot{C}_E (E) = \frac{d}{dE} \dot{C}_E (E)$$

(5.192c)

where $C_E$ is termed the equilibrium elasticity. Both $C_t$ and $C_E$ are fourth-order tensors, which, because of the symmetry of $\mathcal{C}$ and $E$, share the symmetries of $\mathcal{C}$ in (5.67b).

An important consequence of the principle of fading memory is stress relaxation, as shown by Coleman and Noll. Stress relaxation may be illustrated by considering the jump history (5.189) in which the strain jump occurred at time $t_0$. If the strain jump has just occurred $t = t_0$ or $s_0 = t - t_0 = 0$, then the stress is the instantaneous stress by (5.190a). We now consider a series of jump
histories in which the jump has occurred at increasingly long times in the past, i.e., we consider increasing values of $s_0$. The stress is given by (5.191c). In the limit as $s_0$ increases

$$\lim_{s_0 \to \infty} \Sigma = \hat{\Sigma}_E(E) + \lim_{s_0 \to \infty} \mathcal{H}(E, E'(s))$$

As $s_0 \to \infty$, the strain history $E_p'$ approaches the equilibrium history $E_p' = E$. The smoothness properties of $\mathcal{H}$ imposed by the principle of fading memory imply that

$$\lim_{s_0 \to \infty} \mathcal{H}(E, E'(s)) = \mathcal{H}(E, E) = 0$$

from (5.191b). Thus, it is seen that

$$\lim_{s_0 \to \infty} \Sigma = \hat{\Sigma}_E(E)$$

(5.193)

that is, the stress approaches the equilibrium stress as the elapsed time since the strain jump approaches infinity.

The stress need not approach the equilibrium stress monotonically, as shown in the one-dimensional sketch in Figure 5.3. Monotonic stress relaxation, which seems to be a feature of most real materials, may be introduced by making special constitutive assumptions concerning the properties of $\mathcal{G}$ or $\mathcal{H}$.

It is of interest to remark on the similarity of the decomposition (5.191) for a material with fading memory, and (5.158) for an elastic material with viscosity considered in the previous section. The deformation rate at the present time in an
arbitrary motion is independent of past history, and the two constitutive equations are quite different. The properties of the extra stress developed in Section 6 imply that the extra stress is a monotonically increasing function of strain rate, and is unbounded at a strain jump. By contrast, materials with fading memory have a finite instantaneous response. Coleman and Noll (1960) have shown that the response of a material with fading memory can be approximated by the rate type material of Section 6 when the motion is slow, i.e., when the rates of change of quantities are small.

7.2 Finite Linear Viscoelastic Materials

The behavior of materials with fading memory has been studied in some detail, retaining the generality of the functional representation of Section 7.1. In order to avoid the difficulties of functional analysis, we will consider hereafter only a simple special case, which nevertheless displays all of the qualitative features of the general theory.

If \( C \) in (5.191) has appropriate smoothness properties, and its dependence on the past history is small, then Coleman and Noll (1961) have shown that \( C \) may be approximated by a functional which is linear in the past history. Such a linear functional may be represented in terms of an integral, i.e.,

\[
\mathcal{H}_{ij} = \int_0^\infty \Omega_{ijke}(E_{ve} - E_{ve}) ds
\]  
(5.194a)

where \( \Omega' \) is a fourth-order tensor which is defined, for later convenience, by

\[
\Omega' = \frac{2}{\partial s} \hat{\Omega}(E, s)
\]  
(5.194b)

Note that \( \Omega' \) and \( \Omega \) also share the symmetry properties of \( C \) in (5.67b). The fourth-order tensor \( \Omega \) is termed the relaxation function. Note that (5.194a) has the desired property that \( \mathcal{H} = 0 \) when \( E_p = E \). The principle of fading memory implies that the right hand side of (5.194a) approaches the limit \( \Omega \) smoothly as \( E_p' \) approaches the rest history \( E \). Bearing in mind the jump history (5.189), we see that \( \Omega' \) must remain finite as \( s \to \infty \). We will further assume, without loss of generality, that \( \hat{\Omega}'(E, s) \) is smooth and has the limit

\[
\lim_{s \to \infty} \hat{\Omega}'(E, s) = 0
\]  
(5.195)
Inserting (5.194a) into (5.191c), and reverting to direct notation, we obtain the constitutive relation

\[ \Sigma = \hat{\Sigma}_E(E) + \int_0^\infty \hat{\Omega}'(E, s) \{ E'(s) \} ds \]  

(5.196)

where the chain brackets imply a linear mapping, and we have indicated the independent variables in each function. A material governed by (5.196) is termed a finite linear viscoelastic material. Although (5.196) depends only linearly on the history \( E' \), nonlinear dependencies of \( \hat{\Sigma}_E \) on \( E \) and \( \hat{\Omega} \) on \( E \) and \( s \) are allowed. Since (5.196) is frame-indifferent, this constitutive equation has meaning for arbitrarily large deformations.

The constitutive equation (5.196) may be expressed in an alternate form. Expanding the integral we obtain

\[ \Sigma = \hat{\Sigma}_E(E) + \int_0^\infty \hat{\Omega}'(E, s) \{ E'(s) \} ds \]

(5.197)

Consider the jump history (5.189) and suppose that the jump has just occurred \( s = 0 \). From (5.190a) the stress on the left of (5.197) is the instantaneous stress \( \dot{\Sigma}_j = \dot{\Sigma}_j(E) \). Moreover, the integral vanishes, since the strain has been zero for all past times. Thus, we are left with a relation between the instantaneous stress and equilibrium stress

\[ \dot{\Sigma}_j(E) = \dot{\Sigma}_E(E) + [\hat{\Omega}(E, 0) - \hat{\Omega}(E, \infty)] \{ E \} \]  

(5.198)

Inserting (5.198) into (5.197) we obtain an alternate form of the constitutive equation of a finite linear viscoelastic material

\[ \Sigma = \dot{\Sigma}_j(E) + \int_0^\infty \hat{\Omega}'(E, s) \{ E'(s) \} ds \]

(5.199)

The two forms of the constitutive equation (5.196) and (5.199) are equivalent, but the latter will be found more convenient in what follows.

Material symmetry will place restrictions on the forms of the response functions \( \hat{\Sigma}_j(E) \) and \( \hat{\Omega}(E, s) \). From (A24) we may deduce that \( \hat{\Sigma}_j \) and \( \hat{\Omega} \) must satisfy

\[ \dot{\Sigma}_j(E) = Q^T \hat{\Sigma}_j(QEQ^T)Q \]  

(5.200a)
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\[
\int_0^\infty \mathbf{Q}'(E, s) \left\{ E'(s) \right\} J s \, ds = \mathbf{Q}^T \int_0^\infty \mathbf{Q}'(Q\mathbf{Q}^T, s) \left\{ Q E'(s) Q^T \right\} ds \mathbf{Q} \tag{5.200b}
\]

for the appropriate isotropy group \( S \) of tensors \( \mathbf{Q} \). If the material is isotropic and the reference configuration is undistorted, then (5.200) must be satisfied for all orthogonal \( \mathbf{Q} \). In this case, from (A25), (5.200a) becomes

\[
\mathbf{\dot{\Sigma}}_1(E) = e_0 \mathbf{I} + e_1 E + e_2 E^2 \tag{5.201a}
\]

where \( e_0, e_1 \) and \( e_2 \) are functions of the principal invariants of \( E \). Coleman and Noll (1961) have shown that (5.200b) implies the following representation for \( \mathbf{\dot{\Sigma}} \) when the material is isotropic

\[
\mathbf{Q}'(E, s) \left\{ E'(s) \right\} = \mathbf{\dot{W}}_1(E, s) E'(s) + E'(s) \mathbf{\dot{W}}_1(E, s) + \mathbf{tr}[E'(s) \mathbf{\dot{W}}_2(E, s)] \mathbf{1} + \mathbf{tr}[E'(s) \mathbf{\dot{W}}_3(E, s)] E' + \mathbf{tr}[E'(s) \mathbf{\dot{W}}_4(E, s)] E^2 \tag{5.201b}
\]

The second-order tensor coefficients \( \mathbf{\dot{W}}_1, \mathbf{\dot{W}}_2, \mathbf{\dot{W}}_3, \mathbf{\dot{W}}_4 \) are functions of \( s \), and for each \( s \) are isotropic tensor functions of \( E \) with representations similar to (5.201a).

In order to introduce a constitutive assumption which will result in monotonic stress relaxation, it is convenient to redefine the relaxation function as follows. We define a fourth-order tensor \( \mathbf{\Lambda} \) by the expression

\[
\mathbf{\Omega}'(E, s) = -\int_0^\infty \mathbf{\dot{\Lambda}}(E, \tau) \mathbf{\tau} \exp(-\frac{s}{\tau}) d\tau \tag{5.202a}
\]

The function \( \mathbf{\dot{\Lambda}}(E, \tau) \) is known as a continuous relaxation spectrum. It obviously shares the symmetries of \( \mathbf{\dot{\Sigma}} \), and it is assumed to be positive definite, i.e., for all symmetric second-order tensors \( \mathbf{M} \)

\[
\mathbf{\Lambda}_{ijkl} M_{ij} M_{kl} > 0 \tag{5.202b}
\]

With this assumption, it is seen that, for the jump history (5.189), the stress will decay monotonically with elapsed time since the jump occurred.

In applications, the integral form (5.202a) is often cumbersome, and is approximated by a finite summation.
The discrete relaxation functions \( \hat{\Lambda}_a(\xi) \) are assumed to be positive definite in the sense of (5.202b), and the discrete relaxation times \( \tau_a \) are taken to be strictly positive. Further discussion of relaxation spectra can be found in texts on viscoelasticity, for example, Ferry (1961).

An especially simple case arises when the response of the material can be represented by a single term in the sum in (5.202c), that is, by a single relaxation time. Inserting (5.202c) into the constitutive equation (5.199) in this case, we obtain

\[
\Sigma = \Sigma_t + \hat{\Lambda}(\xi) \left\{ \right\}
\]

where

\[
\zeta = -\frac{1}{\tau} \int_0^{\infty} \exp \left( -\frac{s}{\tau} \right) E'(s) ds
\]

Differentiating this result with respect to \( t \) at constant \( \xi \) the result in indicial notation is

\[
\dot{\Sigma}_{ij} = \frac{d\tilde{\Sigma}}{dE_{k\xi}} \dot{E}_{k\xi} = \frac{d\hat{\Lambda}_{ijmn}}{dE_{k\xi}} \dot{E}_{k\xi} + \hat{\Lambda}_{ijmn} \dot{E}_{n}\]

where

\[
\zeta = -\frac{1}{\tau} \int_0^{\infty} \exp \left( -\frac{s}{\tau} \right) \frac{\delta}{\delta t} E'(s) ds
\]

Now, we recall the definition of the strain history (5.187b). The chain rule provides the sequence

\[
\frac{\partial}{\partial t} E'(s) = \frac{\partial}{\partial s} E'(s) \frac{\partial s}{\partial t} = -\frac{\partial}{\partial s} \tilde{E}'(s)
\]

Consequently (5.204b) becomes

\[
\tilde{\zeta} = \frac{1}{\tau} \int_0^{\infty} \exp \left( -\frac{s}{\tau} \right) \frac{\delta}{\delta t} E'(s) ds
\]

\[
= \frac{1}{\tau} \left[ \exp \left( -\frac{s}{\tau} \right) E'(s) \right]_0^{\infty} + \frac{1}{\tau^2} \int_0^{\infty} \exp \left( -\frac{s}{\tau} \right) E'(s) ds
\]
where we have used integration by parts. Evaluating the limits on
the first term, and noting (5.203b) we obtain

\[ \dot{\Sigma} = -\frac{1}{\tau}(\Sigma + \dot{\Sigma}) \]

Operating on this result with the linear mapping \( \Delta \{ \cdot \} \), the last term
in (5.204a) can be written

\[ \Delta \{ \dot{\Sigma} \} = -\frac{1}{\tau}(\Delta \{ \Sigma \} + \Sigma - \dot{\Sigma}) \]

where we have used (5.203a). From (5.198), this may also be
written as

\[ \Delta \{ \dot{\Sigma} \} = -\frac{1}{\tau}(\Sigma - \dot{\Sigma}) \]

We may express \( \dot{\Sigma} \) in a convenient form if \( \Delta(E) \) is invertible, since
(5.203a) may then be inverted to provide

\[ \dot{\Sigma} = \Delta^{-1} \{ \Sigma - \dot{\Sigma} \} \]

If these two results are inserted into (5.204a) we obtain the
constitutive equation

\[ \dot{\Sigma}_{ij} = C_{ijkl}E_{kl} + G_{ij} \quad (5.205a) \]

where \( C \) and \( G \) are given by

\[ C_{ijkl} = \frac{d\Sigma_{ij}}{dE_{kl}} + \frac{d\Delta_{ijmn}}{dE_{kl}}\Delta_{mnop}^{-1}(\Sigma_{pq} - \dot{\Sigma}_{pq}) \quad (5.205b) \]

\[ G_{ij} = -\frac{1}{\tau}(\Sigma_{ij} - \dot{\Sigma}_{ij}) \quad (5.205c) \]

Noting that \( \Sigma_i, \Sigma_F \) and \( \Delta \) are all functions of \( E \) only, (5.205) can
be written more generally in direct notation as

\[ \dot{\Sigma} = \dot{C}(\Sigma, E) \dot{E} + \dot{G}(\Sigma, E) \quad (5.206) \]

If we identify the functions \( \dot{C} \) and \( \dot{G} \) as those given in (5.205),
then the constitutive equation (5.206) is a convenient form of that
of a finite linear viscoelastic material (5.199) in which the
relaxation function is represented by a single relaxation time. It
happens that other, more general, types of functions \( \dot{C} \) and \( \dot{G} \) may
be used in (5.206) with considerable success to describe the
behavior of viscoelastic materials. A material governed by (5.206) is
termed a *generalized Maxwell material*. Except in the special case represented by (5.205), the response of a generalized Maxwell material does not coincide with that of a finite linear viscoelastic material.

The subsequent development of this section could be carried out equally well in terms of either a finite linear viscoelastic material or a generalized Maxwell material. Both provide qualitatively the same types of behavior as that obtained in the general theory of materials with fading memory. Because of the closer connection with the classical theory of linear viscoelasticity, we prefer to use the equations of finite linear viscoelasticity in what follows.

### 7.3 Approximations for Small Strains

In this subsection we will consider the simplifications which arise when strains are small in some sense. We will first consider small excursions from the reference configuration such that the components of Green's strain are limited by

$$\sup \|\mathbf{E}\| \leq \varepsilon$$  \hspace{1cm} (5.207)

In this case, we may expand the response functions $\hat{\xi}_I(E)$ and $\hat{Q}'(E,s)$ in (5.199) in Taylor series about the reference configuration $E = 0$. Retaining only first order terms, (5.199) becomes

$$\mathbf{\Sigma} = \mathbf{\Sigma}_R + C_R \{\mathbf{E}\} \int_0^\infty \Omega_R'(s) \{\mathbf{E}'(s)\} ds + O(\varepsilon^2)$$  \hspace{1cm} (5.208)

where $\mathbf{\Sigma}_R$ is the stress in the reference configuration, $C_R$ is the instantaneous elasticity, and $\Omega_R$ is the relaxation function, all evaluated at $E = 0$. Since we are considering only small perturbations from the reference configuration, we may deduce from the stress relaxation theorem that $\mathbf{\Sigma}_R$ is the equilibrium stress in the reference configuration, $\mathbf{\Sigma}_R = \mathbf{\Sigma}_R(0)$. If the reference configuration is a natural state, then $\mathbf{\Sigma}_R = \mathbf{0}$.

If only infinitesimal displacements from a natural state are considered, then the constitutive relation may be simplified further. We consider that the displacement $\mathbf{d} = \mathbf{x} - \mathbf{x}$ and its gradient $\mathbf{H}$ are limited for all times $t$ by

$$\sup \|\mathbf{H}\| \leq \varepsilon$$  \hspace{1cm} (5.209)
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In this case, using (5.76) and (5.77) in the definition of Piola's stress (5.13) we find that Cauchy's stress is given by

$$g = (1 + \text{tr} \varepsilon)(\mathbf{I} - \mathbf{H}) \Sigma (\mathbf{I} - \mathbf{H}^T) + O(\varepsilon^2)$$

where $\varepsilon$ is the infinitesimal strain tensor. Substitution of (5.208) into this equation, remembering that $\varepsilon$ and $\mathbf{H}$ are of $O(\varepsilon)$, yields

$$g = G_R \varepsilon + \int_0^\infty \Omega_R'(s) \varepsilon'(s) ds + O(\varepsilon^2) \quad (5.210)$$

where $\varepsilon'$ is the history of the infinitesimal strain. This equation may be put into more recognizable form by defining a new stress relaxation function

$$\Pi_R(s) = G_R \varepsilon + \int_0^s \Omega_R'(\tau) d\tau \quad (5.211a)$$

Using this, the approximate constitutive equation (5.210) becomes

$$g = \Pi_R(0) \varepsilon + \int_0^\infty \Pi_R'(s) \varepsilon'(s) ds + O(\varepsilon^2) \quad (5.211b)$$

If we neglect terms of $O(\varepsilon^2)$, this becomes the familiar equation of classical infinitesimal viscoelasticity.

In order to relate the relaxation function $\Pi_R$ to the relaxation spectrum $\Lambda$, we evaluate the integral in (5.211a) to obtain

$$\Pi_R(s) = G_R \varepsilon + \Omega_R(s) - \Omega_R(0) \quad (5.212a)$$

Differentiating (5.198) with respect to $E$, and evaluating the result at $E = 0$ provides the relation

$$G_R = G_{ER} + \Omega_R(0) - \Omega_R(\infty) \quad (5.212b)$$

Combining (5.212) with (5.202a), we obtain

$$\Pi_R(s) = G_{ER} + \int_0^\infty \Delta_R(\tau) \exp\left(-\frac{s}{\tau}\right)d\tau \quad (5.213)$$

where $\Delta_R(\tau) = \tilde{\Lambda}(0,\tau)$ is the continuous relaxation spectrum evaluated in the natural reference configuration.

We have derived the linearized equation (5.211b) from the
finite linear viscoelastic equation (5.199). Coleman and Noll (1961)
have shown that (5.211b) also follows as an approximation to the
general functional constitutive equation for a simple material with
fading memory when displacements are infinitesimal. A complete
treatment of the linear theory of viscoelasticity has been given by
Gurtin and Sternberg (1962).

7.4 Acoustic Waves

Ultrasonic experiments are of great importance in the
evaluation of specific constitutive relations for viscoelastic
materials. The theory can be developed at the level of generality
employed in the previous discussion of elastic materials in Section
4. In order merely to illustrate the role of viscoelasticity in acoustic
wave propagation, we will limit ourselves to a one-dimensional
treatment which applies to wave propagation in pure mode
directions in material in a homogeneous natural reference
configuration. The theory has been partially given by Hunter
(1960) and others, and in the present context, by Coleman and
Gurtin (1965a).

We will consider pure longitudinal motion* in the coordinate
direction, with displacement \( d = x - X \). The equation of
conservation of momentum (A49) can be written, in the absence of
an external body force field \( b \) as

\[
\frac{\partial^2 d}{\partial t^2} = -\frac{1}{\rho_R} \frac{\partial \sigma}{\partial X}
\]  
(5.214)

We assume that the displacement and its gradient are infinitesimal,
in the sense of (5.209). From (5.74) and (b.76) we see that in one
dimension \( \varepsilon = -\frac{\partial d}{\partial X} \). Using this in (5.211b) the one-dimensional
linearized constitutive relation is

\[
a = -\Pi_R(0) \frac{\partial}{\partial X} \ddot{a}(X, t) \quad - \int_0^\infty \Pi_R(s) \frac{\partial}{\partial X} \ddot{a}(X, t - s) ds + 0(\varepsilon^2)
\]  
(5.215)

Combining these two equations, we obtain the integro-differential
equation of motion governing infinitesimal longitudinal
displacements from the natural state

*The results to be presented hold equally well for pure transverse waves with a proper
reinterpretation of the components of vector and tensor quantities, c.f. Appendix 3.
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\[ \rho_R \frac{\partial^2}{\partial t^2} \tilde{d}(X, t) = \Pi_R(0) \frac{\partial^2}{\partial X^2} \tilde{d}(X, t) \]

\[ + \int_0^\infty \Pi_R(s) \frac{\partial^2}{\partial X^2} \tilde{d}(X, t - s) ds \]

(5.216)

where we have omitted terms of \( O(\varepsilon^2) \). We seek solutions in the form of damped sinusoidal waves

\[ \tilde{d}(X, t) = a \exp(-a_X \sin \frac{\omega}{V_R} (X - V_R t)) \]

(5.217)

where \( a_R > 0 \) is the attenuation coefficient, \( \omega > 0 \) is the frequency and \( V_R \) is the intrinsic speed of the wave. The subscript \( R \) has been used on \( a \) and \( V \) as a reminder that the results are valid only for infinitesimal displacements from the natural reference configuration. It is found that the displacement field (5.217) satisfies the equation of motion (5.216) if and only if

\[ - \rho_R \omega^2 = \left( a_R + \frac{i \omega}{V_R} \right) \Pi_R(0) + \Pi_R'(\omega) \]

(5.218a)

where \( \Pi_R'(\omega) \) is the Fourier transform

\[ \Pi_R'(\omega) = \int_0^\infty \Pi_R(s) \exp(-i\omega s) ds \]

(5.218b)

Equating the real (\( \Re \)) and imaginary (\( \Im \)) parts of (5.218), we obtain

\[ V_R(\omega) = -\frac{1}{\rho_R} \left| \Pi_R(0) + \Pi_R'(\omega) \right| \text{sec}^2 \frac{\theta(\omega)}{2} \]

(5.219a)

\[ a_R(\omega) = \frac{\omega}{V_R(\omega)} \tan \frac{\theta(\omega)}{2} \]

(5.219b)

where \( \theta(\omega) \) is the phase angle defined by

\[ \tan \theta = \frac{\text{Im}\left\{ \Pi_R(0) + \Pi_R'(\omega) \right\}}{\text{Re}\left\{ \Pi_R(0) + \Pi_R'(\omega) \right\}} \]

(5.219c)

and \( 0 \leq \theta < \pi/2 \).

The results (5.219) show the effects of viscoelasticity on acoustic wave propagation. Acoustic waves attenuate, both the wave speed and attenuation being a function of frequency, contrary to the results for an elastic material where dispersion and attenuation are absent.

The high frequency and low frequency limits can be obtained
easily from (5.219). The Fourier transform (5.218b) has the properties
\[
\lim_{\omega \to 0} \Pi'_R(\omega) = \Pi_R(\infty) - \Pi_R(0) \quad \lim_{\omega \to \infty} \Pi'_R(\omega) = 0
\]
\[
\lim_{\omega \to 0} \omega \Pi'_R(\omega) = 0 \quad \lim_{\omega \to \infty} \omega \Pi'_R(\omega) = -\lambda \Pi'_R(0)
\]
Using these relations in (5.219) we see immediately that
\[
\rho_R V^2_{ER} = \Pi_R(\infty) \quad \alpha_{ER} = 0 \quad (5.220a)
\]
\[
\rho_R V^2_{IR} = \Pi_R(0) \quad \alpha_{IR} = -\frac{\Pi'_R(0)}{2\Pi_R(0) V_R} \quad (5.220b)
\]
where \( V_{ER} \) and \( \alpha_{ER} \) are the low frequency limits as \( \omega \to 0 \) of \( V(\omega) \) and \( \alpha(\omega) \) and \( V_{IR} \) and \( \alpha_{IR} \) are the corresponding high frequency limits as \( \omega \to \infty \). From (5.212a), (5.212b) and (5.195) we see that \( \Pi_R(0) = C_{IR} \), \( \Pi_R(\infty) = C_{ER} \) where \( C_{IR} \) and \( C_{ER} \) are the appropriate longitudinal components of the elasticities \( C_{IR} \) and \( C_{ER} \) for the normal mode direction under study. Consequently the low and high frequency limits of the wave speed are related to the equilibrium and instantaneous elasticities by
\[
\rho_R V^2_{IR} = C_{IR} \quad \rho_R V^2_{ER} = C_{ER} \quad (5.221)
\]
Note that the propagation speed and attenuation of acoustic waves in viscoelastic materials do not exhibit unbounded limits, as in the theory including a Stokesian viscosity discussed in Section 6. In principle, the measurement of limiting high and low frequency wave speeds allows a direct determination of instantaneous and equilibrium elasticities via (5.221), while an experimental determination of the dispersion and attenuation as a function of frequency allows the evaluation of the stress relaxation function \( \Pi_R \) and consequently, via (5.211a) of \( \Omega_R \). While our present sketch of the theory has considered only acoustic waves propagating into material in a natural state, the theory can be extended to the propagation of acoustic waves in a material which has been prestrained by an arbitrary amount, in a manner analogous to that in Section 4.3. It would then be possible, in principle at least, to evaluate the strain dependence of the elasticities and relaxation function by ultrasonic means. Once this has been accomplished, then the constitutive relation (5.199) is completely determined.

More modest objectives have generally been set by ultrasonic experimenters. The experimental measurement of ultrasonic waves
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in viscoelastic materials is difficult at low frequencies. However, high frequency measurements have been made successfully. For example, Asay, Lamiberson and Guenther (1969) have made measurements of high frequency ultrasonic velocities as a function of hydrostatic pressure in polymethyl methacrylate (PMMA). Nunziato, Schuler and Walsh (1972) have devised means of evaluating the density dependence of the instantaneous bulk modulus in an isotropic material from the pressure dependence of longitudinal and shear waves, and have applied this to the interpretation of the data for PMMA.

To overcome the difficulties which arise at low frequencies, various expediences must be resorted to. For example, Sutherland and Lingle (1972) have employed a time-temperature superposition technique to determine the frequency dependence of wave velocity and attenuation over a wide range of frequencies in epoxy and PMMA. Nunziato and Sutherland (1973) have shown how these data may be used to evaluate the time dependence of the longitudinal relaxation function.

7.5 Steady Waves

The existence of plane steady waves in nonlinear viscoelastic materials was first demonstrated by Pipkin (1966). Using a special constitutive equation similar to (5.199), Pipkin obtained exact solutions to the steady wave equations (5.62) which contained smooth structured waves, acceleration waves, and shock waves. Subsequently, Greenberg (1967) showed that steady wave solutions may exist in a large class of nonlinear materials with fading memory. Greenberg (1968) also provided similar proofs for a generalized Maxwell material.

In order to demonstrate these results, we need the one-dimensional form of the constitutive relation for finite linear viscoelasticity (5.199) appropriate to plane wave motion in a material symmetry direction. Using unsubscripted symbols to denote the appropriate longitudinal components of tensor quantities

$$
\Sigma = \dot{\bar{\epsilon}}(E) + \int_0^\infty \dot{\bar{\sigma}}(E, s)E'(s)ds
$$

where we have used the fact that the only non-zero component of $E$ is $E = E_{11}$, in one dimensional longitudinal motion, and the motion is in a material symmetry direction. It is more convenient to express
the constitutive equation directly in terms of Cauchy’s stress $\sigma$ and engineering strain $\varepsilon$. Using (A136), we obtain

\[ \sigma = \Sigma(\varepsilon, e_p) = \dot{\sigma}_I(\varepsilon) + \int_0^\infty \frac{1}{2} \frac{d}{ds} \dot{G}(\varepsilon, s) e_p(s) \frac{1}{2} \dot{e}_P(s) ds \]  

(5.222a)

where we have defined the one-dimensional relaxation function $\dot{G}(\varepsilon, s)$ by*

\[ \dot{G}(\varepsilon, s) = (1 - \varepsilon) \Omega(E, s) \]  

(5.222b)

We note that (5.195) implies that

\[ \lim_{s \to \infty} \dot{G}(\varepsilon, s) = 0 \]  

(5.222c)

With these definitions, the relation between the instantaneous and equilibrium functions (5.198) becomes, in one dimension

\[ \dot{\sigma}_I(\varepsilon) = \dot{\sigma}_E(\varepsilon) + \frac{1}{2} \left[ \dot{G}(\varepsilon, 0) - \dot{G}(\varepsilon, \infty) \right] \varepsilon (2 - \varepsilon) \]  

(5.223)

We define the one-dimensional instantaneous modulus in a manner analogous to (5.192a) by the partial derivative of the constitutive functional in (5.222a)

\[ M_I = \psi_I(\varepsilon, e_P) = \frac{\partial}{\partial \varepsilon} \Sigma(\varepsilon, e_P) \]  

(5.224a)

\[ = \frac{d}{d\varepsilon} \dot{\sigma}_I(\varepsilon) + \int_0^\infty \frac{1}{2} \frac{d}{d\varepsilon} \dot{G}(\varepsilon, s) e_P(s) \frac{1}{2} \dot{e}_P(s) ds \]  

For the jump history (5.189) with the strain jump at the present time $s = 0$, $\psi_I$ reduces to an ordinary function

\[ M_I = \psi_I(\varepsilon, 0) = \dot{M}_I(\varepsilon) = \frac{d}{d\varepsilon} \dot{\sigma}_I(\varepsilon) \]  

(5.224b)

c.f. (5.192b). The one-dimensional equilibrium modulus is defined in a manner analogous to (5.192c) by

\[ M_E = \dot{M}_E(\varepsilon) = \frac{d}{d\varepsilon} \dot{\sigma}_E(\varepsilon) \]  

(5.224c)

*Note that $\dot{G}(\varepsilon, s)$ is not related directly to the tensor function $G$ used in Section 7.2.
Note that the instantaneous modulus is, in general, a functional of the past strain history. The moduli $M_I$ and $M_E$ may be related to the normal components (in the direction of motion) of the elasticities $C_I$ and $C_E$ by means similar to those employed in Appendix 6. In fact, the resulting relations have the form (A140a). It is seen that $M_I$ and $M_E$ become identical with $C_I$ and $C_E$ when the material is in a natural reference configuration.

We can define velocities $V_I = \dot{v}(\epsilon, \epsilon^I_p)$ and $V_E = \dot{V}(\epsilon)$ by

$$\rho_R V_I^2 = M_I(\epsilon, \epsilon^I_p)$$  \hspace{1cm} (5.225a)

$$\rho_R V_E^2 = M_E(\epsilon)$$  \hspace{1cm} (5.225b)

The velocities $V_I$ and $V_E$ reduce to $V_{IR}$ and $V_{ER}$ given by (5.221) for infinitesimal disturbances from a natural reference configuration. Consequently, we are motivated to term $V_I$ and $V_E$ the instantaneous and equilibrium acoustic wave speeds, respectively, for an arbitrary strain history. This identification will be strengthened in what follows. Note that while the equilibrium sound speed is a function of the current strain only, the instantaneous sound speed is a functional of the past strain history as well as the current strain.

We now return to the problem of the existence of steady waves in a finite linear viscoelastic material. In particular we seek conditions under which solutions exist to the governing steady wave equations (5.62) and the constitutive equation (5.222a). These conditions for a finite linear viscoelastic material may be read off from the results of Pipkin (1966) and Greenberg (1967).

We will consider the existence of solutions $\epsilon(\xi)$ which are monotonically increasing from an equilibrium strain $\epsilon = 0$ ahead of the wave at $\xi = +\infty$ to a finite equilibrium strain $\epsilon_m$ behind the wave at $\xi = -\infty$ with $0 < \epsilon_m < 1$. The conditions for the existence of such solutions are found to be:

a) The response functions $\dot{A}_I(\epsilon)$ and $\dot{A}_E(\epsilon)$ are monotonically increasing functions of $\epsilon$ with $\dot{A}_I(\epsilon) > \dot{A}_E(\epsilon)$ for all values $0 < \epsilon < 1$. The derivatives $\dot{M}_I(\epsilon)$ and $\dot{M}_E(\epsilon)$ are positive and monotonically increasing functions of $\epsilon$ with $\dot{M}_I(\epsilon) > \dot{M}_E(\epsilon)$ for all values $0 < \epsilon < 1$. These conditions imply that the instantaneous and equilibrium stress-strain curves are convex, and the instantaneous curve lies above the equilibrium curve.

b) The instantaneous modulus $M_I(\epsilon, \epsilon^I_p)$ is strictly positive and is
a monotonically increasing function of strain \( \varepsilon \) for all monotonically increasing strain histories \( \varepsilon'(s) \) and for all \( 0 < \varepsilon < 1 \). In the monotonic compressive steady wave which we are considering, the strain history at any material particle will be monotonically increasing with time. This condition therefore implies that the instantaneous sound speed \( c'(\varepsilon, \varepsilon') \) will be real and monotonically increasing from \( \varepsilon = 0 \) at \( t = +\infty \) to \( \varepsilon = \varepsilon_\infty \) at \( t = -\infty \).

c) The response function \( \tilde{G}(\varepsilon, s) \) is such that 
\[
\dot{\varepsilon}_I(\varepsilon) > \dot{\varepsilon}(\varepsilon, \varepsilon') > \dot{\varepsilon}_E(\varepsilon)
\]
for all monotonically increasing strain histories \( \varepsilon'(s) \) with \( \varepsilon'(0) = \varepsilon \) and for all \( 0 < \varepsilon < 1 \). This condition implies that the stress experienced at any point in the wave will lie between the instantaneous and equilibrium stresses corresponding to the strain at that point.

d) The response function \( \tilde{G}(\varepsilon, s) \) is a monotonically increasing function of strain \( \varepsilon \), and has a strictly negative time derivative \( G'(\varepsilon, s) < 0 \) for all \( 0 < \varepsilon < 1 \). This condition implies that the material will exhibit monotonic stress relaxation.

These four conditions make precise the physical concepts connected with steady waves. Intuitively, a steady wave is achieved whenever there is a balance between dissipative effects, which tend to disperse the wave, and the effects of nonlinearities in the material's stress-strain response, which tend to steepen the wave. The conditions (a) and (b) guarantee that the material nonlinearities are such that every part of a compressive wave will tend to steepen. The conditions (c) and (d) guarantee that the dissipative effects are such that waves tend to disperse. The non-positiveness of \( G' \) and its relation to internal dissipation has been discussed by Gurtin and Herrera (1965) in the context of linear viscoelastic materials.

With the above four conditions, it can be shown that steady wave solutions indeed exist which exhibit the following behavior. Four different cases can be distinguished, depending on the position of the Rayleigh line (on which points in the steady wave lie) with respect to the instantaneous and equilibrium stress-strain curves.

(i) If the slope of the Rayleigh line \( \mathcal{R} \) is less than or equal to the initial equilibrium modulus \( M_E(0) = C_{\varepsilon,\varepsilon}' \), then no non-trivial steady wave solutions exist (Figure 5.4).

From (5.33) and (5.221), and the fact that the steady wave equations are identical to the shock equations, an equivalent condition is that the steady wave speed \( V_o \) is less than or
equal to the initial equilibrium acoustic wave speed, that is $V_0 \leq V_{ER}$.

(ii) If the slope of the Rayleigh line lies between the initial instantaneous and equilibrium moduli $C_{IR}$ and $C_{ER}$, or equivalently $V_{IR} > V_0 > V_{ER}$, then a unique continuous steady wave solution exists for each wave speed $V_0$. This solution exhibits the features shown in Figure 5.5.

The strain $\varepsilon(\xi) \to 0$ as $\xi \to +\infty$, and $\varepsilon(\xi) \to \varepsilon_\infty$ as $\xi \to -\infty$, with $\varepsilon_\infty$ given by
(iii) If the slope of the Rayleigh line equals the initial instantaneous modulus $C_{IR}$, that is, if $V_0 = V_{IR}$, then a unique steady wave solution exists, which contains an acceleration wave (Figure 5.6).

The strain $\epsilon(\xi) \rightarrow \epsilon_\infty$ as $\xi \rightarrow -\infty$ given by (5.226a). However, $\epsilon(\xi) = 0$ for $\xi \gg 0$, and a discontinuity in the slope of $\epsilon(\xi)$ occurs at $\xi = 0$.

Figure 5.6 Rayleigh Line with Slope Equal to Initial Instantaneous Modulus.

Figure 5.7 Rayleigh Line with Slope Greater than Initial Instantaneous Modulus.
(iv) If the slope of the Rayleigh line is greater than the initial instantaneous modulus $C_{1R}$, or equivalently, if $V_0 > V_{1R}$, then a unique steady wave solution exists for each wave speed $V_0$, which contains a shock discontinuity (Figure 5.7).

The strain $\epsilon(\xi) \to \epsilon_\infty$ as $\xi \to -\infty$, with $\epsilon_\infty$ given by (5.226a) as above. However, a shock occurs at $\xi = 0$, with $\epsilon(\xi) = 0$ for $\xi > 0^+$, and $\epsilon(\xi) = \epsilon_0$ at $\xi = 0^-$, with $\epsilon_0$ given by

$$\nu_R V_0^2 \epsilon_0 = \dot{\sigma}_I(\epsilon_0) \quad (5.226b)$$

Proofs of these results are lengthy and will not be given here. We note the existence of an analogous set of expansive steady wave solutions in a material with concave instantaneous and equilibrium stress-strain curves, that is, for $M_1(\epsilon)$, $M_K(\epsilon)$ and $\dot{\epsilon}_I(\epsilon, \epsilon')$ monotonically decreasing functions of strain $\epsilon$. We will not give these in detail, but will merely comment on some of the consequences of the compressive steady wave results.

It has been found by Barker and Hollenbach (1970) and Schuler (1970a) that steady waves can be generated and observed in viscoelastic materials in plate impact experiments. In particular, they reported steady wave profile measurements in PMMA of type (iv) above, which contain shock waves followed by a steady continuous wave. Measurements of the steady wave velocity $V_0$, the strain amplitude at the shock $\epsilon_0$, and the asymptotic strain amplitude $\epsilon_\infty$ behind the shock, for a series of experiments at different impact velocities, allow evaluation of the instantaneous and equilibrium response functions $\dot{\sigma}_I(\epsilon)$ and $\dot{\sigma}_K(\epsilon)$ via (5.226).

We note that the accuracy with which $\dot{\sigma}_K(\epsilon)$ is determined depends on the accuracy with which the asymptotic value of the strain $\epsilon_\infty$ is estimated from the steady wave data. In plate impact experiments, the duration of the experiment is, at most, a few microseconds. The values of $\dot{\sigma}_K(\epsilon)$ obtained from shock wave experiments may fall above those obtained in quasi-static experiments, if the material exhibits long-time stress relaxation. Nevertheless, the values of $\dot{\sigma}_K(\epsilon)$ determined from steady wave data may serve for an adequate description of motions in which the time scale is also on the order of microseconds.

Once the instantaneous and equilibrium response functions $\dot{\sigma}_I(\epsilon)$ and $\dot{\sigma}_K(\epsilon)$ have been evaluated, then it is evident from the constitutive equation (5.222a) that the detailed shape of the
continuous portion of the steady wave depends on the relaxation function $\tilde{G}(\epsilon, s)$. In fact, Schuler (1976a) has evaluated a relaxation function for PMMA from steady wave measurements, assuming a discrete relaxation spectrum with a single relaxation time. Thus it is possible, at least in principle, to evaluate the complete one-dimensional constitutive equation (5.222a) from steady wave measurements.

7.6 Acceleration Waves

The general theory of acceleration waves in materials with fading memory has been developed, in the purely mechanical case, by Coleman, Gurtin, and Herrera (1965) and Coleman and Gurtin (1965c). Tiffany presented a one-dimensional treatment appropriate for plane waves propagating in pure mode directions. Coleman, Greenberg, and Gurtin (1966) treated acceleration waves in a Maxwell material. We will follow these treatments within the context of finite linear viscoelasticity.

Consider first longitudinal motion in a material symmetry direction. The constitutive equation is given by (5.222). The instantaneous and equilibrium moduli are defined by (5.224). It will also be useful to define the instantaneous second-order modulus $N_I$ by

$$N_I = \tau_I(\epsilon, \epsilon'_p) = \frac{\partial^2}{\partial \epsilon'^2} \tilde{S}(\epsilon, \epsilon'_p)$$

$$= \frac{d^2}{d\epsilon'^2} \sigma_I(\epsilon) + \int_0^\infty \frac{1}{2} \frac{\partial^2}{\partial \epsilon'^2} G'(\epsilon, s)\epsilon'_p(s)[2 - \epsilon'_p(s)] ds \quad (5.227a)$$

Note that, in general, the instantaneous second order modulus is also a functional of the strain history. For the jump history (5.189) with the strain jump at $s = 0$, $N_I$ reduces to an ordinary function

$$N_I = \tau_I(\epsilon, 0) = \dot{N}_I(\epsilon) = \frac{d^2}{d\epsilon'^2} \dot{\sigma}_I(\epsilon) \quad (5.227b)$$

In order to find an expression for the velocity of an acceleration wave, we will use (5.46b). We require a relation between the jump in stress rate and the jump in strain rate. The required relation can be obtained by differentiating the constitutive equation (5.222a). Noting that $\epsilon = \dot{\epsilon}(X, t)$ and obtaining the partial derivative with respect to $t$ at constant $X$ by using the chain rule and (5.224a), we obtain
\[
\frac{\partial \sigma}{\partial t} = \gamma_{I}(\epsilon, \epsilon') \frac{\partial \epsilon}{\partial t} + \int_{0}^{\infty} G'(\epsilon, s) [1 - \epsilon'(s)] \frac{\partial}{\partial t} \epsilon'(s) \, ds \tag{5.228}
\]

Now, we recall that the strain history was defined as \( \epsilon'(s) = \epsilon(X, t-s) \) for all \( s \) such that \( 0 \leq s < \infty \). Using the chain rule we obtain

\[
\frac{\partial}{\partial t} \epsilon'(s) = \frac{\partial}{\partial s} \epsilon'(s) \frac{\partial s}{\partial t} = -\frac{\partial}{\partial s} \epsilon'(s)
\]

Using this relation, we see that the term in the integrand of (5.228) can be written

\[
[1 - \epsilon'(s)] \frac{\partial}{\partial t} \epsilon'(s) = -\frac{\partial}{\partial s} \left( \frac{1}{2} \epsilon'(s) [2 - \epsilon'(s)] \right)
\]

With this result, the integral in (5.228) may be integrated by parts to obtain

\[
\frac{\partial \sigma}{\partial t} = \gamma_{I}(\epsilon, \epsilon') \frac{\partial \epsilon}{\partial t} + \frac{1}{2} G'(\epsilon, s) \epsilon'(s) [2 - \epsilon]
+ \int_{0}^{\infty} \frac{1}{2} G''(\epsilon, s) \epsilon'(s) [2 - \epsilon'(s)] \, ds \tag{5.229}
\]

where we have used (5.222c). At an acceleration wave, the stress rate and strain rate suffer jump discontinuities, but the strain itself is continuous. Consequently, if we apply (5.229) to either side of the acceleration wave, and subtract the results, we are left with

\[
\left[ \frac{\partial \sigma}{\partial t} \right] = \gamma_{I}(\epsilon, \epsilon') \frac{\partial \epsilon}{\partial t} \left[ \frac{\partial \epsilon}{\partial t} \right]
= \gamma_{I}(\epsilon, \epsilon') \left[ \frac{\partial \epsilon}{\partial t} \right]
\]

Combining this result with the acceleration wave relation (5.46b), the following expression for the intrinsic velocity of an acceleration wave is obtained

\[
\rho_{\text{R}} V_{S} = \gamma_{I}(\epsilon, \epsilon') \left[ \frac{\partial \epsilon}{\partial t} \right]
\]

This result may be compared to (5.225a). If we restrict attention to acceleration waves propagating into material in a natural reference configuration, then these results show that the acceleration wave speed corresponds to the high frequency limit of the acoustic wave speed. The results suggest that this is true for arbitrary strain histories also.

In order to investigate the growth and decay of acceleration
wires, we will use (5.51). We require a relation between the jumps in the second derivatives of stress and strain with respect to time. The desired relation can be obtained by differentiating (5.229) and integrating by parts, as before. Subtracting across the discontinuity, the result is

\[
\frac{\partial^2 \sigma}{\partial t^2} = \frac{\partial^2 \varepsilon}{\partial t^2} + \tau_t(\varepsilon, e_t^p) \left[ \frac{\partial \varepsilon}{\partial t} \right]^2 + \delta_t(\varepsilon, e_t^p) \left[ \frac{\partial \varepsilon}{\partial t} \right]
\]

(5.232a)

where (5.227a) has been used and where

\[
\delta_t(\varepsilon, e_t^p) = G'(\varepsilon, 0)(1 - \varepsilon) + \frac{1}{2} \frac{\partial}{\partial \varepsilon} G'(\varepsilon, 0) \varepsilon(2 - \varepsilon) + \int_{-\infty}^{\infty} \frac{1}{2} \frac{\partial}{\partial \varepsilon} G'(\varepsilon, s) \varepsilon'(s)[2 - \varepsilon'(s)] ds
\]

(5.232b)

Inserting (5.232) into the amplitude equation (5.51) we obtain with the aid of (5.231)

\[
2 \frac{d}{dt} + \frac{3}{2} \frac{dV_0}{dt} \left[ \frac{\partial \varepsilon}{\partial t} \right]^2 + \frac{\delta_t(\varepsilon, e_t^p) \left[ \frac{\partial \varepsilon}{\partial t} \right]}{\tau_t(\varepsilon, e_t^p) \left[ \frac{\partial \varepsilon}{\partial t} \right]}
\]

(5.233)

This result may be simplified if the acceleration wave is propagating into material which is at rest in a homogeneous reference configuration, \((\varepsilon = 0)\) and has been so for all past times \((\varepsilon_t^p = 0, 0 < s < \infty)\). We denote

\[
M_\| = \tau_t(0, 0) \quad N_\| = \tau_t(0, 0)
\]

(5.234a)

and see from (5.232b) that, if we denote \(\hat{G}'(0, s) = \hat{G}'_R(s)\) then

\[
\hat{a}(0, 0) = \hat{G}'(0, 0) = \hat{G}'_R(0)
\]

(5.234b)

From (5.27) and (5.41) we also see that \(\left[\frac{\partial \varepsilon}{\partial t}\right]^2 = \left[\frac{\partial \varepsilon}{\partial t}\right]^2 = a^2\). Furthermore, the wave speed is constant, \(dV_0/dt = 0\). Thus, (5.233) reduces to an ordinary differential equation for the acceleration wave amplitude

\[
\frac{d^2 a}{dt^2} = -\beta a + \frac{\beta}{a_c} a^2
\]

(5.235a)
where \( \beta \) and \( a_c \) have been defined by

\[
\beta = -\frac{\dot{G}_R(0)}{2M_{IR}}, \quad a_c = -\frac{G_R(0)}{N_{IR}} \quad (5.235b)
\]

The differential equation (5.235a) is the Bernoulli equation, which has the general solution

\[
a(t) = \frac{a_c}{1 + \left(\frac{a_c}{a_0} - 1\right)\exp \beta t} \quad (5.236)
\]

where \( a_0 \) is the initial amplitude at time \( t = 0 \). For an acceleration wave propagating into material which has always been at rest in a homogeneous reference configuration, the amplitude is governed solely by the initial instantaneous moduli \( M_{IR} \) and \( N_{IR} \) and the initial slope of the relaxation function \( \dot{G}_R(0) \).

If \( \dot{G}_R(0) = 0 \), then we see that (5.235a) reduces to (5.102). In this special case, the material is elastic, at least in its reference configuration. It is immediately evident, by comparing (5.236) with (5.103), that the behavior of an acceleration wave in a viscoelastic material is much more complicated than in an elastic material. If we adopt the same restrictions as those required for the existence of steady waves, i.e., \( M_{IR} > 0 \), \( \dot{G}_R(0) < 0 \), then \( \beta > 0 \) and the sign of \( a_c \) is determined by the sign of \( N_{IR} \).

Consider a compressive acceleration wave \( a > 0 \) propagating in a convex material \( N_{IR} > 0 \). If the initial amplitude \( a_0 < a_c \), then the amplitude will decay to zero, \( a \to 0 \) as \( t \to \infty \). However, if \( a_0 > a_c \), then the amplitude will become infinite in a finite time given by

\[
t_\infty = \frac{1}{\beta} \ln \left(\frac{a_0}{a_0 - a_c}\right) \quad (5.237)
\]

If \( a_0 = a_c \), then the amplitude will remain constant as the acceleration wave propagates. Analogous results can be read off for expansive waves \( a < 0 \) and/or concave materials \( N_{IR} < 0 \).

The above results imply that there exists a critical acceleration wave amplitude \( a_c \). For the case considered above, waves of lesser amplitude decay, waves of greater amplitude experience an unbounded growth. As before, we surmise that unbounded growth of an acceleration wave leads to the formation of a shock wave. In an elastic material we found that all compressive acceleration waves in a convex material grow into shocks in a finite time. Dissipative mechanisms in a viscoelastic material cause acceleration waves below the critical amplitude to damp out. However, for waves above the critical amplitude, dissipation is not sufficient to
overcome the effects of material non-linearities which tend to cause acceleration waves to grow.

Experimental evidence that such behavior occurs in real materials has been presented by Walsh and Schuler (1973). They used the constitutive equation for PMMA evaluated from steady wave measurements by Schuler (1970a) to calculate the time required for shock formation \( t_s \) as a function of initial amplitude \( a_0 \). They found that observed shock formation times were commensurate with these predictions.

Another application of the acceleration wave analysis involves unloading wave behavior. Schuler (1970b) has made measurements of unloading waves propagating into shock-compressed PMMA in a series of plate impact experiments. The leading portion of the unloading wave can be represented as an expansive acceleration wave moving into uniformly precompressed material. Again, using the constitutive relation evaluated from steady wave experiments, Schuler was successful in predicting the propagation speed of these expansive acceleration waves for a range of initial strains.

When the instantaneous stress-strain curve is linear, \( N_{IR} = 0 \) then from (5.235a) the amplitude equation becomes simply

\[
c(t) = a_0 \exp\left(-\beta t\right)
\]  

(5.238)

Since \( \beta > 0 \), every acceleration wave in a linear viscoelastic material decays monotonically to zero. This behavior is identical to that of infinitesimal sinusoidal acoustic waves in the high frequency limit, since it is not too difficult to show that the attenuation coefficient \( \beta \) given by (5.235b) corresponds to the attenuation coefficient \( (\alpha_{IR} V_{IR}) \) given by (5.220b) when the reference configuration is a natural state.

Finally, we note results for transverse acceleration waves. As for the case considered in Section 4.4, all of the above equations are valid also for transverse acceleration waves if the components of tensor quantities are correctly reinterpreted. If the reference configuration into which the wave is propagating is a natural state, then material symmetry implies that \( N_{IR} = 0 \), and all transverse acceleration waves are governed by (5.238). All transverse acceleration waves propagating into a homogeneous natural state decay.

7.7 Shock Waves

The general theory of shock propagation in materials with
fading memory has been developed by Coleman, Gurtin and Herrera (1965) and by Chen and Gurtin (1970). Growth and decay of shock waves in a Maxwell material has been considered by Ahrens and Duvall (1966). We will again give a one-dimensional treatment within the framework of finite linear viscoelasticity.

Throughout the discussion, we will assume that the shock wave propagates into material which has been at rest in a homogeneous reference configuration for all past times, i.e., in the region ahead of the shock \( \epsilon^t = 0 \). Then from (5.29)

\[
[\epsilon] = \epsilon^- = a, \quad \frac{\partial \epsilon^-}{\partial t} = \frac{\partial \epsilon^-}{\partial x}, \quad \frac{\partial \epsilon^-}{\partial x} = \frac{\partial \epsilon^-}{\partial x}^- (5.239a)
\]

The stress jump across the shock is \( [\gamma] = \sigma^- - \sigma^+ \) where \( \sigma^+ \) is the stress corresponding to the equilibrium history \( \epsilon^t = 0 \), while \( \sigma^- \) is the stress corresponding to the jump history

\[
\epsilon^t(s) = 0 \quad 0 < s < \infty \quad = \epsilon^- \quad s = 0
\]

(5.239b)

From (5.190) we can deduce that, in one dimension

\[
\sigma^- = \sigma(t) \quad \sigma^+ = \sigma(t)(0)
\]

(5.240)

where we have used the fact that \( \sigma(t)(0) = \sigma(t) \) from (5.223).

Using these results in (5.32b), the intrinsic speed of the shock is given by

\[
\rho V^2 = L
\]

(5.241a)

where

\[
L = \frac{\sigma(t)(\epsilon^-) - \sigma(t)(0)}{\epsilon^-} (5.241b)
\]

The quantity \( L \) is termed the instantaneous secant modulus, and it represents the slope of the Rayleigh line which connects the points on the instantaneous stress-strain curve representing the states immediately in front of and behind the wave.

We will limit consideration to compressive shocks moving into material with a convex instantaneous stress-strain curve. Specifically, for the jump history (5.240) we require \( M_I \) and \( N_I \) defined by (5.224b) and (5.227b) to be positive.
It is clear that $M_f^+ = M_R = \dot{M}_f > 0$. These restrictions imply that

$$M_f^+ < L < M_f^-$$  (5.242b)

From (5.231), (5.224b) and (5.241a) we deduce that the velocity of the shock is always greater than that of an acceleration wave ahead of the shock, but less than that of an acceleration wave behind the shock.

As in the case of an elastic material, we note that the shock relations (5.30) and (5.31a) provide means of evaluating the instantaneous stress-strain curve from shock wave measurements. We have already noted this fact in connection with steady waves containing a shock, but the method can clearly be used for non-steady shocks as well.

In order to study the growth and decay of shock waves, we will use (5.40). This differential equation involves the time rate of change of the shock velocity, and the jump in the stress rate across the shock. In order to calculate the former, we differentiate (5.241)

$$\frac{dV_S}{dt} = \frac{M_f^- - M_f}{2\rho V_S a} \frac{da}{dt}$$  (5.243)

c.f. (5.107). Since $M_f^+ > L_f$ by (7.242b) and we choose $V_S > 0$, the shock velocity will increase, decrease or remain the same according to whether the shock amplitude is increasing, decreasing, or remaining the same.

The jump in stress rate at the shock may be found from (5.229). This expression must hold on either side of the shock. Inserting the equilibrium history in front of the shock, (5.228) provides $(\partial \sigma / \partial t) = 0$. Behind the shock, using the jump history (5.239b)

$$\left[ \frac{\partial a}{\partial t} \right] = \left[ \frac{\partial \sigma}{\partial t} \right] = M_f^+ \left( \frac{\partial \epsilon}{\partial t} \right) + \frac{1}{2} \dot{G}'(\epsilon^-, 0) \epsilon^- (2 - \epsilon^-)$$  (5.244)

We may now obtain an explicit expression for the amplitude equation (5.40). Using (5.243) and (5.244) and simplifying, the result is

$$\frac{da}{dt} = \frac{2(\xi_f - \frac{1}{3}) \left( \frac{\partial \epsilon}{\partial t} \right) - \alpha_S}{3 \xi_f + 1}$$  (5.245a)
where \( \xi \) is a curvature parameter, defined as in (5.107b) by

\[
\xi = \frac{M}{L_1}\quad (5.245b)
\]

and \( a_S \) is defined by

\[
a_S = \frac{\dot{G} \left( \epsilon^-, 0 \right) a \left( 2 - \alpha \right)}{2L_1(\xi - 1)} \quad (5.245c)
\]

For \( M_1 > L_1 > 0 \) and \( \dot{G} \left( \epsilon^-, 0 \right) \leq 0 \), it follows that \( \xi > 1 \) and \( a_S > 0 \). Alternately, the result (5.245a) may be expressed in terms of the strain gradient behind the shock by using (5.110). The result is

\[
\frac{da}{dt} = -\frac{2(\xi - 1)}{\xi + 3} \frac{V_S}{V_S} \left( \frac{\partial \epsilon}{\partial \xi} \right)^- + \frac{a_S}{V_S} \quad (5.246)
\]

Note that, if \( \dot{G} \left( \epsilon^-, 0 \right) = 0 \), then \( a_S = 0 \) and (5.245) and (5.246) reduce to the elastic equations (5.109) and (5.111).

As in the elastic case, the growth or decay of the shock amplitude depends on the strain gradient immediately behind the shock. A closed form solution is not, in general, possible, since the strain gradient behind the shock is not known independently of the entire flow field solution. Nevertheless, (5.246) provides an indication of the behavior to be expected. For \( V_S > 0, \xi > 1 \), and for \( a_S > 0 \) the shock amplitude will grow if the strain gradient behind the shock is less than \( -a_S/V_S \), decay if the strain gradient is greater than \( -a_S/V_S \) and remain the same if the strain gradient equals \( -a_S/V_S \). We conclude that \( a_S/V_S \) is a critical strain gradient which controls the growth and decay of shock waves. Similarly, in view of (5.245a), \( a_S \) may be termed the critical strain rate. Analogous results can be deduced for expansive shocks in a viscoelastic material with a concave instantaneous stress-strain curve. While the above remarks are qualitative, Nunziato and Schuler (1973) have used the shock amplitude equation (5.246) to obtain quantitative estimates of shock wave attenuation in certain problems.

If the strain gradient behind the shock is equal to the critical gradient \( -a_S/V_S \), the shock propagates without change of amplitude. This occurs in a steady wave. Thus, the critical gradient can be determined experimentally from steady wave measurements. Using steady shock wave profiles of different amplitudes measured by Schuler (1970a) in PMMA, Schuler and Walsh (1971) have evaluated \( a_S(a) \), and found that these results compared favorably with predictions based on (5.245c).
In the case of weak shock waves, Chen and Gurtin (1970) have shown that the shock amplitude equation (5.246) reduces to

\[
\frac{da}{dt} = -\beta a
\]  

(5.247a)

where \(\beta\) is defined in (5.235b). This equation has the solution

\[
a(t) = a_0 \exp(-\beta t)
\]  

(5.247b)

Thus, the amplitude of a weak shock decays exponentially to zero as \(t \to \infty\). This is exactly the same type of behavior predicted by the linear theory of viscoelasticity. Due to the linearity of the governing field equations, the attenuation of shock and acceleration waves in linear viscoelasticity obey the same formula, c.f. eq. (5.238).

It is also of interest to note that \(a_s\) defined by (5.245) has the limit

\[
\lim_{a \to 0} a_s = 2a_c
\]

where \(a_c\) is defined in (5.235b). This result has been derived by Chen and Gurtin (1970) and shows that, as the amplitude of the shock wave tends to zero, the critical strain rate \(a_s\) has as its limit twice the critical amplitude \(a_c\) of an acceleration wave propagating into a homogeneous reference configuration. This suggests that if one could extrapolate to zero strain the function \(a_s(\epsilon)\) evaluated from steady shock wave experiments, then one could determine the critical amplitude of acceleration waves. However, the determination of \(a_s(\epsilon)\) from experimental data is subject to some difficulty and an extrapolation to zero strain entails large uncertainties. This is evident from the results of Schuler and Walsh (1971).

7.8 Summary

In this section, we have considered the behavior of materials with fading memory, which exhibit viscoelastic response. In order to avoid mathematical difficulties, we have restricted attention to a very special class of such materials called finite linear viscoelastic materials.

The constitutive equation of finite linear viscoelasticity has been obtained as an approximation to the functional constitutive equation of a material with memory. If elasticity is viewed as a zeroth-order approximation, applicable in equilibrium situations,
then finite linear viscoelasticity may be regarded as a first-order approximation in dynamical processes for materials whose dependence on the past history is small.

Another view is possible. The constitutive equation of finite linear viscoelasticity may be regarded as an exact description of the response of a class of idealized materials. Since the constitutive equation is frame indifferent, it is suitable for the description of the response of materials subjected to finite deformations. Of course, it is not to be expected that all non-linear viscoelastic materials will be describable in terms of the special theory of finite linear viscoelasticity over a wide range of conditions. Other equations with a more complicated dependence on the strain history may be required for many purposes. However, finite linear viscoelasticity has allowed us to illustrate the qualitative behavior exhibited by materials with fading memory, and appears to be useful in the description of the behavior of polymeric materials.

In discussing the different types of wave propagation, we have again been motivated to consider certain restrictions on the response functions in order to obtain real wave speeds, positive dissipation, and existence of steady waves. As in the other theories which have been considered, the precise form of these restrictions, and their relation to stability and uniqueness of solutions to initial and boundary value problems, have not been established in the non-linear case. For infinitesimal disturbances, the non-linear constitutive equations reduce to those of classical linear viscoelasticity.

The wave propagation behavior predicted by the non-linear viscoelastic theory which we have considered appears to be physically reasonable. Acoustic wave speeds and attenuation coefficients remain finite, acceleration waves, shock waves, and steady waves all may exist and exhibit characteristics which are in qualitative agreement with observations. Acoustic waves, acceleration waves, shock waves and steady waves all offer means for the experimental evaluation of the constitutive functions. The experimenter has a range of methods at hand. Use of several of these can provide redundant data which may serve as valuable compatibility checks on the constitutive equation.

The treatment in this section has been limited to a purely mechanical description. Shock waves which may occur will entail entropy changes. Of course, entropy changes may be small if shock waves are weak. However, internal dissipation in viscoelastic materials leads to entropy increases even in smooth motions. While the mechanical theory of this section may be used as an
approximation for motions in which disturbances are small, its range of validity is likely to be considerably more restricted than in the elastic case.

The general thermodynamical theory of materials with fading memory has been developed by Coleman (1964a,b), Coleman and Mizel (1967) and Gurtin (1968). It is found that the entropy inequality demands existence of an equilibrium equation of state in precisely the same form as that considered in Appendix 6, and places restrictions on the internal dissipation. Thermodynamic influences on the propagation of acceleration and shock waves in materials with fading memory have been studied by Coleman and Gurtin (1965b,c, 1966).

The general thermodynamical treatment of Coleman et al. could be carried through in the specific context of finite linear viscoelasticity. However, this problem is not trivial. Steps in this direction have been reported by various authors, for example, Lianis (1968) and Nunziato and Walsh (1971). The latter authors considered, in particular, thermodynamic influences on steady wave propagation. For a more complete discussion of the application of non-linear thermodynamical viscoelastic theories to stress wave propagation, see the survey article by Nunziato, Walsh, Schuler, and Barker (1974).

Finally, it should be noted that a number of viscoplastic formulations lead to equations of the same form as those discussed in this section. For example, Gilman (1968) uses a generalized Maxwell equation which is a one-dimensional form of (5.206) specialized to infinitesimal strains. The Sokoloski-Malvern equations of viscoplasticity as extended to three-dimensional motion by Perzyna (1963) also have a form similar to (5.206) and most of the theory of the present section should apply with minor modification. A review of work in elastic-plastic wave propagation has been given by Herrmann (1969).

Appendix 1

Notation

In most instances, vectors will be denoted by lower case letters with the tilde (e.g., $\mathbf{a}$) or singly subscripted letters (e.g., $a_i$). Upper case letters with the tilde (e.g., $\mathbf{A}$) or doubly subscripted letters (e.g., $A_{ij}$) will be used to denote second order tensors. However, common usage dictates some exceptions.

The principal invariants of a second order tensor $\mathbf{A}$ will be denoted by
where the δ's are the Kronecker deltas.

Ordinary functions will generally be denoted by the same symbols as their values. For instance if

\[ B = \hat{B}(A) \]

the function \( \hat{B} \) will be distinguished from its value \( B \) when it is necessary to indicate that the function is meant, otherwise the symbol for its value \( B \) will be used.

As in the above example, the values of functions, as well as their arguments, may be tensor quantities. A linear tensor-valued function of a tensor argument will be denoted by

\[ B = \mathcal{L}(A) \]

or in indicial notation

\[ B_{ij} = \mathcal{L}_{ijkl} A_{kl} \]

Here \( \mathcal{L} \) may be regarded as a linear mapping of the space of second order tensors into itself, or simply as a constant fourth order tensor.

Functionals will be denoted by upper case script letters, for instance

\[ \mathcal{B} = \mathcal{L}[A(x)] \quad a \leq x \leq b \]

Here \( \mathcal{L} \) may be regarded as a rule of correspondence, assigning a particular set of values to the components of \( B \) for a given tensor function \( A \) evaluated for \( a \leq x \leq b \).

Analogous functions and functionals of several variables, where values as well as arguments may be scalars, vectors or tensors, will be introduced. A calculus of functionals will not be required, but differentiation of ordinary tensor functions is needed.

As an aid to readers not familiar with direct tensor notation, the following operations and their counterparts in three-dimensional Cartesian coordinates are listed.
Vector Operations

Scalar Product
\[ a = u \cdot v \]
\[ u \cdot v = v \cdot u \]
\[ (au + bv) \cdot w = au \cdot w + bv \cdot w \]

Vector product*
\[ w = u \times v \]
\[ u \times v = -v \times u \]
\[ (a u + b v) \times w = a u \times w + b v \times w \]

Gradient
\[ u = \text{grad } a \]
\[ A = \text{grad } u \]
\[ \nabla a = \partial a/\partial x_i \]
\[ \nabla u = \partial u_i/\partial x_j \]

Divergence
\[ a = \text{div } u \]
\[ a = \partial u_i/\partial x_i \]

Curl*
\[ w = \text{curl } u \]
\[ w_i = \epsilon_{ijk} \partial u_j/\partial x_k \]

Magnitude
\[ a = |u| = \sqrt{u \cdot u} \]
\[ a = \sqrt{a_{ii} a_{ii}} \]

Tensor Operations

Inner Product (Composition)
\[ P = T \cdot S \]
\[ P_{ij} = T_{ik} S_{kj} \]
\[ (a T + b S) \cdot R = a T \cdot R + b S \cdot R \]
\[ T^2 = T \cdot T^T \]

*Here \( \epsilon_{ijk} \) is the permutation symbol and has the value +1 (-1) when its indices are an even (odd) permutation of 1, 2, 3.
**NONLINEAR CONSTITUTIVE EQUATIONS**

\[ \mathcal{P} = \mathcal{T}^T \]

\[ P_{ij} = T_{ji} \]

\[ (\mathcal{T} + \mathcal{S})^T = \mathcal{T}^T + \mathcal{S}^T \]

\[ (\mathcal{T} \mathcal{S})^T = \mathcal{S}^T \mathcal{T}^T \]

**Trace**

\[ a = \text{tr} \mathcal{T} \]

\[ a = T_{ii} \]

\[ \text{tr} (\mathcal{T} + \mathcal{S}) = \text{tr} \mathcal{T} + \text{tr} \mathcal{S} \]

\[ \text{tr} (\mathcal{T} \mathcal{S}) = \text{tr} (\mathcal{S} \mathcal{T}) \]

\[ \text{tr} (\mathcal{T}^T) = \text{tr} (\mathcal{T}) \]

**Scalar Product**

\[ a = \mathcal{T} \cdot \mathcal{S} = \text{tr}(\mathcal{T}^T \mathcal{S}) \]

\[ a = T_{ij} S_{ij} \]

\[ \mathcal{T} \cdot \mathcal{S} = \mathcal{S} \cdot \mathcal{T} \]

\[ \mathcal{T} \cdot (\mathcal{S} \mathcal{R}) = (\mathcal{T}^T \mathcal{R}) \cdot \mathcal{S} = (\mathcal{S}^T \mathcal{T}) \cdot \mathcal{R} \]

**Magnitude**

\[ a = |\mathcal{T}| = \sqrt{\mathcal{T} \cdot \mathcal{T}} \]

\[ a = \sqrt{T_{ij} T_{ij}} \]

**Determinant**

\[ a = \det \mathcal{T} \]

\[ a = \frac{1}{3!} \epsilon_{ijk} \epsilon_{rst} T_{ij} T_{js} T_{kt} \]

\[ \det (a \mathcal{T}) = a^3 \det (\mathcal{T}) \]

\[ \det (\mathcal{T} \mathcal{S}) = \det (\mathcal{S} \mathcal{T}) = \det \mathcal{T} \det \mathcal{S} \]

\[ \det (- \mathcal{T}) = - \det (\mathcal{T}) \]

\[ \det (\mathcal{T}^T) = \det (\mathcal{T}) \]

**Inverse**

\[ \mathcal{R} = \mathcal{T}^{-1} \]

\[ R_{ri} = \frac{1}{2 \det \mathcal{T}} \epsilon_{ijk} \epsilon_{rst} T_{js} T_{kt} \]

*Here \( \epsilon_{ijk} \) is the permutation symbol.*
\[ T^{-1} T = T T^{-1} = 1 \]
\[ (T S)^{-1} = S^{-1} T^{-1} \]
\[ \det (T^{-1}) = (\det T)^{-1} \]
\[ (T^T)^{-1} = (T^{-1})^T \]

Appendix 2

Frame Indifference and Material Symmetry

In this appendix we consider the requirements of frame-indifference, i.e., invariance properties required of tensor quantities and expressions under the general transformation \((5.9)\)

\[ (A1) \]

\[ \begin{align*}
    x^* &= \ddot{q}(t) + \dot{Q}(t) \xi - \overline{x}_0 \\
    t^* &= t - t_0
\end{align*} \]

An indifferent scalar is one which does not change its value under the transformation \((A1)\)

\[ b^* = \ddot{b}(x^*, t^*) = \ddot{b}(\xi, t) \] \[ (A2) \]

An indifferent vector is one which does not change in either magnitude or direction under \((A1)\). For example, if we define a vector \(v = \overline{x} - \overline{y}\) where \(x\) and \(y\) are positions in space, then under \((A1)\) the same vector is \(v^* = \overline{x}^* - \overline{y}^*\). By \((A1)\) \(v^* = Q(\overline{x} - \overline{y})\) or

\[ v^* = Qu \] \[ (A3) \]

Thus, an indifferent vector transforms as in \((A3)\) under a change of frame. A second-order tensor may be regarded as a linear mapping of vectors. An indifferent tensor is one which maps indifferent vectors into indifferent vectors. Consider the mapping \(\psi = S \psi\). Under the transformation \((A1)\) \(\psi^* = Q \psi\), \(\psi^* = \overline{\psi}\), and we require \(\psi^* = S^* \psi^*\). By substituting the first three into the last expression

\[ Q\psi = S^* Q\psi = QS \psi \]

Since this is to hold for all indifferent vectors \(\psi, \overline{\psi}\), we infer that \(S^* = Q = Q\overline{S}\) or since \(Q\) is orthogonal so that \(Q^{-1} = Q^T\).
Thus an indifferent tensor transforms as in (A4) under a change of frame.

To determine if a quantity is indifferent, it is necessary to determine if it transforms as above under a change of frame. For example, consider the motion (5.1). Under the transformation (A1) we have

\[ \chi^* = \hat{\chi}(t) + \hat{Q}(t) \{ \chi(X, t - t_0) - \chi_0 \} = \chi^*(X, t^*) \quad (A5) \]

the last being a definition of \( \chi^* \). Taking both \( \chi \) and \( \chi^* \) with respect to the same reference configuration, and differentiating, we obtain

\[ F^* = QF \quad (A6) \]

Since this does not correspond to the requirement (A4), the deformation gradient \( F \) is not frame-indifferent. Using the polar decomposition (5.10) in (A6) provides

\[ R*U^* = QRU \quad (A7) \]

Since \( \{Q, R\} \) is orthogonal and the polar decomposition is unique, it follows that

\[ R^* = QR \quad U^{*2} = U^2 \quad E^* = E \quad (A8a) \]

the last result following from the definition of Green's strain (5.12). In order to investigate the transformation characteristics of \( \chi \), we use (5.10b)

\[ V^{*2} = F^*F^{*T} = QFE^{T}Q^T = QV^2Q^T \quad (A8b) \]

and thus conclude that \( V^2 \) is frame indifferent, but \( R, U^2 \) and \( E \) are not. On the other hand, the Cauchy stress tensor is derived from a consideration of contact forces assumed \textit{a priori} to be indifferent acting on units of area within the material which are also indifferent. Thus we must have

\[ \sigma^* = Q\sigma Q^T \quad (A9) \]

We may now attempt to find a suitable reduced form for the constitutive equation (5.8). Using (5.8) and (A6) the left hand side
of (A9) is
\[ q^* = \mathcal{F}(F^*) = \mathcal{F}(Q(F)) \]
where \( Q' \) is the history of \( Q \) up to time \( t \), while the right hand side is
\[ Q_0 Q^T = Q_0 \mathcal{F}(F) Q^T \]
Thus, we may conclude that the functional \( \mathcal{F} \) must satisfy the requirement
\[ Q_0 \mathcal{F}(F) Q^T = \mathcal{F}(Q(F)) \quad (A10) \]
Using the polar decomposition theorem (5.10), and noting that
\[ Q_1 = Q_0 \]
\[ \mathcal{F}(F') = Q_0 \mathcal{F}(P'U'R)Q \quad (A11) \]
Since this equation is to hold for all \( Q', R' \) and \( U' \), it must hold for the particular choice \( Q' = (R')^T \). Noting that this also implies that at the present time, \( Q = R^T \), (A11) can be written
\[ \mathcal{F}(F') = R^T \mathcal{F}(U'R)R^T \quad (A12) \]
Conversely, if \( \mathcal{F} \) is assumed to be of this form, consider an arbitrary rotation history \( Q' \). Since \( Q' F' = (Q' R') U' \)
\[ \mathcal{F}(Q' F') = QR \mathcal{F}(U'R)Q^T = Q_0 \mathcal{F}(F') Q^T \]
so that (A10) is satisfied. Therefore (A12) gives the general solution of the functional equation (A10). Consequently, the constitutive equation (5.8) for a simple material reduces to
\[ \sigma = R^T(U')R^T \]
There are infinitely many other reduced forms for the constitutive equation (5.8). For example, using (5.12) in the above expression, one such form is
\[ \sigma = R(UU^T - 2E^T) U^T UR^T \]
By defining a new functional
we obtain the form

\[ q = \frac{1}{J} F_{ij}^a(E') F^T \]  \hspace{1cm} (A13)

Using the definition of Piola stress (5.13) this reduces to

\[ \Sigma = \mathcal{S}(E') \]  \hspace{1cm} (A14)

This is the frame-indifferent form of the constitutive equation for a simple material, reproduced in (5.14). Many other forms can, of course, be obtained by analogous means.

We have noted that the reference configuration, in which the positions of material particles are denoted by \( \tilde{X} \), can be chosen arbitrarily. The response of the material should not change if a different reference configuration is chosen. We will now investigate the transformation properties of the constitutive functions under a change of reference configuration.

![Figure 5.8 Reference Configuration.](image)

First, (Figure 5.8) we will choose a specific reference configuration in which the positions of material particles are denoted by \( \tilde{X}_N \). The current positions of material particles \( \tilde{x} \) are related to their positions in this reference configuration by

\[ \tilde{x} = \tilde{x}_N (\tilde{X}_N, t) \quad F_N = \partial \tilde{x}_N / \partial \tilde{X}_N \]  \hspace{1cm} (A15a)

Now we choose a new reference configuration, in which the positions of material particles are denoted \( \tilde{X}_R \), related to the first reference configuration by
234

\[ \mathbf{x} = \mathbf{x}_N(\mathbf{X}_N t) \quad \mathbf{E}_N = \frac{\partial \mathbf{x}_N}{\partial \mathbf{X}_N} \quad (A15b) \]

The current positions of material particles are related to their positions in the second reference configuration by

\[ \mathbf{x} = \mathbf{x}_R(\mathbf{X}_N t) \quad \mathbf{E}_R = \frac{\partial \mathbf{x}_R}{\partial \mathbf{X}_R} \quad (A15c) \]

From these equations it is seen that

\[ \mathbf{x} = \mathbf{x}_N(\mathbf{X}_N t) \quad \mathbf{x}_R(\mathbf{X}_N t) \quad (A16) \]

Differentiation by use of the chain rule provides the composition law of deformation gradients

\[ \mathbf{E}_N = \mathbf{E}_R \mathbf{E}_0 \quad (A17) \]

Now, we define Green's strain with respect to the two reference configurations, from (5.12), by

\[ \mathbf{E}_R = \frac{1}{2} (1 - \mathbf{F}_R^T \mathbf{F}_R) \quad \mathbf{E}_N = \frac{1}{2} (1 - \mathbf{F}_N^T \mathbf{F}_N) \]

and define the strain between the two reference configurations by

\[ \mathbf{E}_0 = \frac{1}{2} (1 - \mathbf{F}_0^T \mathbf{F}_0) \]

Inserting (A17) in the expression for \( \mathbf{E}_N \), and using the expressions for \( \mathbf{E}_R \) and \( \mathbf{E}_0 \), we find that

\[ \mathbf{E}_N = \mathbf{E}_0 + \mathbf{E}_0^T \mathbf{E}_R \mathbf{E}_0 \quad (A18) \]

This relation is the transformation law for Green's strain. Cauchy's stress is defined in terms of contact forces acting on elements of area in the current configuration, and is independent of the choice of reference configuration. However, Piola's stress is given by (5.13). For the two reference configurations

\[ \mathbf{\sigma} = \mathbf{N} \mathbf{F}_N \mathbf{E}_N \mathbf{E}_N^T = \mathbf{R} \mathbf{F}_R \mathbf{E}_R \mathbf{E}_R^T \]

where \( \mathbf{N} \) is taken with \( \mathbf{X}_N \) as reference, and \( \mathbf{R} \) is taken with \( \mathbf{X}_R \) as reference. Here \( \mathbf{N} = \text{det} \mathbf{F}_N \) while \( \mathbf{R} = \text{det} \mathbf{F}_R \). Using (A17) this yields the relation governing the transformation of Piola's stress under a change of reference configuration.
The constitutive equation for a simple material was given in (5.8). Consider that (5.8) has been expressed in terms of the reference configuration $X_N$, and use the subscript $N$ to denote this fact. If we now change to the reference configuration $X_R$, Cauchy's stress $\sigma$ is unaltered, but the deformation gradient changes as in (A17). Consequently, we must have

$$\sigma = \Sigma_N(F_R') = \Sigma_N(F_R F_0) = \Sigma_R(F_R')$$

(A20a)

where $\Sigma_N$ is the response functional when the $X_N$ reference configuration is used, and $\Sigma_R$, defined by (A20a), may be considered to be the response functional when the reference configuration $X_R$ is used. Thus, the rule of transformation of response functional under a change of reference configuration is

$$\Sigma_R(F_R') = \Sigma_N(F_R' F_0)$$

(A20b)

Using (A18) and (A19) in (5.14) we obtain a corresponding rule for the response functional $\Sigma$:

$$\Sigma_R(F_R') = J_0 F_0^{T} \Sigma_N(E_0 + F_0 F_R' F_0^{T})$$

(A21)

We note that the choice of reference configuration is completely arbitrary, in that a configuration may be chosen which need not correspond to one which is actually occupied by the body during a particular motion. In fact, in considering the response of a particular material particle, it is only necessary to consider a local reference configuration, defined as the equivalence class of all reference configurations giving the same deformation gradient at that particle. The local reference configurations for the various material particles in the body need not fit together to form a single continuous configuration for the body as a whole. A full discussion has been given by Truesdell and Noll (1965).

We are now in a position to explore the restrictions on the constitutive functionals imposed by material symmetries. Intuitively, if a material has some symmetry properties, then one would expect that its response would be unaltered if the material is subjected to certain rotations and reflections. This concept has been rendered precise by Noll (1958) and Coleman and Noll (1964) as follows.
Equation (A20) provides the relation between response functionals \( \mathcal{J}_R \) and \( \mathcal{J}_N \) evaluated with respect to two different reference configurations. Material symmetries imply that the response functional is unchanged by particular changes of reference configuration representing certain rotations and reflections. Rotations and reflections are represented by deformations which are density preserving, \(| \det F_0 | = 1\). Thus, in this case \( \mathcal{J}_R \) and \( \mathcal{J}_N \) in (A20) are the same functional, so that for some set \( S \) of \( F_0 \)

\[
\mathcal{J}_R (F'_0) = \mathcal{J}_R (F'_0 F_0)
\]

This relation amounts to a restriction on the response functional \( \mathcal{J}_R \) with respect to the particular reference configuration \( X_R \).

We note that we could equally well have started by expressing (A20b) as

\[
\mathcal{J}_R (F'_N F'_0) = \mathcal{J}_R (F'_N)
\]

Consequently, if (A22) holds for \( F_0 \) then it holds for \( F_0^{-1} \). The set \( S \) of \( F_0 \) forms a group, termed the isotropy group of the material, with respect to the reference configuration \( X_R \).

Note that \( \mathcal{J}_R \) in (A22) depends on the choice of reference configuration. If (A22) is valid for the particular choice of reference configuration \( X_R \), then it is obviously valid for a reference configuration obtained from \( X_R \) by a deformation with a gradient \( F_0 \) which is a member of the isotropy group. However, if \( F_0 \) does not correspond to a member of the isotropy group, then we must deal with a functional \( \mathcal{J}_N \) related to \( \mathcal{J}_R \) by (A20). The restrictions on \( \mathcal{J}_N \) due to material symmetry will not, in general, take the simple form (A22).

Coleman and Noll (1964) have tabulated the isotropy groups for various point symmetry classes, including the various crystal classes. We will restrict attention here to a single example. An isotropic material is one whose response is unchanged by all rotations and reflections of the reference configuration. Thus, the isotropy group contains the full orthogonal group, that is, \( S \) contains all \( F_0 = Q \) with \( Q^{-1} = Q^T \), \( | \det Q | = 1 \). If we set \( F_0 = Q \) in (A22) we obtain

\[
\mathcal{J}_R (F') = \mathcal{J}_R (F'_0 Q) = \mathcal{J}_R (F'_0 Q^T)
\]

where we have dropped the subscript on \( F \). If this holds for the deformation history \( F'_0 \), then it must hold also for the deformation
history $Q, F'$, that is

$$\mathcal{J}_R(Q_{F'}) = \mathcal{J}_R(Q_{F'Q}^T)$$

In addition to obeying this restriction imposed by isotropy, the constitutive functional $\mathcal{J}_R$ must obey the restriction (A10) imposed by frame-indifference. We can combine these restrictions into a single expression as follows. If we choose the special rotation history $Q^t = Q$ for all $s$ and $t$, then (A10) becomes

$$\mathcal{J}_R(Q_{F'}) = Q_{\mathcal{J}_R(F')}Q^T$$

Combining the previous two equations we obtain

$$Q_{\mathcal{J}_R(F')}Q^T = \mathcal{J}_R(Q_{F'Q}^T)$$

This equation expresses the restriction on the form of the constitutive functional $\mathcal{J}_R$ taken with respect to the reference configuration $X_R$, imposed by isotropy and frame indifference.

The analogous restrictions on the constitutive functional $\mathcal{J}_R$ can be found as follows. From (A13) and (A20a) we obtain the identify

$$\mathcal{J}_R(F') = \frac{1}{J} F_{\mathcal{J}_R(F')} F^T$$

Noting (5.12), this result can be written

$$\mathcal{J}_R(F') = \frac{1}{J} F_{\mathcal{J}_R(F')} \left[ \frac{1}{2} I - \frac{1}{2} (F')^T F' \right] F^T$$

If this holds for the deformation history $F'$, then it must hold also for the deformation history $Q, F'$, i.e.,

$$\mathcal{J}_R(Q_{F'Q}^T) = \frac{1}{J} Q F_{\mathcal{J}_R(F')} (Q_{F'Q}^T) Q F^T Q^T$$

We can also see that

$$Q_{\mathcal{J}_R(F')}Q^T = \frac{1}{J} Q F_{\mathcal{J}_R(F')} (F')^T Q F^T$$

Using the last two results in (A23) we obtain

$$Q_{\mathcal{J}_R(F')}Q^T = \mathcal{J}_R(Q_{F'Q}^T)$$

This equation expresses the restrictions on the form of the
constitutive functional \( \Sigma_R \) taken with respect to the reference configuration \( X, \) imposed by isotropy and frame indifference. Note that since the stress and strain are both symmetric, this result may also be written as

\[
Q^T \Sigma_R (E') Q = \Sigma_R (Q^T E' Q)
\]

(A24b)

More specific restrictions on the response functional emerge when a specific functional is inserted into (A23) or (A24), as will be seen later. Here we will note only the specific restrictions when the response functional reduces to an ordinary function of the present value of the strain \( \Sigma_R (E') = \Sigma (E) \). In this case (A24) becomes

\[
\tilde{\Sigma} (E) = Q \tilde{\Sigma} (Q^T E' Q) Q^T
\]

(A25)

A tensor function \( \tilde{\Sigma} \) obeying (A25) for all orthogonal \( Q \) is termed an isotropic tensor function. A theorem given by Rivlin and Ericksen (1955) states that if \( \tilde{\Sigma} \) is an isotropic tensor function of a symmetric tensor argument \( E \) then \( \Sigma \) may be expressed in the form

\[
\tilde{\Sigma} (E) = e_0 I + e_1 E + e_2 E^2
\]

(A26)

where the coefficients \( e_0, e_1, \) and \( e_2 \) are scalar functions of the principal invariants of \( E \).

If \( \Sigma_R \) is a linear function of \( E \), \( \tilde{\Sigma} (E) = C_R (E) \) and (A25) becomes

\[
C_R (E) = QC_R (Q^T E' Q) Q^T
\]

(A27)

Since this it to hold for all \( E \), we see that, in indicial notation

\[
C_{ij}^{R} = Q_{im} Q_{jn} Q_{kr} Q_{ps} C_{mnps}^{R}
\]

(A28)

A theorem quoted by Thomas (1961) states that in this case \( C_R \) reduces to the form

\[
C_{ijk}^{R} = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ij} \delta_{kl} + \delta_{ik} \delta_{jl})
\]

(A29)

where \( \lambda \) and \( \mu \) are scalar constants. Multiplying both sides by \( E \), we see that, since \( E \) is symmetric

\[
C_{ijk}^{R} E_{kl} = \lambda \delta_{ij} E_{kl} + 2 \mu E_{ij}
\]

(A30a)
or, reverting to direct notation

$$C_h \{F\} = \lambda(\text{tr} F)1 + 2\mu F \quad \text{(A30b)}$$

We re-emphasize the fact that the representations (A26) and (A30) hold only for certain reference configurations of an isotropic material. These reference configurations are termed undistorted reference configurations. In the reference configuration $E = 0$. Thus, from (A25), the stress in the reference configuration will be

$$\sigma_0 = \hat{\Sigma}(0) = Q\Sigma(0)Q^T = Q\sigma_0 Q^T \quad \text{(A31)}$$

Thomas (1961) also shows that this is possible only when $\sigma_0$ is a scalar multiple of the identity tensor $\sigma_0 = p_o I$. We term $p_o$ the hydrostatic pressure. Thus, the stress in an undistorted reference configuration of an isotropic material is always a hydrostatic pressure.

Appendix 3

Conservation Laws

For convenience, the equations expressing conservation of mass, momentum and energy and the equation expressing irreversibility will be summarized in this appendix in the particular forms required in the text.

Conservation of mass of a finite part $\gamma$ of the body $\beta$ states that the rate of change of the mass of $\gamma$ is zero.

$$\frac{d}{dt} \int_{\gamma} \rho dv = 0 \quad \text{(A32a)}$$

where $dv$ indicates a volume element in $\gamma$.

Conservation of momentum states that the rate of change of momentum of $\gamma$ is given by the net force on $\gamma$ due to the stress acting on the boundary of $\gamma$, and due to an external body force $b$ per unit mass acting over its interior. If the Cauchy stress tensor is denoted by $\Sigma$, taken positive in compression

$$\frac{d}{dt} \int_{\gamma} \rho y dv = -\int_{\partial \gamma} \rho y n da + \int_{\gamma} \rho b dv \quad \text{(A32b)}$$

where $\partial \gamma$ denotes the boundary of $\gamma$, $n$ is the outward normal on
the boundary, and \( da \) indicates an element of area of \( \partial \mathcal{V} \).

The equation expressing conservation of angular momentum will not be written down. It leads merely to the fact that the stress tensor \( \sigma \) is symmetric for the case under consideration here.

Conservation of energy states that the rate of change of kinetic energy \( \mathcal{E} \) and internal energy \( \mathcal{U} \) per unit mass is given by the rate of working of the stress on the boundary of \( \mathcal{V} \), the rate at which energy is flowing into \( \mathcal{V} \) through its boundary due to heat conduction, the rate of working of the external body force \( \mathbf{b} \) within \( \mathcal{V} \), and the rate at which energy is being added by external radiative heat sources \( q \) within \( \mathcal{V} \). If the heat flux vector is denoted by \( \mathbf{h} \) taken positive when directed outward from \( \partial \mathcal{V} \), then

\[
\frac{d}{dt} \int_{\mathcal{V}} \rho \left( \frac{1}{2} \mathbf{u} \cdot \mathbf{u} + \mathcal{E} \right) dV = - \int_{\partial \mathcal{V}} (\mathbf{u} \cdot \mathbf{n}) - \int_{\mathcal{V}} \rho (\mathbf{u} \cdot \mathbf{b} + q) dV
\]

The principle of irreversibility or Clausius-Duhem inequality states that the rate of increase of entropy in \( \mathcal{V} \) is not less than that due to heat conduction through its boundary and that due to external heat sources within \( \mathcal{V} \)

\[
\frac{d}{dt} \int_{\mathcal{V}} \rho S dV \geq - \int_{\partial \mathcal{V}} \frac{1}{T} \mathbf{h} \cdot \mathbf{n} dA + \int_{\mathcal{V}} \frac{q}{T} dV
\]

The mass equation (A32a) implies that the mass of \( \mathcal{V} \) is the same for all configurations of the body, including the current one, and one which might have been chosen as reference. In the reference configuration we denote the density by \( \rho_R \) and a volume element by \( dV \). Thus, (A32a) implies

\[
\int_{\mathcal{V}} \rho dV = \int_{\mathcal{V}} \rho_R dV
\]

We expect this to hold for all parts \( \mathcal{V} \) of the body. This can be true only if

\[
\frac{\rho_R}{\rho} = \frac{dV}{dV} = J
\]

from (5.3). This equation is identical to (5.4). Equation (A34) may be differentiated with respect to time at the particle \( X \).
where the superposed dot denotes the material time derivative taken with \( \dot{X} \) held constant, and the second result above follows from the rule for differentiating a Jacobian, see for example Truesdell and Toupin (1960), § 76. Using (A34) and (5.2) we obtain the local mass equation in the form

\[
\dot{\rho} = -\rho \text{div} \underline{u}
\]

(A36)

where the divergence is taken with respect to \( \underline{x} \).

We note that (A33a) may also be written as

\[
\int_{\gamma} \rho \, dv = \int_{\gamma} dm
\]

where \( dm \) is an element of mass of \( \gamma \). If this is used in the left hand side of the momentum equation (A32b), and we note that the mass is invariant, then we can take the time derivative under the integral sign and obtain

\[
\frac{d}{dt} \int_{\gamma} \rho \underline{u} \, dv = \frac{d}{dt} \int_{\gamma} \underline{u} \, dm = \int_{\gamma} \dot{\underline{u}} \, dm
\]

In order to simplify the momentum equation further, we note that the first term on the right may be recast into a volume integral by means of the divergence theorem

\[
\int_{\gamma} \rho \underline{a} \, dv = \int_{\gamma} \text{div} \rho \underline{a} \, dv = \int_{\gamma} \frac{1}{\rho} \text{div} \rho \underline{a} \, dm
\]

On using these results the momentum equation (A32b) takes the form

\[
\int_{\gamma} \left( \dot{\underline{u}} + \frac{1}{\rho} \text{div} \underline{a} - \underline{b} \right) \, dm = 0
\]

This can hold for all parts \( \gamma \) of \( \mathbb{R} \) only if

\[
\dot{\underline{u}} = -\frac{1}{\rho} \text{div} \underline{a} + \underline{b}
\]

(A37)

at every material particle \( \dot{X} \) in \( \mathbb{R} \).
We may proceed in precisely the same way in the energy equation (A32c) to obtain
\[ u \cdot u + \dot{\varepsilon} + \frac{1}{\rho} \text{div}(\rho u) + \frac{1}{\rho} \text{div} h - \dot{u} \cdot b - q = 0 \]

We note that, in component form
\[ \frac{\partial}{\partial x_i} (a_{ij} u_j) = \frac{\partial a_{ij}}{\partial x_i} u_j + a_{ij} \frac{\partial u_j}{\partial x_i} \]
or, returning to direct notation
\[ \text{div}(gu) = u \cdot \text{div} g + g \cdot L \]

where \( L \) is the velocity gradient \( L = \text{grad} u \). Thus, rearranging, the local energy equation becomes
\[ \dot{\varepsilon} + \frac{1}{\rho} g \cdot L + \frac{1}{\rho} \text{div} h - q = u \cdot \left( u + \frac{1}{\rho} \text{div} g - b \right) \]
or, in view of the momentum equation (A37)
\[ \dot{\varepsilon} = - \frac{1}{\rho} g \cdot L - \frac{1}{\rho} \text{div} h + q \quad (A38) \]

Finally, a similar series of steps performed on the equation of irreversibility provides the local entropy inequality
\[ S \geq - \frac{1}{\rho} \text{div} \left( \frac{h}{T} \right) + \frac{q}{T} \quad (A39) \]

We note a useful result which holds by virtue of the chain rule
\[ \dot{F} = \frac{\partial}{\partial t} \left( \frac{\partial X}{\partial x} \chi(X, t) \right) = \frac{\partial}{\partial x} \dot{u}(x, t) \frac{\partial X}{\partial\dot{X}} \chi(X, t) = LF \]
so that
\[ L = \text{grad} u = \dot{F}F^{-1} \quad (A40) \]

In order to develop the one-dimensional forms of the conservation equations, we first consider plane longitudinal motion represented by the deformation field
\[ x_1 = \dot{x}(X_1, t) \quad x_2 = X_2 \quad x_3 = X_3 \quad (A41) \]

The corresponding deformation gradient \( F \) is given by
\[
F = \begin{bmatrix}
F_{11} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]  

where \( F_{11} = \partial \hat{\xi} / \partial x_1 \). By (5.3) and (5.4)

\[
dt F = F_{11} = \rho R / \rho
\]

It is usually convenient to define the engineering strain \( \epsilon \) by

\[
\epsilon = 1 - F_{11} = 1 - \rho R / \rho
\]

where \( \epsilon \) is positive in compression. It may be noted that a density change always accompanies a plane longitudinal deformation.

For plane longitudinal motion the equation expressing conservation of mass (A32a) may be integrated for a finite segment of material between particles \( X_A \) and \( X_B \)

\[
\int_{X_A}^{X_B} \rho \, dx = \int_{X_A}^{X_B} \rho R \, dX
\]

where \( x_A \) and \( x_B \) are the places occupied by particles \( X_A \) and \( X_B \) respectively at time \( t \). Using (A45), the one-dimensional forms of the equations of momentum and energy conservation, and of irreversibility (A33), (A34) and (A35) become

\[
\frac{d}{dt} \int_{X_A}^{X_B} \rho R \, dX = -(\sigma_R - \sigma_A) + \int_{X_A}^{X_B} \rho R \, b \, dX
\]

\[
\frac{d}{dt} \int_{X_A}^{X_B} \rho R (\frac{1}{2} u^2 + \xi) \, dX = -(\sigma_B u_B - \sigma_A u_A)
\]

\[- (h_B - h_A) + \int_{X_A}^{X_B} \rho R (\mu b + q) \, dX
\]

\[
\frac{d}{dt} \int_{X_A}^{X_B} \rho R S \, dX \geq -(\frac{h_B}{T_B} - \frac{h_A}{T_A}) + \int_{X_A}^{X_B} \rho R \frac{q}{T} \, dX
\]

where we denote by unsubscripted variables the appropriate
longitudinal components of vector and tensor quantities, e.g. \( u = u_1, \sigma = \sigma_{11} \) etc., and where \( \sigma_A = \sigma(X_A,t) \) etc.

If all quantities are continuous, then at every point in the one-dimensional segment the local forms of these equations must hold, i.e.,

\[
\frac{\partial u}{\partial t} = - \frac{1}{\rho_R} \frac{\partial a}{\partial X} + b \\
\frac{\partial \dot{u}}{\partial t} = - \frac{1}{\rho_R} \frac{\partial u}{\partial X} - \frac{1}{\rho_R} \frac{\partial h}{\partial X} + q \\
\frac{\partial S}{\partial t} \geq - \frac{1}{\rho_R} \frac{\partial}{\partial X} \left( \frac{h}{T} \right) + \frac{q}{T}
\]

where we have used the fact that \( \partial F/\partial t = \partial u/\partial X \). These are the material forms of the one-dimensional equations of conservation and irreversibility, in which the independent variables are understood to be \((X,t)\).

If on the other hand quantities undergo a jump discontinuity at a material particle \( X = \dot{Y}(t) \) within the segment \( X_B > Y > X_A \), then a different procedure must be followed. We note the following formulation of Leibnitz's rule: if \( J(X,t) \) and \( \partial J/\partial t \) are jointly continuous in \( X,t \) everywhere except at \( Y(t) \), then

\[
\frac{d}{dt} \int_{X_A}^{X_B} \psi(X,t) dX = \int_{X_A}^{X_B} \frac{\partial \psi}{\partial X} dX + \frac{dY}{dt} [\psi]
\]

where \( [\psi] \) is the jump in \( \psi \) across \( Y \), cf. (5.24). If Leibnitz's rule is used in the integral conservation laws (A46) and (A47) and equation of irreversibility (A48), and the limiting process \( X_B \rightarrow X_A \) is performed, then one obtains the jump relations

\[
\rho_R V[u] = [a] \\
\rho_R V[\frac{1}{2} u^2 + \sigma] = [au] + [h] \\
\rho_R V[S] \geq \left[ \frac{h}{T} \right]
\]

where \( V = d\dot{Y}(t)/dt \) is the intrinsic velocity of the discontinuity. It has been assumed that the external body force field \( b(X,t) \) and external heat source strength \( q(X,t) \) are continuous at \( Y \).

In order to compare these jump relations with those used in fluid mechanics, it is necessary to introduce the wave velocity \( U \). If the wave is located at the point \( x = \dot{Y}(t) \) at time \( t \), the wave velocity is given by \( U = d\dot{Y}(t)/dt \). We will assume that \( \dot{Y}(t) \) is smooth. Then,
if we approach the shock from the continuous region on the right, use of the chain rule at \( X = \dot{Y}(t) \) provides the relation

\[
U = \frac{d}{dt} X \left( \dot{Y}(t), t \right) = \left( \frac{\partial X}{\partial X} \right) \ddot{Y} \frac{d\dot{Y}}{dt} + \left( \frac{\partial X}{\partial t} \right)
\]

A similar relation is obtained on approaching the discontinuity from the left. Using (5.2) and (A43), we obtain

\[
U = \frac{\rho_R}{\rho^*} V + u^* = \frac{\rho_R}{\rho^*} V + u^{-}
\]  \hspace{1cm} (A56)

or rearranging

\[
V = \frac{\rho^*}{\rho_R} (U - u^*) = \frac{\rho^*}{\rho_R} (U - u^{-})
\]  \hspace{1cm} (A57)

When these relations are introduced into (A53) through (A55) the jump relations used, for example, by Serrin (1959) are obtained in the special case when the material is a non-conductor \((h = 0)\).

We now consider plane transverse motion represented by the deformation field

\[
x_1 = X_1 \quad x_2 = X_2 + \hat{\eta}(X_1, t) \quad x_3 = X_3
\]  \hspace{1cm} (A58)

The corresponding deformation gradient \( F \) is given by

\[
F = \begin{bmatrix}
1 & 0 & 0 \\
F_{21} & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]  \hspace{1cm} (A59)

where \( F_{21} = \frac{\partial \hat{\eta}}{\partial X_1} \). By (5.3) and (5.4)

\[
\det F = 1 = \frac{\rho_R}{\rho}
\]  \hspace{1cm} (A60)

Consequently a plane transverse motion involves no volume change. In this case it is convenient to define the engineering shear strain \( \gamma \) by

\[
\gamma = -F_{21}
\]  \hspace{1cm} (A61)

If we now denote by unsubscripted variables the appropriate transverse components of vector quantities \( u = u_2 \) and \( b = b_2 \) and the appropriate shear components of tensor quantities \( F = F_{21} \),
\( a = a_{2,1} \), then the one-dimensional forms of the equations of momentum and energy conservation, and of irreversibility (A33), (A34) and (A35) again take on precisely the same forms as before, i.e., (A46), (A47) and (A48). Note however that the longitudinal component of heat flux is required \( h = h_{1} \).

If all quantities are continuous, then local forms identical to (A49), (A50) and (A51) are obtained. Consequently the results arising from these equations will apply equally well to a one-dimensional transverse motion. We will not consider first-order shear discontinuities, which correspond to slip streams or vortex sheets. Consequently equations corresponding to (A53), (A54) or (A55) for plane transverse motions will not be required.

**Appendix 4**

**Linearization of the Equation of Motion**

We will consider in this appendix infinitesimal displacements from a configuration which has been obtained from a homogeneous natural state by an arbitrarily large static initial deformation. In Section 4.2 we have developed the constitutive equations applicable to this case, using the initially deformed state as reference configuration. Here we wish to express these same equations using the natural state as reference.

In order to avoid confusion, we will henceforth denote the positions of material particles in the initially deformed state by \( X_{R} \), and add a subscript \( R \) to all quantities in which this initially deformed configuration is used as reference (Figure 5.9). We will

\[ X \rightarrow X_{N} \]

![Figure 5.9: Initially Deformed Reference Configuration.](image)

denote the positions of material particles in the natural state by \( X_{N} \), and add the subscript \( N \) to all quantities using this state as
reference. The gradient of the initial deformation from $X_N$ to $X_R$ we will denote by $F_0$. The equations (A20) and (A21) allow us to introduce the change of reference configuration into the constitutive equation.

Since the displacement $d = X - X_R$ of the current configuration from the initially deformed state $X_R$ is infinitesimal, we can introduce some simplifications. From (5.77) we see that Green's strain referred to the initially deformed configuration is

$$E_R = \varepsilon + 0(\varepsilon^2)$$  \hspace{1cm} (A62)

Green's strain referred to the natural state is then, from (A18)

$$E_N = E_0 + F_0^T \varepsilon F_0 + 0(\varepsilon^2)$$  \hspace{1cm} (A63)

where $E_0$ is Green's strain associated with the gradient of the initial deformation $F_0$.

We denote Piola's stress, referred to the natural state, by $F_N$. The constitutive equation governing material response (5.66) can be expressed with the natural state as reference

$$\Sigma_N = \Sigma_N(E_N)$$  \hspace{1cm} (A64)

Since $E_N$ is given by (A63), and $\varepsilon$ is of $O(\varepsilon)$, we can expand (A64) in a Taylor series about the initially deformed state

$$\Sigma_N = \Sigma_0 + C_0 \left( F_0^T \varepsilon_0 F_0 \right) + 0(\varepsilon^2)$$  \hspace{1cm} (A65)

where $\Sigma_0 = \Sigma_N(E_0)$ is the stress and $C_0 = C(E_0)$ is the elasticity, both referred to the natural state but evaluated in the initially deformed state.

The Cauchy stress is related to Piola's stress by (5.13). The Cauchy stress in the initially deformed state is

$$\sigma_0 = J_0^T F_0 \Sigma_0 F_0^T$$  \hspace{1cm} (A66)

where $J_0 = \det F_0 = \rho_N / \rho_0$. Here $\rho_N$ is the density in the natural state, $\rho_0$ is the density of the initially deformed state. The Cauchy stress in the present configuration is

$$\sigma = J_N^T F_N \Sigma_N F_N^T$$  \hspace{1cm} (A67)

where $J_N = \det F_N = \rho_N / \rho$. Using (A17) and (5.75) this may be
written as

\[ g = J_N^1 (1 - H) F_0 \sum \mathcal{E}_0 F_0^T (1 - H^T) \]  \hspace{1cm} (A68)

Inserting (A65) this becomes

\[ g = \frac{\rho}{\rho_N} (1 - H) F_0 \sum \mathcal{E}_0 F_0^T (1 - H^T) \]

\[ + \frac{\rho}{\rho_N} (1 - H) F_0 \sum \mathcal{E}_0 \left( E_0^T \varepsilon \mathcal{E}_0 \right) F_0^T (1 - H^T) + 0(\varepsilon^2) \]  \hspace{1cm} (A69)

In order to reduce this expression, we first observe that

\[ J_N^1 = \frac{\rho}{\rho_N} = \frac{\rho}{\rho_0 \rho_N} = J^1 J_0^1 = (1 + \varepsilon) J_0^1 + 0(\varepsilon^2) \]

where (5.77) has been used. Noting that \( H \) and \( e \) are of \( 0(\varepsilon) \), and using (A66), we find that (A69) becomes

\[ g = g_e + J_0^1 F_0 \sum \mathcal{E}_0 \left( E_0^T \varepsilon \mathcal{E}_0 \right) F_0^T + 0(\varepsilon^2) \]  \hspace{1cm} (A70a)

where we have defined \( g_e \) by

\[ g_e = \alpha_0 + \alpha_0 (\text{tr}\varepsilon) - H \alpha_0 - 2\varepsilon H^T \]  \hspace{1cm} (A70b)

This is the required linearized constitutive equation governing infinitesimal displacements from an initially deformed configuration, using the natural state as reference. We may compare (A70) with (5.78). The latter is the constitutive equation governing infinitesimal displacements from the initially deformed configuration, but using the initially deformed configuration as reference. We conclude that the elasticities \( \mathcal{C}_0 \) and \( \mathcal{C}_R \) are related by

\[ C_{ijk}^R = J_0^1 F_0^m F_{mn} F_0^o F_0^o \mathcal{C}_{mn}^R \]  \hspace{1cm} (A71)

We now turn to the problem of linearizing the equation expressing conservation of momentum (A37). Written in component form in the absence of body forces, (A37) is

\[ \rho \ddot{x}_i = \frac{\delta a_{ij}}{\delta x_j} \]  \hspace{1cm} (A72)
For infinitesimal displacements \( d = \mathbf{x} - \mathbf{X}_R \) from the initially deformed configuration \( \mathbf{X}_R \),

\[
\varepsilon_{ij} = \frac{\partial \sigma_{ij}}{\partial \mathbf{x}_j} \frac{\partial \mathbf{X}_R^m}{\partial \mathbf{x}_i} = (\delta_{mj} + H_{mj}) \frac{\partial \sigma_{ij}}{\partial \mathbf{X}_R^m} + o(\varepsilon^2) \tag{A73}
\]

where we have used (5.75). From (5.77)

\[
\rho = \rho_0 (1 + \text{tr} \varepsilon) + o(\varepsilon^2) \tag{A74}
\]

Furthermore, differentiating (5.73)

\[
\dot{x}_i = d_i \tag{A75}
\]

Combining (A72) through (A75), we obtain the linearized momentum equation appropriate for infinitesimal displacements from the initially deformed state

\[
\rho_0 \ddot{d}_i = - \frac{\partial \sigma_{ij}}{\partial \mathbf{x}_j} + (\text{tr} \varepsilon) \frac{\partial \sigma_{ij}}{\partial \mathbf{x}_j} - H_{mj} \frac{\partial \sigma_{ij}}{\partial \mathbf{X}_R^m} + o(\varepsilon^2) \tag{A76}
\]

In order to obtain a single equation of motion for the case under consideration, we can combine the linearized constitutive equation (A70) and the linearized momentum equation (A76). Expanding the latter into component form, using (A71) and differentiating the result, we obtain

\[
\frac{\partial \sigma_{ij}}{\partial \mathbf{x}_j} = \frac{\partial \sigma_{ij}}{\partial \mathbf{X}_R^p} + C_{ijpq} \frac{\partial \epsilon_{pq}}{\partial \mathbf{X}_R^p} + o(\varepsilon^2) \tag{A77a}
\]

where

\[
\frac{\partial \sigma_{ij}}{\partial \mathbf{X}_R^p} = \delta_{ij} \frac{\partial \sigma_{pq}}{\partial \mathbf{x}_q} - \delta_{pq} \frac{\partial H_{jm}}{\partial \mathbf{X}_R^m} - \delta_{pq} \frac{\partial H_{jm}}{\partial \mathbf{X}_R^m} \tag{A77b}
\]

We first note that each term in (A77) is of \( o(\varepsilon) \). When (A77) is inserted into (A76), we will therefore expect to obtain first order terms only from the first term on the right of (A76). Next, we note that, from (5.74) and (5.76)

\[
\frac{\partial H_{jm}}{\partial \mathbf{X}_R^m} = - \frac{\partial^2 d_i}{\partial \mathbf{x}_j \partial \mathbf{x}_i} \tag{A78a}
\]

\[
\frac{\partial \epsilon_{pq}}{\partial \mathbf{X}_R^p} = - \frac{1}{2} \left( \frac{\partial^2 d_i}{\partial \mathbf{x}_j \partial \mathbf{x}_i} + \frac{\partial^2 d_i}{\partial \mathbf{x}_j \partial \mathbf{x}_i} \right) \tag{A78b}
\]

We insert (A78) into (A77) and contract to obtain

\[
\frac{\partial \sigma_{ij}}{\partial \mathbf{x}_j} = - B_{ijk} \frac{\partial^2 d_i}{\partial \mathbf{x}_k \partial \mathbf{x}_i} + o(\varepsilon^2) \tag{A79a}
\]
where we have defined

\[ B_{jk} = C_{jk} - \delta_{ik} \phi_j^0 \]  

(A79b)

and the symmetries of \( g_0 \) and \( C_0 \) have been used. This result may now be inserted into (A76) to obtain the final linearized equation governing the motion

\[ \rho_0 \dot{d}_i = B_{jk} \frac{\partial^2 \phi_k}{\partial x^i \partial x^j} + O(\varepsilon^2) \]  

(A80a)

Using (A71) \( \mathcal{B} \) can be expressed as

\[ B_{jk} = J \begin{pmatrix} F_m^1 \bar{n} \bar{F}_t^1 \bar{F}_r^1 \bar{F}_s^0 \bar{C}_{nnrs}^0 & - \delta_{ik} \phi_j^0 \end{pmatrix} \]  

(A80b)

Appendix 5

Reduction for Irreversibility

The reduced entropy inequality has been given in (5.115) as

\[ \rho (\dot{A} + ST) + g \cdot L + \frac{1}{T} \dot{h} \cdot \bar{g} \leq 0 \]  

(A81)

Now, we have assumed in (5.113) that the free energy \( A = A(\bar{E}, T, \bar{g}) \). Consequently, differentiating

\[ \dot{A} = \frac{\partial A}{\partial \bar{E}} \cdot \dot{\bar{E}} + \frac{\partial A}{\partial T} \dot{T} + \frac{\partial A}{\partial \bar{g}} \cdot \dot{\bar{g}} \]  

(A82)

This result may be inserted into (A81) in order to obtain the inequality

\[ \rho \frac{\partial \dot{A}}{\partial \bar{g}} \cdot \dot{\bar{g}} + \rho \left( \frac{\partial \dot{A}}{\partial T} + \dot{\bar{S}} \right) \dot{T} + \dot{\bar{g}} \cdot (\dot{\bar{F}} F^{-1}) \]

\[ + \rho \frac{\partial A}{\partial \bar{F}} \dot{\bar{F}} + \frac{1}{T} \dot{h} \cdot \bar{g} \leq 0 \]  

(A83)

where (A40) has been used to eliminate \( L \) from the third term.

The inequality (A83) is to hold for all motions. It is always possible to find functions \( \chi \) and \( \tau \) in (5.1) and (5.15) such that their derivatives \( \bar{E}, \dot{\bar{E}}, \dot{T}, \bar{T}, \bar{g}, \dot{\bar{g}} \) have arbitrary values. Then values of \( \dot{\bar{g}}, \dot{\bar{S}}, \dot{\bar{h}}, \dot{A} \) and the derivatives of \( A \) are determined by the constitutive equations (5.112). Now \( \dot{\bar{g}} \) appears only in the first term of (A83). The remaining terms may be given arbitrary values by suitable
choices of \( F, \dot{F}, \dot{T}, \dot{\dot{T}}, \) and \( g \) which we will consider for the moment to be fixed. Then for the inequality to hold for all \( \dot{g} \) it is clear that

\[
\frac{\partial \dot{A}}{\partial \dot{g}} = 0
\]  

(A84)

since \( \rho > 0 \) by continuity. Thus, the free energy function must be independent of \( \dot{g} \), i.e.

\[
A = \dot{A}(F, T)
\]  

(A85)

Continuing in the same way to the second term, it is evident by a similar argument that

\[
S = -\frac{\partial \dot{A}}{\partial T} = S(F, T)
\]  

(A86)

if the inequality is to be satisfied. Using (A84) and (A86) in (A83), the inequality now reduces, after some rearrangement, to

\[
\left[ \theta(F^{-1})^T + \rho \frac{\partial \dot{A}}{\partial F} \right] \cdot \dot{F} + \frac{1}{T} \dot{\dot{h}} \cdot \dot{g} \leq 0
\]  

(A87)

where the commutation properties of the scalar product of tensors have been exercised. Clearly this is satisfied for all \( \dot{F} \) only if

\[
\theta(F^{-1})^T = -\rho \frac{\partial \dot{A}}{\partial F}
\]  

or, on rearranging

\[
\theta = -\rho \frac{\partial \dot{A}}{\partial F} F^T = \dot{\theta}(F, T)
\]  

(A88)

With (A88), the entropy inequality (A87) reduces to

\[
\delta = -\frac{1}{T} \dot{\dot{h}} \cdot \dot{g} \geq 0
\]  

(A89)

where \( \delta \) defined by (A89) is termed the internal dissipation. These results are collected in equations (5.116) and (5.117).

We will now consider the case considered in Section 6. There we have assumed that the free energy \( A = \dot{A}(\xi, \dot{\xi}, T, g) \). Consequently, differentiating, we now get

\[
\dot{A} = \frac{\partial \dot{A}}{\partial \xi} \cdot \dot{\xi} + \frac{\partial \dot{A}}{\partial \dot{\xi}} \cdot \ddot{\xi} + \frac{\partial \dot{A}}{\partial T} \cdot \dot{T} + \frac{\partial \dot{A}}{\partial g} \cdot \dot{g}
\]  

(A90)
If this result is introduced into the reduced entropy inequality (A81), we obtain
\[ \rho \frac{\partial A}{\partial F} \cdot \dot{g} + \rho \frac{\partial A}{\partial \hat{F}} \cdot \dot{\hat{F}} + \rho \left( \frac{\partial A}{\partial T} + S \right) \cdot \dot{T} + \dot{g} \cdot (\hat{F} \hat{F}^{-1}) + \rho \frac{\partial A}{\partial \hat{F}} \cdot \dot{\hat{F}} + \frac{1}{T} \dot{\hat{h}} \cdot \hat{g} \leq 0 \] (A91)

Now, by arguments identical to those used previously, it is obvious that consideration of the first term leads to the result (A84) Similarly consideration of the second term leads to
\[ \frac{\partial A}{\partial \hat{F}} = 0 \] (A92)

We can therefore conclude that \( \dot{A} \) must be independent of \( \hat{F} \) and \( g \), i.e., (A85) holds. Consideration of the third term of (A91) then leads directly to the result (A86).

Using the results obtained so far, we again find that the entropy inequality reduces to the form (A87). We cannot proceed now as easily as we did before, since the stress is a function of \( \hat{F} \), that is \( g = \hat{q}(\hat{F}, \hat{F}, T, g) \). Consequently, if we fix \( \hat{F}, T, \) and \( g \), but allow \( \hat{F} \) to vary, then \( g \) will also vary, and our previous arguments fail.

In order to proceed, we now note that if (A87) is to be true for all values of \( \hat{F} \) and \( g \), then it must be true also for \( \hat{F} \) replaced by \( a \hat{F} \), and \( g \) replaced by \( \beta g \), where \( a \) and \( \beta \) are arbitrary scalars. Therefore (A87) can be written
\[ \alpha \left( \hat{q}(\hat{F}^{-1}) + \rho \frac{\partial A}{\partial \hat{F}} \right) \cdot \hat{F} + \beta \frac{1}{T} \hat{h} \cdot \hat{g} \leq 0 \] (A93)

where \( \hat{q} \) and \( \hat{h} \) are functions of \( (\hat{F}, \alpha \hat{F}, T, \beta g) \).

We now hold \( \hat{F}, \hat{F}, T \) and \( g \) fixed, but vary \( \alpha \) and \( \beta \). It is clear that the left-hand side of (A93), viewed as a function of \( \alpha \) and \( \beta \) has a maximum at \( \alpha = 0, \beta = 0 \), since it is negative for all other values of \( \alpha \) and \( \beta \). Consequently, if we differentiate the left-hand side with respect to \( \alpha \), and evaluate the result at \( \alpha = 0, \beta = 0 \), we obtain
\[ \left[ \hat{q}(\hat{F}^{-1}) + \rho \frac{\partial A}{\partial \hat{F}} \right] \cdot \dot{\hat{F}} = 0 \] (A94)

where \( \hat{q}(\hat{F}, Q, T, Q) \). Since this must be true for all \( \hat{F} \), we conclude as in (A88) that
\[ \hat{q}(\hat{F}, Q, T, Q) = -\rho \frac{\partial A}{\partial \hat{F}} \hat{F} \] (A95)
We are therefore led to introduce a stress $\sigma_e$ defined by

$$g_e = \hat{\sigma}_e(F, T) = \hat{\sigma}(E, Q, T, Q)$$  \hspace{1cm} (A96)

which is termed the equilibrium stress, and an extra stress $\sigma_v$ defined by

$$g_v = \hat{\sigma}_v(F, \hat{F}, T, g) = \hat{\sigma}(F, \hat{F}, T, g) - \hat{\sigma}_e(F, T)$$  \hspace{1cm} (A97)

From its definition it is evident that $g_v$ vanishes when $\hat{F} = Q, g = Q$, i.e.,

$$g_v(F, Q, T, Q) = 0$$  \hspace{1cm} (A98)

We now return to differentiate (A93) with respect to $\beta$ and evaluate the result at $\alpha = 0, \beta = 0$, whence we obtain

$$\frac{1}{T} \hat{h}(F, Q, T, Q) \cdot g = 0$$  \hspace{1cm} (A99)

This must be true for all $g$. Since $T > 0$ we conclude that

$$\hat{h}(F, Q, T, Q) = 0$$  \hspace{1cm} (A100)

Using (A94) through (A99), the entropy inequality (A93) reduces to

$$\delta = - \hat{\sigma}_v \cdot L - \frac{1}{T} \hat{h} \cdot g \geq 0$$  \hspace{1cm} (A101)

where $\delta$ is again termed the internal dissipation. The above results are collected in equations (5.156) through (5.160).

Appendix 6

Equilibrium Thermodynamic Relationships

In this appendix, we will consider the properties of the equilibrium equation of state (5.123)

$$A = \tilde{A}(E, T)$$  \hspace{1cm} (A102a)

$$\Sigma = \tilde{\Sigma}(E, T) = \rho_n \frac{\partial \tilde{A}}{\partial E}$$  \hspace{1cm} (A102b)
It has already been implicitly assumed that (A102) has certain smoothness and invertibility properties. Such properties imply certain relationships among the alternate forms of the equation of state and their derivatives. It is these relationships which will be explored here.

The development for the special case of a thermoelastic fluid is given in numerous classical thermodynamic texts. The one most closely paralleling our development is that of Callen (1963). Truesdell and Toupin (1960) have given a very general treatment in tensor form. We will specialize their treatment to thermoelastic solids.

We will first make a general smoothness assumption on the equation of state. Specifically, we will assume that $\tilde{A}$ in (A102a) is continuous and possesses continuous derivatives through second order. This smoothness assumption is sufficient to ensure the commutation of mixed second partial derivatives of $\tilde{A}$

$$\frac{\partial^2 \tilde{A}}{\partial E \partial T} = - \frac{\partial \tilde{S}}{\partial E} = \frac{1}{\rho R} \frac{\partial \tilde{\Sigma}}{\partial T} = \frac{\partial^2 \tilde{A}}{\partial T \partial E}$$

where we have used (A102b) and (A102c). Since second derivatives are used frequently in applications, they are assigned names and symbols. In indicial notation

$$\frac{\partial^2 \tilde{A}}{\partial T^2} = - \frac{\partial \tilde{S}}{\partial T} = - \frac{\Sigma(E)}{T} \quad (A103a)$$

$$\frac{\partial^2 \tilde{A}}{\partial T \partial E_{ij}} = - \frac{\partial \tilde{S}}{\partial E_{ij}} = \frac{1}{\rho R} \frac{\partial \Sigma_{ij}}{\partial T} = \frac{1}{\rho R} \Sigma_{ij} \quad (A103b)$$

$$\frac{\partial^2 \tilde{A}}{\partial E_{ij} \partial E_{kl}} = \frac{1}{\rho R} \frac{\partial \Sigma_{ij}}{\partial E_{kl}} = \frac{1}{\rho R} \Sigma_{ijkl} \quad (A103c)$$

The quantities $\Sigma(E), \Sigma_T$ and $\Sigma_T$ defined by (A103) are termed the specific heat at constant strain, the stress-temperature tensor, and the isothermal elasticity, respectively.

Before proceeding, we note that the stress $\Sigma$ and strain $E$ are symmetric second-order tensors which have, in general, six independent components. Instead of representing their components by $3 \times 3$ matrices $\Sigma_{ij}, E_{ij}$ ($i,j = 1,2,3$) we may represent them as 6 dimensional vectors $\Sigma_{\alpha}, E_{\beta}$ ($\alpha, \beta = 1,2,..6$). This notation, termed Voigt notation, has the advantage that quantities such as $C_{ijk}^{ij}$ may have their components represented as $6 \times 6$ matrices $C_{ij}^{i\mu \nu}$. Thus, ordinary matrix representations may be extended to the
manipulation of fourth-order tensors. By the use of Voigt notation, (A103) may be written as

\[
\frac{\partial^2 \tilde{\mathcal{F}}}{\partial T^2} = -\frac{\partial \tilde{\mathcal{S}}}{\partial T} = -\frac{\mathcal{K}_E}{T} \quad \text{(A104a)}
\]

\[
\frac{\partial^2 \mathcal{A}}{\partial T \partial E_\alpha} = -\frac{\partial \tilde{\mathcal{S}}}{\partial E_\alpha} = \frac{1}{\rho_R} \frac{\partial \tilde{\mathcal{S}}_\alpha}{\partial T} = \frac{1}{\rho_R} \delta^T_\alpha \quad \text{(A104b)}
\]

\[
\frac{\partial^2 \mathcal{A}}{\partial E_\alpha \partial E_\beta} = \frac{1}{\rho_R} \frac{\partial \tilde{\mathcal{S}}_\alpha}{\partial E_\beta} = \frac{1}{\rho_R} C^T_{\alpha \beta} \quad \text{(A104c)}
\]

We recall the relation between the Helmholtz free energy \( A \) and specific internal energy \( \mathcal{E} \) given in (5.21)

\[
\mathcal{E} = A + ST \quad \text{(A105a)}
\]

Now, if (A102c) may be inverted in \( T \) to provide a relation \( T = \mathcal{T}(E, S) \), then (A105a) may be written as

\[
\mathcal{E} = \tilde{A}(E, \mathcal{T}(E, S)) + ST(E, S) \quad \text{(A105b)}
\]

we may thus deduce the existence of an alternate form of the equation of state

\[
\mathcal{E} = \mathcal{E}(E, S) \quad \text{(A106a)}
\]

The first partial derivatives of \( \mathcal{E} \) may be related to those of \( \tilde{A} \) by differentiating (A105b) with the aid of the chain rule

\[
\frac{\partial \hat{\mathcal{E}}}{\partial E} = \frac{\partial \hat{\mathcal{A}}}{\partial E} + \frac{\partial \hat{\mathcal{A}}}{\partial T} \frac{\partial \mathcal{T}}{\partial E} + S \frac{\partial \mathcal{T}}{\partial E} \quad \text{(A106b)}
\]

\[
\frac{\partial \hat{\mathcal{E}}}{\partial S} = \frac{\partial \hat{\mathcal{A}}}{\partial T} + \frac{\partial \mathcal{T}}{\partial S} + \mathcal{T} \quad \text{(A106c)}
\]

Use of (A102b) and (A102c) provides the results

\[
\mathcal{E} = \mathcal{E}(E, S) = \rho_R \frac{\partial \hat{\mathcal{E}}}{\partial E} \quad \text{(A106b)}
\]

\[
T = \mathcal{T}(E, S) = \frac{\partial \hat{\mathcal{E}}}{\partial S} \quad \text{(A106c)}
\]

The necessary and sufficient condition for inversion of (A102c) is that

\[
\left( \frac{\partial^2 \mathcal{A}}{\partial T^2} \right) \neq 0 \quad \text{or} \quad \delta_{\mathcal{V}} \neq 0 \quad \text{(A107)}
\]
the second result following from (A104a) and the fact $T$ has been defined to be positive.

Second partial derivatives of $\tilde{\varepsilon}$ may be connected to those of $\tilde{A}$ by differentiating (A102b) and (A102c) with respect to $S$ and $E$ with the aid of the chain rule. In Voigt notation

$$
\frac{\partial \Sigma_{\alpha}}{\partial S} = \rho R \frac{\partial^2 \tilde{A}}{\partial E_{\alpha} \partial E_{\beta}} \frac{\partial E_{\beta}}{\partial S} + \rho R \frac{\partial^2 \tilde{A}}{\partial T \partial E_{\alpha} \partial S}
$$

$$
\frac{\partial \Sigma_{\alpha}}{\partial E_{\beta}} = \rho R \frac{\partial^2 \tilde{A}}{\partial E_{\alpha} \partial E_{\beta}} + \rho R \frac{\partial^2 \tilde{A}}{\partial T \partial E_{\alpha} \partial E_{\beta}}
$$

$$
1 = - \frac{\partial^2 \tilde{A}}{\partial T^2} \frac{\partial \tilde{T}}{\partial S}
$$

$$
0 = - \frac{\partial^2 \tilde{A}}{\partial E_{\alpha} \partial T} - \frac{\partial^2 \tilde{A}}{\partial T^2} \frac{\partial \tilde{T}}{\partial E_{\alpha}}
$$

If we now use (A106b) and (A106c) we obtain

$$
\left( \frac{\partial^2 \tilde{\varepsilon}}{\partial S^2} \right) \left( \frac{\partial^2 \tilde{A}}{\partial T^2} \right) = - 1 \quad \text{(A108a)}
$$

$$
\left( \frac{\partial^2 \tilde{\varepsilon}}{\partial E_{\alpha} \partial S} \right) \left( \frac{\partial^2 \tilde{A}}{\partial T^2} \right) = - \frac{\partial^2 \tilde{A}}{\partial E_{\alpha} \partial T} \quad \text{(A108b)}
$$

$$
\left( \frac{\partial^2 \tilde{\varepsilon}}{\partial E_{\alpha} \partial E_{\beta} \partial \partial T^3} \right) = \left( \frac{\partial^2 \tilde{A}}{\partial E_{\alpha} \partial E_{\beta}} \right) \left( \frac{\partial^2 \tilde{A}}{\partial T^2} \right) - \left( \frac{\partial^2 \tilde{A}}{\partial E_{\alpha} \partial T} \right) \left( \frac{\partial^2 \tilde{A}}{\partial E_{\beta} \partial T^2} \right) \quad \text{(A108c)}
$$

We see that, since we have assumed that first and second partial derivatives of $\tilde{A}$ are continuous, so are those of $\tilde{\varepsilon}$ and the mixed second partial derivatives of $\tilde{\varepsilon}$ commute. Using this fact and (A106), we may write the second partial derivatives of $\tilde{\varepsilon}$ as

$$
\frac{\partial^2 \tilde{\varepsilon}}{\partial S^2} = \frac{\partial \tilde{T}}{\partial S} = \frac{T}{\delta E_{S}} \quad \text{(A109a)}
$$

$$
\frac{\partial^2 \tilde{\varepsilon}}{\partial S \partial E_{\alpha}} = \frac{\partial \tilde{T}}{\partial E_{\alpha}} = \frac{1}{\rho R} \frac{\partial \dot{E}_{\alpha}}{\partial S} = \frac{1}{\rho R} \delta_{\alpha} \quad \text{(A109b)}
$$

$$
\frac{\partial^2 \tilde{\varepsilon}}{\partial E_{\alpha} \partial E_{\beta}} = \frac{1}{\rho R \delta E_{\beta}} = \frac{1}{\rho R} C_{\alpha \beta} \quad \text{(A109c)}
$$

where $\dot{E}_{S}$ and $C_{\delta}$, defined by (A109b) and (A109c) are termed the stress-entropy tensor and isentropic elasticity, respectively. The
result in (A109a) follows directly from (A104a) and (A108a). Inserting the notation for the second partial derivatives of $\phi$ and $\phi^T$ as defined in (A104) and (A109) into the second two equations in (A108), we obtain

$$\phi^T = \frac{N}{T} \phi_a$$  \hspace{1cm} (A110a)

$$C_{a\beta}^S - C_{a\beta}^{T} = \frac{T}{\rho R T} \phi^T_\alpha \phi^T_\beta$$  \hspace{1cm} (A110b)

The transformation from $\tilde{A}$ to $\tilde{\phi}$ may be viewed as a transformation of independent variables from $(E, T)$ to $(\tilde{E}, \partial \tilde{A} / \partial T)$. Such a transformation is known as a Legendre transformation. The transformation is involutary, since a similar series of steps performed on $\tilde{E}(E, S)$ leads directly again to $\tilde{A}(E, \partial \tilde{A} / \partial S)$.

The possibility immediately suggests itself of performing a transformation to the independent variables $(\partial \tilde{A} / \partial \tilde{E}, T)$. This may be accomplished by defining a quantity

$$G = A - \frac{1}{\rho R} \tilde{\phi} \cdot \tilde{E}$$  \hspace{1cm} (A111a)

termed Gibbs’ free enthalpy. Now, if (A102b) is invertible in $\tilde{E}$ to provide a relation $\tilde{E} = \tilde{E}(\tilde{\Sigma}, T)$, then (A111a) becomes

$$G = \tilde{A}(\tilde{E}(\tilde{\Sigma}, T), T) - \frac{1}{\rho R} \tilde{\phi} \cdot \tilde{E}(\tilde{\Sigma}, T)$$  \hspace{1cm} (A111b)

Consequently, we deduce the existence of an alternate form of the equation of state

$$G = \tilde{G}(\tilde{\Sigma}, T)$$  \hspace{1cm} (A112a)

$$\tilde{E} = \tilde{E}(\tilde{\Sigma}, T) = - \rho R \frac{\partial \tilde{G}}{\partial \tilde{\Sigma}}$$  \hspace{1cm} (A112b)

$$\tilde{S} = \tilde{S}(\tilde{\Sigma}, T) = - \frac{\partial \tilde{G}}{\partial T}$$  \hspace{1cm} (A112c)

the last two relations following on differentiation of (A111b). The necessary and sufficient condition for inversion of (A102b) is

$$\left| \frac{\partial^2 \tilde{A}}{\partial \tilde{E}_a \partial \tilde{E}_\beta} \right| \neq 0 \quad \text{or} \quad \det \left| C_{a\beta}^{T} \right| \neq 0$$  \hspace{1cm} (A113)

where we have used (A104c) and the fact that $\rho > 0$.

The smoothness properties of $\tilde{A}$ are again transferred to $\tilde{G}$ so that the mixed second partial derivatives of $\tilde{G}$ commute. Using this
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fact and (A112), the second partial derivatives of \( \tilde{G} \) may be written

\[
\frac{\partial^2 \tilde{G}}{\partial T^2} = -\frac{\partial S}{\partial \tilde{T}} = -\frac{\kappa_o}{T} \tag{A114a}
\]

\[
\frac{\partial^2 \tilde{G}}{\partial \Sigma_{\alpha} \partial \Sigma_{\beta}} = -\frac{\partial S}{\partial \Sigma_{\beta}} = -\frac{1}{\rho R} \frac{\partial \tilde{E}_1}{\partial \tilde{T}} = \frac{1}{\rho R} \kappa_{\alpha \beta} \tag{A114b}
\]

\[
\frac{\partial^2 \tilde{G}}{\partial \Sigma_{\alpha} \partial \Sigma_{\beta}} = -\frac{1}{\rho R} \frac{\partial \tilde{E}_\alpha}{\partial \Sigma_{\beta}} = -\frac{1}{\rho R} K_{\alpha \beta} \tag{A114c}
\]

where \( \kappa_o, \, \kappa, \) and \( K^T \) defined by (A114) are termed the specific heat at constant stress, the thermal expansion, and the isothermal compliance respectively.

The second derivatives of \( G \) may be related to those of \( \tilde{A} \) by precisely the same steps that led to (A108). If the notation introduced in (A104) and (A114) is used in the results, then we obtain the relations

\[
K_{\alpha \gamma}^T C_{\gamma \mu}^T = \delta_{\alpha \beta} \tag{A115a}
\]

\[
C_{\alpha \beta}^T \sigma_\beta = \phi_\alpha \tag{A115b}
\]

\[
\kappa_o - \kappa_K = \frac{T}{\rho R} K_{\alpha \beta}^T \phi_\alpha \phi_\beta \tag{A115c}
\]

Finally, one might transform (A102) to the independent variables \( \partial \tilde{A} / \partial E, \partial \tilde{A} / \partial T \). We may use the previous formalism to accomplish this by defining a quantity

\[
H = G + ST \tag{A116}
\]

termed the enthalpy. If (A112c) is invertible in \( T \), then there exists a function \( T = \tilde{T}(\Sigma, S) \). When this is inserted into (A116) we see that there exists an alternate equation of state

\[
H = \tilde{H}(\Sigma, S) \tag{A117a}
\]

\[
\tilde{E} = \tilde{E}(\Sigma, S) = -\rho R \frac{\partial \tilde{H}}{\partial \Sigma} \tag{A117b}
\]

\[
T = \tilde{T}(\Sigma, S) = \frac{\partial \tilde{H}}{\partial S} \tag{A117c}
\]

The invertibility condition in this case is

\[
\left( \frac{\partial^2 \tilde{G}}{\partial T^2} \right) \neq 0 \quad \text{or} \quad \kappa_o \neq 0 \tag{A118}
\]
The second partial derivatives of $\tilde{H}$ are
\[
\frac{\partial^2 \tilde{H}}{\partial T^2} = \frac{\partial \tilde{T}}{\partial S} = -\frac{T}{N_0}
\]  
\[\text{ (A119a)}\]
\[
\frac{\partial^2 \tilde{H}}{\partial S \partial \Sigma_\alpha} = -\frac{1}{\rho R} \frac{\partial E_\alpha}{\partial S} = -\frac{1}{\rho R} \beta_\alpha
\]  
\[\text{ (A119b)}\]
\[
\frac{\partial^2 \tilde{H}}{\partial \Sigma_\alpha \partial \Sigma_\beta} = -\frac{1}{\rho R} \frac{\partial E_\alpha}{\partial \Sigma_\beta} = -\frac{1}{\rho R} K_{\alpha \beta}^S
\]  
\[\text{ (A119c)}\]
where $K_S$ is termed the isentropic compliance. The quantity $\beta$ has been introduced for convenience but is unnamed. If the second derivatives of $\tilde{H}$ are expressed in terms of those of $G$ as before, then we obtain the result in (A119a) and the additional two relations
\[
\alpha_\gamma = \frac{N_0}{T} \beta_\gamma
\]  
\[\text{ (A120a)}\]
\[
K_{\gamma \beta}^S = -\frac{T}{\rho R} N_0 \alpha_\beta \alpha_\gamma
\]  
\[\text{ (A120b)}\]
The equation of state form (A117) could just as easily have been obtained by starting with the definition
\[
\tilde{H} = \tilde{\eta} - \frac{1}{\rho R} \sum_\gamma E_\gamma
\]  
\[\text{ (A121)}\]
If (A106b) is invertible in $E$ so that $E = \tilde{E}(\Sigma, S)$, and this is used in (A121), then (A117) is obtained. The invertibility condition in this case is
\[
\left| \frac{\partial^2 \tilde{E}}{\partial E_\alpha \partial E_\beta} \right| \neq 0 \quad \text{or} \quad \det(C_{\alpha \beta}^S) \neq 0
\]  
\[\text{ (A122)}\]
The relations between the second derivatives of $\tilde{H}$ and $\tilde{E}$ are useful. Obtaining them as before, and using (A109) and (A119) we find that
\[
K_{\alpha \gamma}^S C_{\gamma \beta}^S = \delta_{\alpha \beta}
\]  
\[\text{ (A123a)}\]
\[
C_{\beta \gamma}^S \beta_\gamma = 0
\]  
\[\text{ (A123b)}\]
\[
\frac{1}{N_0} - \frac{1}{N_R} = -\frac{1}{\rho R T} K_{\alpha \beta}^S \phi_\alpha \phi_\beta
\]  
\[\text{ (A123c)}\]
The four alternate equation of state functions $\tilde{A}$, $\tilde{E}$, $\tilde{G}$ and $\tilde{H}$ are potential functions for the thermodynamic quantities $E$, $\sum$, $T$ and $S$. If any one of the potential functions is known, then all of the equation of state forms (A102), (A106), (A112) and (A117)
can be found by processes of differentiation and inversion.

Unfortunately, the thermodynamic potential functions are difficult to evaluate from experimental data. The equations (A102b) and (A112b) relate the measureable quantities stress, strain and temperature

\[ \xi = \tilde{\xi}(\xi, T) \quad \tilde{\xi} = \tilde{\xi}(\xi, T) \quad (A124) \]

They may be termed thermal equations of state. They may be evaluated, at least in principle, from static isothermal experiments. The equations (A106b) and (A117b) relate the stress, strain and entropy

\[ \xi = \tilde{\xi}(\xi, S) \quad \tilde{\xi} = \tilde{\xi}(\xi, S) \quad (A125) \]

They may be termed entropic equations of state. They may be evaluated, at least in principle, from dynamic isentropic experiments.

The thermal and entropic equations of state do not share the properties of the thermodynamic potential functions, in that all of the thermodynamic functions cannot be obtained from them by processes of inversion or differentiation. In fact, the thermodynamic potentials themselves may be found from them only by integration from suitable initial data. Additional information is usually needed to supply the initial data. These data may be sought in such other measureable quantities as specific heats.

A basic problem in thermodynamics is to deduce information about the potential functions, which is needed in the solution of boundary value problems, from measurable quantities. Of fundamental importance in this connection are the relations among second derivatives of the potential functions (A110), (A115), (A120) and (A123) which follow directly from our smoothness assumption. Any desired relation among thermodynamic derivatives introduced so far may be read off from this set of relations. To give an example we will deduce some well-known relations.

For example, we may use (A115a) and (A115b) in (A115c) to obtain

\[ \frac{S_a}{S_F} = 1 + \frac{T}{\rho R S_F} C'_{\gamma \delta \eta \theta \phi} \quad (A126a) \]

Performing a similar operation on (A110b) and multiplying the result by \( K_T \) we obtain
NONLINEAR CONSTITUTIVE EQUATIONS

\[ C_{i,j}^s K_{i,j}^T = \delta_{i,j} - \frac{T}{\rho R N_F} C_{i,j}^s \alpha_i \alpha_j \]  
(A126b)

If we take the determinant of this expression, we obtain

\[ \det(C_s) \det(K_T) = 1 + \frac{T}{\rho R N_F} C_{i,j}^s \alpha_i \alpha_j \]  
(A126c)

Comparing (A126a) and (A126c) we obtain the result

\[ \frac{S_s}{S_F} = \frac{\det(C_s)}{\det(C_T)} \]  
(A127)

The invertibility conditions necessary for the existence of the alternate equations of state are (A107), (A113), (A118) and (A122). We have already noted that the equation of state must be subject to some restrictions in connection with a discussion of wave propagation. In fact, if the material is in its natural state, then inequalities of the Coleman-Noll type (5.89) applied to the isothermal and isentropic elasticities would imply that, in Voigt notation, for any \( \dot{\mathbf{M}} \)

\[ C_{i,j}^s M_i M_j > 0 \quad C_{i,j}^s M_i M_j > 0 \]  
(A128a)

If \( \mathbf{C}_T \) and \( \mathbf{C}_S \) are positive-definite, their determinants are positive, and (A113) and (A122) are satisfied. If we are prepared to assume that the specific heats are positive

\[ S_F > 0 \quad S_s > 0 \]  
(A128b)

then (A107) and (A118) are satisfied.

Coleman and Greenberg (1967) and Coleman (1970) have obtained restrictions analogous to (A128) for the case of a simple fluid from arguments concerning the stability of equilibrium, thus establishing Gibbs's stability postulates in specific terms. Unfortunately, similar arguments are lacking for the case of a solid. When the material is subjected to an arbitrarily large deformation from the natural state, the generalized Coleman-Noll inequalities no longer imply (A128a) directly. The precise inequalities applicable to solid materials are not known at present. Truesdell and Toupin (1960) note that the restrictions (A128) may be too strong, in general, and term them conditions of superstability.

The equation of state forms discussed so far by no means exhaust the possibilities. Many other forms may be obtained by
processes of inversion and substitution of those already given. Forms which are particularly useful in the representation of shock wave data will be mentioned. Since \( T \neq 0 \) by definition, we see from (A106c) that (A106a) is invertible in \( S \), i.e., there exists a relation \( S = \hat{S}(E, \xi) \). If this is inserted into (A106b) and (A106c) we obtain

\[
\begin{align*}
\xi &= \hat{\xi}(E, \xi) \\
T &= \hat{T}(E, \xi)
\end{align*}
\] 

(A129a)

which may be termed energetic equations of state. The derivative

\[
\frac{\partial \hat{S}_{\alpha}}{\partial E} = \rho_R \Gamma_\alpha
\]

(A129b)

where \( \Gamma \) is termed the Grüneisen tensor, is of importance in fitting data. We may connect \( \Gamma \) with previously defined thermodynamic derivatives as follows. The chain rule of differentiation provides the sequence

\[
\frac{\partial \hat{S}_{\alpha}}{\partial T} = \frac{\partial \hat{S}_{\alpha}}{\partial \xi} \frac{\partial \xi}{\partial E} \frac{\partial E}{\partial S} \frac{\partial S}{\partial T}
\]

From (A104a), (A104b), (A106c) and (A129b), this becomes

\[
\phi^T_\alpha = \rho_R \Gamma_\alpha \hat{N}_E
\]

(A130a)

Using (A115b) this may be placed in a more useful form

\[
\Gamma_\alpha = \frac{C_{\alpha \beta} \rho_\alpha}{\rho_R \hat{N}_E}
\]

(A131b)

Another equation of state form is also useful in connection with shock wave data. We see that since \( T \neq 0 \), (A117c) implies that (A117a) is invertible in \( S \), i.e., there exists a relation \( S = \hat{S}(\xi, H) \). When this is inserted into (A117b) and (A117c) we obtain

\[
\begin{align*}
E &= \hat{E}(\xi, H) \\
T &= \hat{T}(\xi, H)
\end{align*}
\] 

(A131a)

which may be termed enthalpic equations of state. The derivative

\[
\frac{\partial \hat{E}_{\beta}}{\partial H} = \xi_{\beta}
\]

(A131b)

plays a role analogous to that of the Grüneisen tensor. By the chain rule

\[
\frac{\partial \hat{E}_{\beta}}{\partial T} = \frac{\partial \hat{E}_{\beta}}{\partial H} \frac{\partial H}{\partial S} \frac{\partial S}{\partial T}
\]
whence, by (A114a), (A114b), (A117c) and (A131b) we obtain
\[ \Xi_\beta = \frac{\alpha_\beta}{\Xi_\nu} \]

Note that we have made no assumptions regarding non-singularity of thermodynamic derivatives other than the invertibility conditions (A107), (A113), (A118) and (A122). An important special case arises when the thermal expansion vanishes.

\[ \alpha = 0 \quad (A132a) \]

From (A110), (A115), (A120), (A130) and (A132a) and the invertibility conditions we see that in this case
\[ \Phi_T = 0 \quad \Phi_T = 0 \quad \Phi = 0 \quad (A132b) \]

A material for which (A132) holds is termed piezotropic. From (A103a) and (A114b) we see that
\[ \frac{\partial \Xi}{\partial T} = 0 \quad \frac{\partial \Xi}{\partial T} = 0 \quad (A133a) \]

so that (A102b) and (A112b) reduce to
\[ \Xi = \Xi(E) \quad E = \Xi(E) \quad (A133b) \]

In a piezotropic material there exists a unique invertible stress-strain relation. From (A103b) and (A109b)
\[ \frac{\partial S}{\partial E} = 0 \quad \frac{\partial T}{\partial E} = 0 \quad (A134a) \]

so that (A102b) and (A112b) reduce to
\[ S = S(T) \quad T = T(S) \quad (A134b) \]

In a piezotropic material there exists a unique entropy-temperature relation. From (A106) it follows that
\[ \xi = \xi_E(E) + \xi_T(S) \quad (A135a) \]

where
In a piezotropic material, the internal energy may be split into a thermal portion $E_T$ and a substantial portion of $E$. Thermal and mechanical processes are completely decoupled in a piezotropic material, since changes in temperature and entropy cannot affect the stress, while changes in the stress and strain cannot affect the entropy.

Finally, we will specialize some of the equations of this appendix to forms suitable for one-dimensional motion. We will consider only a pure longitudinal motion described by (A41). Note that such motions are not possible in general in aeolotropic materials, but may occur only in certain directions of material symmetry.

From the definition of Green’s strain (5.12), Piola’s stress (5.13) and the deformation gradient appropriate to pure longitudinal motion (A42) we see that the normal physical components of stress and strain in the direction of motion are

$$\Sigma_{11} = \frac{1}{2} (1 - F_{11}^2), \quad \sigma_{11} = \frac{1}{J} F_{11} \Sigma_{11}.$$  

Introducing the engineering strain $\varepsilon$ defined by (A44), and using (A43) we see that

$$E_{11} = \varepsilon (1 - \frac{1}{2} \varepsilon), \quad \Sigma_{11} = \frac{\sigma}{1 - \varepsilon}.$$  

where $\sigma = \sigma_{11}$. Noting that $E_{11}$ is the only non-zero component of $E$, we may introduce (A136) into (A102) to obtain

$$A = \tilde{A} [\varepsilon (1 - \frac{1}{2} \varepsilon), T] = \hat{A}(\varepsilon, T)$$

$$\sigma = (1 - \varepsilon) \Sigma_{11} (\varepsilon (1 - \frac{1}{2} \varepsilon), T) = \hat{\sigma}(\varepsilon, T)$$

By use of the chain rule to relate derivatives of $\tilde{A}$ to those of $\hat{A}$, we see that (A102) becomes

$$A = \dot{A}(\varepsilon, T)$$  

$$\sigma = \dot{\sigma}(\varepsilon, T) = \rho \frac{\partial \dot{A}}{\partial \varepsilon}$$  

$$S = S(\varepsilon, T) = -\frac{\partial \dot{A}}{\partial T}$$
Using the chain rule to relate second derivatives, we obtain

\[ \frac{\partial^2 \dot{A}}{\partial \dot{\varepsilon}^2} = \frac{\partial^2 A}{\partial E_{11}^2} (1 - \varepsilon)^2 - \frac{\partial A}{\partial E_{11}} \]  
(A138a)

\[ \frac{\partial^2 \dot{A}}{\partial \dot{\varepsilon} \partial T} = \frac{\partial^2 A}{\partial T \partial E_{11}} (1 - \varepsilon) + \frac{\partial A}{\partial E_{11}} \]  
(A138b)

\[ \frac{\partial^2 \dot{A}}{\partial T^2} = \frac{\partial^2 A}{\partial T^2} \]  
(A138c)

Now, using (A137), we introduce the notation

\[ \frac{\partial^2 \dot{A}}{\partial \dot{\varepsilon}^2} = \frac{1}{\rho_R} \frac{\partial \dot{\sigma}}{\partial \varepsilon} = \frac{1}{\rho_R} \dot{M} \]  
(A139a)

\[ \frac{\partial^2 \dot{A}}{\partial \dot{\varepsilon} \partial T} = - \frac{\partial \dot{S}}{\partial \varepsilon} = \frac{1}{\rho_R} \frac{\partial \dot{\sigma}}{\partial T} = - \frac{\sigma}{\dot{T}} \]  
(A139b)

\[ \frac{\partial^2 \dot{A}}{\partial T^2} = - \frac{\partial \dot{S}}{\partial T} = - \frac{S}{\dot{T}} \]  
(A139c)

From (A103), (A138) and (A139) we see that

\[ M^T = \left( \frac{\rho_R}{\rho} \right)^2 C_{1111}^T - \Sigma_{11} \]  
(A140a)

\[ \varphi^T = \frac{\rho_R}{\rho} \varphi^T_{11} + \Sigma_{11} \]  
(A140b)

where we have used (A44). If we write out the longitudinal component of (5.92) with the aid of (A44), then we see that \( M^T = D_{1111} \), the latter interpreted as an isothermal elasticity. Note that if the material is in a natural state, which is taken as reference configuration, then \( \Sigma = \sigma = 0 \), \( \rho = \rho_R \) and \( M^T = C_{1111}^T \), \( \varphi^T = \varphi^T_{11} \).

We may treat the other thermodynamic potentials in precisely the same way. The one-dimensional analogs of (A106) through (A123) may be developed as needed. Note that if the material is in a natural state taken as reference, then the relevant one-dimensional forms can be read off directly. Some care is required, however, with equations in which terms are summed, as for example (A115). The one-dimensional form of (A115b) is

\[ \phi^T_{11} = C_{1111}^T \sigma_{11} + C_{1122}^T \sigma_{22} + \ldots \]  
(A141a)

Of course, the number of terms on the right is reduced by material symmetry. In particular, if the material is isotropic and in its natural state, then \( \phi^T = \sigma^T \mathbf{I} \), \( \sigma = \sigma \mathbf{I} \) and \( C^T \) has the representation \( \mathrm{(A30)} \). Then (A141a) becomes

\[ \varphi^T = (3\lambda + 2\mu) \alpha \]  
(A141b)
Other equations may be expanded likewise for the particular symmetries which are of interest.

Appendix 7

Properties of the Equilibrium Hugoniot

It has been seen in Section 5.5 that shock waves in thermoelastic non-conductors are governed by the Hugoniot equation $H(e',S') = 0$ or alternatively $H(e',\sigma') = 0$. These equations describe all possible states reachable in a shock jump from a fixed initial state $(e^+,S^+)$ or $(e^+\sigma^+)$. They implicitly define Hugoniot curves in entropy-strain or stress-strain spaces respectively. At this point we cannot say yet if these curves are monotonic, or even single-valued in one of their arguments. In this Appendix we will examine some geometrical restrictions on the possible shapes of the Hugoniot curves.

That the Hugoniot curves are single-valued in some small neighborhood of the fixed initial state may be seen as follows. For simplicity of notation in this Appendix only, we will denote the fixed initial state by 0, and use the subscript o for quantities evaluated there, $e_o = e^+$, $\sigma_o = \sigma^+$, etc., but leave quantities in the state behind the shock, which will be considered variable, unsubscripted. Note that we do not assume that the state ahead of the shock is homogeneous, undisturbed, or a reference configuration.

We consider the function $\tilde{H}(e,S)$ defined by (5.145), find its partial derivative with respect to $S$, and evaluate the result at the initial state 0

$$\frac{\partial}{\partial S}\tilde{H}(e_0, S_0) = \frac{\partial}{\partial S}\tilde{e}(e_0, S_0) = T_o > 0 \quad (A142)$$

by (5.135c). Since the partial derivative is non-vanishing at 0, and $\tilde{H}$ is continuous by smoothness assumptions on the equation of state, then $\tilde{H}$ is invertible in $S$ and there exists a function

$$S = \hat{S}_H(e) \quad (A143)$$

in some small neighborhood of $e_0$. By (5.135b) there then also exists a function

$$\sigma = \tilde{\sigma}(e, \hat{S}_H(e)) = \tilde{\sigma}_H(e) \quad (A144)$$
in some small neighborhood of \( \epsilon_0 \).

We will note for future reference that (5.135b) implies the existence of a function

\[
\sigma = \tilde{\sigma}(\epsilon, S_0) = \tilde{\sigma}_s(\epsilon)
\]

The curve described by (A145) in stress-strain space is termed an isentrope through \( O \). Of course other isentropes may be constructed with different constant values of \( S \). From (5.136) we see that

\[
M_S = \frac{d\; \tilde{\sigma}_s(\epsilon)}{d\epsilon}, \quad N_S = \frac{d^2\; \tilde{\sigma}_s(\epsilon)}{d\epsilon^2}
\]

are the slope and curvature of the isentrope with entropy \( S \). We recall that \( M_S > 0 \), so that isentropes are monotonically increasing in the whole stress-strain space. In most of what follows, we will limit consideration to materials for which \( N_S > 0 \), so that isentropes are convex in the whole stress-strain space. The stress-entropy modulus \( \varphi_S \) and Grüneisen ratio \( \Gamma \) are defined by (5.146) and (5.151b).

\[
\varphi_S = \frac{\partial \tilde{\sigma}(\epsilon, S)}{\partial S}, \quad \Gamma = \frac{\varphi_S}{\rho R} \frac{1}{T}
\]

We recall that the Grüneisen ratio vanishes only for a piezotropic material. In most of what follows, we will limit consideration to materials for which \( \Gamma > 0 \). Since \( \rho > 0 \), \( T > 0 \) this implies that \( \varphi_S > 0 \). Thus, isentropes for higher entropies lie above isentropes for lower entropies in the entire stress-strain plane. The restrictions \( N_S > 0 \), \( \Gamma > 0 \) are special constitutive assumptions. Interesting and useful results follow for the cases \( N_S < 0 \) and/or \( \Gamma < 0 \) by means identical to those used here, but they will be left as an exercise for the reader.

We will first develop a few selected properties of the Hugoniot in some small neighborhood of the initial state \( 0 \). In particular, we will consider shock strengths \( a = [\epsilon] \) such that

\[
\sup \left\{ |a| \right\} \leq \epsilon
\]

where \( \epsilon \) is sufficiently small that the explicit Hugoniot function (A143) exists. We note that in this case, successive strain derivatives of \( \tilde{H} \) vanish,

\[
\left. \frac{d^n}{d\epsilon^n} \tilde{H}(\epsilon, \tilde{S}_H(\epsilon)) \right|_{\epsilon = \epsilon_0} = 0
\]
Using (5.145) the first derivative is
\[ \rho_R T \frac{d\dot{S}_H}{d\epsilon} = \frac{1}{2} (c - \epsilon_0) \frac{d\dot{\alpha}_H}{d\epsilon} = \frac{1}{2} (\rho - \rho_0) \]  
(A150)
where we have used (5.135b) and (5.135c). Differentiating this expression twice more, and evaluating the results at 0 we obtain
\[ \frac{d\dot{S}_H}{d\epsilon} = 0 \quad \frac{d^2\dot{S}_H}{d\epsilon^2} = 0 \quad \frac{d^3\dot{S}_H}{d\epsilon^3} = \frac{1}{2\rho_R T_0} \frac{d^2\dot{\alpha}_H}{d\epsilon^2} \]  
(A151)
Now, repeated partial differentiation of (A144) using the chain rule and (A145) provides at 0
\[ \frac{d\dot{\alpha}_H}{d\epsilon} = \frac{d\dot{\alpha}_S}{d\epsilon} = M_{S_0} \]
\[ \frac{d^2\dot{\alpha}_H}{d\epsilon^2} = \frac{d^2\dot{\alpha}_S}{d\epsilon^2} = N_{S_0} \quad \frac{d^3\dot{\alpha}_H}{d\epsilon^3} = \frac{d^3\dot{\alpha}_S}{d\epsilon^3} = \frac{\Gamma_0}{2} N_{S_0} \]
(A152)
where we have used (A147). Thus, we see that the stress-strain Hugoniot and isentrope have identical first and second derivatives at 0.

We may expand the entropy \( \dot{S}_H \) in a Taylor series about the initial state. With the aid of (A151) and (A152) we obtain
\[ [S] = \frac{N_{S_0}}{12\rho_R T_0} a^3 + 0(a^4) \]  
(A153)
Thus, the entropy jump is of third order in the shock strength.

Now in the absence of heat conduction, (5.35) requires that \([S] > 0\). For a convex material, \( N_S > 0 \) we see that since \( \rho > 0 \), \( T > 0 \) only compressive shock waves are allowed; \( a > 0 \). It may be verified that for a concave material \( N_S < 0 \), only expansive shock waves are allowed; \( a < 0 \). This result does not depend on the sign of \( \Gamma \).

We may also expand the stress \( \dot{\alpha}_H \) about the initial state. Again with the aid of (A152) we obtain:
\[ [\dot{\alpha}] = M_{S_0} a + \frac{1}{2} N_{S_0} a^2 + \frac{1}{6} \frac{d^2\dot{\alpha}_S}{d\epsilon^2} a^3 + \frac{\Gamma_0 N_{S_0}}{12} a^3 + 0(a^4) \]  
(A154)
If the stress on the isentrope \( \dot{\alpha}_S \) given by (A145) is expanded in the same way, we see that the first three terms coincide with the first three terms of (A154). Consequently subtracting, we see that
Thus, the offset between the stress-strain Hugoniot and isentrope is of third order in the shock strength. For $N_S > 0$, $a > 0$, and $\Gamma > 0$ the Hugoniot lies above the isentrope, for $\Gamma < 0$, below. Conditions for $N_S < 0$, $a < 0$ are identical.

The above properties apply only for weak shocks subject to (A148). Geometrical arguments may be used to allow these properties to be extended to the entire Hugoniot for arbitrary shock strengths. We will examine the properties of the Hugoniot function $H(\epsilon, \epsilon)$ in the entire $(\sigma, \epsilon)$ plane, in order to deduce the position of the Hugoniot curve $H = 0$. The discussion will be limited to the case $N_S > 0$, $\Gamma > 0$, although results from $N_S < 0$ and $\Gamma < 0$ follow directly, and have been given by Nunziato and Herrmann (1972).

As a first step, we examine the value of the Hugoniot function along the isentrope through the initial state $0$. Denoting this isentrope by $I_0$, we note that the condition $N_S > 0$ implies that $I_0$ is convex. An alternate statement of convexity is that $I_0$ everywhere lies above its tangent, except at the tangent point,

\[
(\sigma - \sigma_0) < M_S(\epsilon, S_0)(\epsilon - \epsilon_0)
\]  

(A156)

for all $\epsilon \neq \epsilon_0$. If we differentiate (5.145) with respect to $\epsilon$ at constant $S = S_0$, then

\[
\frac{\partial H(\epsilon, S_0)}{\partial \epsilon} = \frac{1}{2\rho_R} \left\{(\sigma - \sigma_0) - M_S(\epsilon, S_0)(\epsilon - \epsilon_0)\right\}
\]  

(A157)

From (A156) it is evident that

\[
\frac{\partial H(\epsilon, S_0)}{\partial \epsilon} < 0
\]  

(A158)

This implies that $H$ decreases with strain along $I_0$. Since $H = 0$ at $0$, $H < 0$ along the compressive branch of $I_0$, $\epsilon > \epsilon_0$, and $H > 0$ along the expansive branch, $\epsilon < \epsilon_0$.

Now consider a secant from the origin $0$ to a point $P$ on the compressive branch of the isentrope $I_0$, as shown in Figure 5.10.

Since isentropes are convex, points on the secant lie above $I_0$. In fact, $OP$ will be tangent to exactly one isentrope $I$ as shown at $Q$, and $I$ will lie above $I_0$. If $\Gamma > 0$, then the entropy on $I$ will be greater than the entropy on $I_0$. Along the secant $OP$, we may
parametrize stress and strain, and by virtue of the fact that $S = \hat{S}(\epsilon, \sigma)$, the entropy by the path length $s$ from the origin 0, i.e.,

we may write

$$\epsilon = \dot{\epsilon}(s), \quad \sigma = \dot{\sigma}(s), \quad S = \hat{S}(s) \quad (A159)$$

Differentiating (5.145) with respect to $s$, we have that, along the secant $OP$

$$\frac{d}{ds} H(\epsilon(s), S(s))$$

$$= T \frac{dS}{ds} - \frac{1}{2\rho R} \left\{ (\epsilon - \epsilon_0) \frac{d\sigma}{ds} - (\sigma - \sigma_0) \frac{d\epsilon}{ds} \right\} \quad (A160)$$

For a given choice of $P$, the slope of the secant, given by

$$L = \frac{\sigma - \sigma_0}{\epsilon - \epsilon_0} \quad (A161a)$$

is fixed, so that

$$\frac{dL}{ds} = \frac{1}{(\epsilon - \epsilon_0)^2} \left\{ (\epsilon - \epsilon_0) \frac{d\sigma}{ds} - (\sigma - \sigma_0) \frac{d\epsilon}{ds} \right\} = 0 \quad (A161b)$$

Since $\epsilon \neq \epsilon_0$, it follows from (A160) and (A161b) that, along the secant $OP$

$$\frac{dH}{ds} = T \frac{dS}{ds} \quad (A162)$$
Now, it is obvious from the sketch that, as we traverse the secant OP outward from 0, i.e., as \( s \) increases, the entropy increases monotonically between 0 and \( Q \), decreases monotonically between \( Q \) and \( P \), and has a maximum at \( Q \). From (A162), the same is true of \( H \). Now \( H = 0 \) at 0, therefore, \( H > 0 \) at \( Q \). We have shown above that \( H < 0 \) on the compressive branch of \( \dot{\gamma} \), e.g. at \( P \). Consequently, there is one and only one point at which \( H = 0 \), and this point must lie between \( Q \) and \( P \). This is true for all points \( P \) on \( \dot{\gamma} \), so that the compressive branch of the Hugoniot must be above \( \dot{\gamma} \) but below the locus of tangent points \( Q \). Since such shocks entail an entropy increase, we have proved that compressive shocks can exist in a material with \( N_s > 0, \Gamma > 0 \).

Now consider a secant from the origin 0 to a point \( P \) on the expansive branch of \( \dot{\gamma} \) (Figure 5.11).

![Figure 5.11 Secant from Origin to Point on Expansive Branch of Isentrope.](image)

Identical arguments apply, so that \( H \) increases monotonically from 0 to the tangent point \( Q \), has a maximum at \( Q \), and decreases beyond \( Q \). However, we have shown above that \( H > 0 \) on the expansive branch of \( \dot{\gamma} \), i.e., at \( P \). It is obvious that \( H = 0 \) cannot occur between 0 and \( P \), and that the Hugoniot must lie below \( \dot{\gamma} \). The entropy below \( \dot{\gamma} \) is less than that on \( \dot{\gamma} \) and an expansive shock would entail an entropy decrease. This is expressly forbidden by the entropy inequality (5.35) in a thermoelastic non-conductor. Thus, we have proved that expansive waves are impossible in a material...
with $N_s > 0$, $I > 0$.

A number of properties of the Hugoniot are geometrically obvious from the above construction. Returning to the case of a compressive shock, the secant $OP$ intersecting the Hugoniot corresponds to a Rayleigh line. The Hugoniot can intersect a given Rayleigh line only once. Indeed, since $H$ decreases monotonically between $Q$ and $P$ without stationary values, the Hugoniot cannot be tangent to a Rayleigh line.

Now consider properties along the Hugoniot curve itself. We may parametrize the stress, strain and entropy along the Hugoniot by the path length $r$ from the origin, i.e., we may write

$$
\epsilon = \tilde{\epsilon}(r) \quad \sigma = \tilde{\sigma}(r) \quad S = \tilde{S}(r) \quad (A163)
$$

The path length $r$ increases monotonically as we traverse outward from the origin on the Hugoniot

$$
\hat{H}(\epsilon(r), S(r)) = 0 \quad (A164)
$$

Differentiating (5.145) with respect to $r$, we see that by (A164)

$$
T \frac{dS}{dr} = \frac{1}{2\rho_R}(\epsilon - \epsilon_0)^2 \frac{dL}{dr} \quad (A165)
$$

where we have used a relation similar to (A161) obtained by differentiating (A161a) with respect to $r$. Now, in the vicinity of the origin 0, the entropy increases with strain according to (A153) and hence $dS/dr > 0$. From (A165) if $dS/dr = 0$, then $dL/dr = 0$ and the Hugoniot would have to be tangent to the Rayleigh line. We have shown that this is not so. Consequently, $dS/dr \neq 0$, and in fact since it is positive near the origin, we conclude that $dS/dr > 0$ everywhere along the Hugoniot. We have proved that the entropy increases monotonically with path length along the Hugoniot. From (A165), $dL/dr > 0$ along the Hugoniot. Thus, by (5.143a), it follows that the shock velocity also increases monotonically with path length along the Hugoniot.

We now investigate the relation between the secant modulus $L$ and the modulus $M_s$. Since $L$ increases monotonically along the Hugoniot, and the Hugoniot lies entirely above the isentrope $S_0$ through the origin, it is obvious that $L$ is greater than the slope of $S_0$ at 0. If we denote $M_s(\epsilon_0, S_0) = M_s^*$, then

$$
L > M_s^* \quad (A166)
$$
In order to investigate the relation of $L$ to the slope of the isentrope with entropy $S$ behind the wave, consider figure 5.12. Let $\tilde{q}$ be the

![Figure 5.12](image)

**Figure 5.12** Relation of $L$ to slope of isentrope.

Hugoniot with Rayleigh line $0A$, $\tilde{q}$, the isentrope through $A$ with entropy $S$ corresponding to that behind the wave, and $\tilde{q}$ the locus of tangent points $Q$. If $B$ is the intersection of $\tilde{q}$ and $\tilde{q}$, then convexity of $\tilde{q}$ implies that

$$M_S = \frac{\sigma_A - \sigma_B}{\epsilon_A - \epsilon_B} > \frac{\sigma_A - \sigma_0}{\epsilon_A - \epsilon_0}$$

(A167)

where $M_S = M_S(\epsilon_A, S_A)$ is the slope of $\tilde{q}$ at $A$. Now $B$ lies on $\tilde{q}$ and is a point at which a Rayleigh line $OP'$ is tangent to $\tilde{q}$. Since we have shown that the slope of the Rayleigh line increases monotonically as the Hugoniot is traversed outward from $0$, it is evident that the slope of $OP$ is greater than that of $OP'$

$$L = \frac{\sigma_A - \sigma_0}{\epsilon_A - \epsilon_0} > \frac{\sigma_B - \sigma_0}{\epsilon_B - \epsilon_0}$$

(A168)

It is geometrically obvious from the sketch that (A168) implies that

$$\frac{\sigma_A - \sigma_B}{\epsilon_A - \epsilon_B} > \frac{\sigma_A - \sigma_0}{\epsilon_A - \epsilon_0}$$

(A169)
Consequently, from (A167) and (A169)

$$M_{S} > L$$  \hspace{1cm} (A170)$$

In view of (5.143a) and (5.138), the relations (A166) and (A170) imply that intrinsic velocity of the shock is greater than the intrinsic velocity of an acceleration wave ahead of the shock, but less than that behind.

One final result will be obtained to relate the slope of the Hugoniot itself to the isentropic modulus. Again, differentiating (5.145) with respect to the path length $r$ along the Hugoniot, the result may be written in the form

$$\frac{da}{dr} = \frac{2\rho_r T}{a} \frac{dS}{dr} + \frac{[\alpha]}{a} \frac{d\epsilon}{dr}$$  \hspace{1cm} (A171)$$

Differentiating (5.135b) with the aid of (5.136) and (5.146)

$$\frac{da}{dr} = M_s \frac{d\epsilon}{dr} + \phi_s \frac{dS}{dr}$$  \hspace{1cm} (A172)$$

Combining these two equations using (5.32b), (5.143a) and (A147)

$$\frac{da}{dr} = \frac{2}{2} - \frac{\gamma}{\gamma - 1} M_s \frac{d\epsilon}{dr}$$  \hspace{1cm} (A173)$$

where $\gamma = M_S/L$. We see that (A173) provides a parametric expression for the slope of the Hugoniot in terms of the slope of the isentrope at the same point.

Since the slope of the Hugoniot has been shown to coincide with the slope of the isentrope at $0$, which is positive, and the Hugoniot can never be tangent to a Rayleigh line, then if the Hugoniot has extrema, the first extremum must be a strain maximum. This occurs if $a^\gamma = 2$. The slope of the Hugoniot may be negative beyond the strain maximum if

$$2 < a^\gamma < 2\gamma$$  \hspace{1cm} (A174)$$

From (A147) and (5.146) we note that $\Gamma = \Gamma(\epsilon, S)$ while $S$ is related to strain along the Hugoniot. Since we have not made any assumptions that $\Gamma$ is monotonic in $\epsilon$ and $S$, or that $S$ is single-valued in $\epsilon$ along the Hugoniot, the implicit equation $a\Gamma(a) = 2$ may have multiple solutions, so that it is conceivable that several strain extrema may exist. If $a^\gamma = 2\gamma$, then a stress extremum will occur. Since $\gamma = M_S/L$ and $M_S$ and $L$ are functions of the state behind the
wave, it is conceivable that the implicit equation \( \frac{d^2}{(a)} / (a) = 2 \) may have multiple solutions, and that several stress extrema may occur. Little further can be said without specifying the explicit form of the equation of state.
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List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>sound speed</td>
</tr>
<tr>
<td>$a_{ij}$, $b_{ij}$, $c_{ij}$, $d_i$</td>
<td>coefficients in system of partial differential equations</td>
</tr>
<tr>
<td>$A_i$, $B_i$, $A_{ij}$</td>
<td>coefficient vectors in system of partial differential equations</td>
</tr>
<tr>
<td>$A$, $B$, $C$, $A'$, $B'$, $C'$, $D'$</td>
<td>combination of coefficients in differential equations, matrix of coefficients</td>
</tr>
<tr>
<td>$c$</td>
<td>sound speed</td>
</tr>
<tr>
<td>$c_1$</td>
<td>dilatational wave speed in an elastic solid</td>
</tr>
<tr>
<td>$c_2$</td>
<td>shear wave speed in an elastic solid</td>
</tr>
<tr>
<td>$C_i$</td>
<td>$i^{th}$ characteristic curve</td>
</tr>
<tr>
<td>$e_i$, $e_i$, $e_i$</td>
<td>unit vectors in coordinate directions</td>
</tr>
<tr>
<td>$E_i$</td>
<td>combination of terms in partial differential equations</td>
</tr>
<tr>
<td>$E$</td>
<td>specific internal energy</td>
</tr>
<tr>
<td>$i$</td>
<td>general function</td>
</tr>
<tr>
<td>$g$</td>
<td>ratio of the magnitudes of the discontinuities in a linear system</td>
</tr>
<tr>
<td>$h$</td>
<td>specific enthalpy</td>
</tr>
<tr>
<td>$M^{(k)}$</td>
<td>length factor along the $k^{th}$ characteristic curve</td>
</tr>
<tr>
<td>$N$</td>
<td>unit normal vector</td>
</tr>
<tr>
<td>$p$, $q$, $s$</td>
<td>dependent variables in a system of equations with three independent variables ($p = \frac{\partial \phi}{\partial r}$, $q = \frac{\partial \phi}{\partial z}$, $s = \frac{\partial \phi}{\partial t}$)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>p, q, r</td>
<td>non-dimensional stresses in dynamic elasticity equations</td>
</tr>
<tr>
<td>P, Q, R</td>
<td>general functions of u, x, and t in conservation law</td>
</tr>
<tr>
<td>P</td>
<td>pressure</td>
</tr>
<tr>
<td>R&lt;sub&gt;i&lt;/sub&gt;</td>
<td>term in system of partial differential equations</td>
</tr>
<tr>
<td>R, R'</td>
<td>regions of integration</td>
</tr>
<tr>
<td>s, s&lt;sub&gt;k&lt;/sub&gt;</td>
<td>arc length</td>
</tr>
<tr>
<td>s</td>
<td>specific entropy</td>
</tr>
<tr>
<td>u&lt;sub&gt;i&lt;/sub&gt;</td>
<td>dependent variables in partial differential equations</td>
</tr>
<tr>
<td>u</td>
<td>particle velocity in one-dimensional motion</td>
</tr>
<tr>
<td>u, v</td>
<td>velocity components in x and y directions in two-dimensional motion</td>
</tr>
<tr>
<td>U</td>
<td>wave speed</td>
</tr>
<tr>
<td>v</td>
<td>test function</td>
</tr>
<tr>
<td>X, Y, T; r, z, t</td>
<td>independent space and time variables</td>
</tr>
<tr>
<td>α</td>
<td>angle between r-axis and projection of $\lambda$ onto the r,z plane</td>
</tr>
<tr>
<td>α&lt;sub&gt;i&lt;/sub&gt;</td>
<td>factor used to form linear combination of equations</td>
</tr>
<tr>
<td>α, β</td>
<td>arc length parameter along C&lt;sub&gt;1&lt;/sub&gt; and C&lt;sub&gt;2&lt;/sub&gt; characteristics (characteristic coordinates)</td>
</tr>
<tr>
<td>β&lt;sub&gt;i&lt;/sub&gt;</td>
<td>local coordinate system</td>
</tr>
<tr>
<td>$\hat{e}$</td>
<td>unit vector along a bicharacteristic</td>
</tr>
<tr>
<td>γ</td>
<td>ratio of wave speeds $c_1/c_2$</td>
</tr>
<tr>
<td>γ</td>
<td>constant in ideal gas equation of state</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>unit vector normal to $\lambda$ and $\hat{e}$</td>
</tr>
<tr>
<td>Γ</td>
<td>initial value curve</td>
</tr>
<tr>
<td>ε</td>
<td>longitudinal strain in one-dimensional motion</td>
</tr>
<tr>
<td>φ</td>
<td>dependent variable</td>
</tr>
<tr>
<td>λ</td>
<td>curve parameter (arc length)</td>
</tr>
<tr>
<td>$\lambda_{(\lambda, x, \lambda, r)}$</td>
<td>unit vector normal to characteristic surface</td>
</tr>
<tr>
<td>$\hat{H}$</td>
<td>unit vector</td>
</tr>
<tr>
<td>τ</td>
<td>characteristic slope, non-dimensional stress</td>
</tr>
<tr>
<td>ρ</td>
<td>density</td>
</tr>
<tr>
<td>[f]</td>
<td>jump in variable f on line of discontinuity</td>
</tr>
<tr>
<td>$\overline{f}_{1, 2}$</td>
<td>average value of f between points 1 and 2, $1/2(f_1 + f_2)$</td>
</tr>
</tbody>
</table>
6.1 Introduction

Second order partial differential equations are usually classified as hyperbolic, parabolic, or elliptic. This classification is important since the kind of initial and boundary conditions which are required to produce a unique solution depend upon the type of equation. For example, to solve Laplace's equation, which is elliptic, the dependent variable or its normal derivative must be specified on the entire boundary of the region. In contrast, the wave equation, which is hyperbolic, can be solved at points in the region when the dependent variable and its time derivative are specified over only a portion of the boundary. The classification of equations is also important because it identifies the kind of functions which may be solutions. For the wave equation, initial discontinuities, if present, will propagate as discontinuities, but, for the heat equation which is parabolic, initial discontinuities are immediately smoothed.

A single second order equation with two independent variables can be classified as hyperbolic, parabolic, or elliptic depending upon whether there are two, one, or zero real characteristic curves passing through each point in the plane of the independent variables. More general systems of equations can also be classified by the number of real characteristic curves. One method for classifying systems of equations with two independent variables will be described in this chapter.

Besides classifying partial differential equations, the concept of characteristic curves leads in a natural way to a numerical method of solving hyperbolic equations. The method of characteristics has been used extensively to solve one-dimensional wave propagation problems. It has also been used, in a more limited way, to solve unsteady two- and three-dimensional problems. Examples of these numerical methods are presented in this chapter.

In section 6.2, systems of first order equations involving two independent variables are analyzed. First, the characteristic curves and compatibility equations are derived for a system of two equations with two unknowns. Later the derivation is generalized to
include an arbitrary number of equations. To illustrate some properties of characteristic curves, these derivations are given by two different methods. The first method uses the property that along a characteristic curve a linear combination of the equations can be formed such that only derivatives interior to the characteristic curves appear (interior derivative approach). Characteristics are then alternatively defined as lines along which the prescribed variables together with the system of differential equations do not suffice to determine all partial derivatives (line of indeterminacy approach). We next show that, for first order systems, jump discontinuities in first or higher derivatives may exist across characteristic curves. This “line of discontinuity” property is another popular way of defining characteristic curves.

Many problems in wave propagation involve waves which contain jump discontinuities in the dependent variables themselves. In order to treat these cases from the point of view of differential equations without applying governing physical principles, we introduce the concept of weak solutions. Using this concept, we show that, for linear equations, discontinuities in the dependent variables propagate along characteristic curves. Also, the magnitude of the jump is shown to satisfy an ordinary differential equation which indicates that if a jump discontinuity is present, it will remain.

The definition of weak solution is then extended to systems of quasilinear equations if the equations can be written in the form of “conservation laws”. By applying this definition, the jump conditions for conservation laws are derived, and it is shown that these jumps do not propagate along characteristics. These discontinuities propagate with a velocity which is different from the characteristic velocity and dependent upon the particular solution.

The “method of characteristics” for the numerical solution of hyperbolic systems of equations is then outlined. In this method, the finite-difference approximation is applied to the compatibility equations and to the characteristic curve equations rather than to the original partial differential equations. For numerical methods which are based upon integration along characteristics, the concept of the “domain of dependence” and “region of influence” are particularly important, and these concepts are therefore introduced. Illustrations of numerical solutions for linear and quasi-linear systems are then presented. Applications of these methods to practical problems in wave propagation are briefly described and referenced.
In section 6.3, problems involving three independent variables (two space dimensions and time) are discussed. Since the characteristic surfaces and compatibility equations become cumbersome for the general case involving three independent variables, these quantities are first derived for the specific case of the linear wave equation. Then these same concepts are applied to a general system of \( n \) quasi-linear hyperbolic equations for \( n \) unknown functions. Numerical techniques which are currently being used to solve problems of this type are then illustrated for the simple case of the linear wave equation. Applications of these methods to practical problems in wave propagation, both linear and non-linear, are then briefly described and referenced.

6.2 One-dimensional Unsteady Problems

6.2a Systems of Two Equations for Two Unknowns

To introduce the concept of characteristics and compatibility relations, we consider here the following first order system of two partial differential equations for two unknown functions \( u_1(x, t) \) and \( u_2(x, t) \).

\[
\begin{align*}
    a_{11} \frac{\partial u_1}{\partial x} + b_{11} \frac{\partial u_1}{\partial t} + a_{12} \frac{\partial u_2}{\partial x} + b_{12} \frac{\partial u_2}{\partial t} &= R_1 \\
    a_{21} \frac{\partial u_1}{\partial x} + b_{21} \frac{\partial u_1}{\partial t} + a_{22} \frac{\partial u_2}{\partial x} + b_{22} \frac{\partial u_2}{\partial t} &= R_2
\end{align*}
\] (6.1)

The \( a_{ij}, b_{ij} \) and \( R_i(i,j=1,2) \) may be functions of \( u_1, u_2, x, \) and \( t \). The more general case of an arbitrary number of equations will be discussed in section 6.2b. Equations (6.1) are therefore linear in the first derivatives and are termed quasi-linear. If the coefficients \( a_{ij} \) and \( b_{ij} \) are functions of \( x \) and \( t \) only, the system is semi-linear. And if, in addition, \( R_i \) contains \( u_1 \) and \( u_2 \) in a linear way, the system is linear.

Interior Derivative Approach

The characteristic curves of Eqs. (6.1) may be defined by a few alternative methods. We call the following method, which was used by Courant and Friedricks [6.1], the "directional derivative" or "interior derivative" approach. A linear combination of the given system of equations is formed in such a way that the partial
derivatives in the resulting equation form directional derivatives in one direction only. This direction is then defined as a characteristic direction. A curve which has this characteristic direction at every point is then a characteristic curve. Since the combined equation then involves only interior differentiation along these curves, it can be written as an ordinary differential equation. This simplification is an important step in the solution of Eqs. (6.1).

To form the linear combination of Eqs. (6.1), multiply the first equation by an undetermined factor $a_1$ and the second equation by $a_2$. Addition of these two equations yields

$$
(a_1 a_{11} + a_2 a_{21}) \frac{\partial u_1}{\partial x} + (a_1 b_{11} + a_2 b_{21}) \frac{\partial u_1}{\partial t} + (a_1 a_{12} + a_2 a_{22}) \frac{\partial u_2}{\partial x} + (a_1 b_{12} + a_2 b_{22}) \frac{\partial u_2}{\partial t} = a_1 R_1 + a_2 R_2 \tag{6.2}
$$

Now consider a curve $C$ in the $x,t$ plane described by a parameter $s$; i.e., $x = x(s)$ and $t = t(s)$. Given a function, $f(x,t)$, we can write the derivative of $f$ with respect to $s$ as

$$
\frac{df}{ds} = \frac{\partial f}{\partial x} \frac{dx}{ds} + \frac{\partial f}{\partial t} \frac{dt}{ds}.
$$

If the parameter $s$ is arc length along this curve, then $df/\partial s$ is the directional derivative of $f$. It gives the rate of change of $f$ with respect to "distance" in the direction tangent to $C$. In vector notation, this may be represented by

$$
\frac{df}{ds} = \nabla f \cdot \mathbf{u}
$$

where $\nabla f$ is the gradient of $f$ and $\mathbf{u}$ is the unit vector in the $s$ direction tangent to $C$. This direction is given by $(dx/ds)/(dt/ds) = dx/dt$.

More generally, any linear combination

$$
A \frac{\partial f}{\partial x} + B \frac{\partial f}{\partial t}
$$

represents derivation of the function $f(x,t)$ in the direction $(dx/dt)$.
The above derivative is related to the directional derivative as follows

\[ \Lambda \frac{\partial f}{\partial x} + B \frac{\partial f}{\partial t} = (\Lambda^2 + B^2)^{1/2} \frac{df}{ds} \]  

(6.3)

The first two terms in Eq. (6.2),

\[ (\alpha_1 a_{11} + \alpha_2 a_{21}) \frac{\partial u_1}{\partial x} + (\alpha_1 b_{11} + \alpha_2 b_{21}) \frac{\partial u_1}{\partial t} \]

are proportional to the directional derivative of \( u_1 \) in the direction given by

\[ \frac{\alpha_1 a_{11} + \alpha_2 a_{21}}{\alpha_1 b_{11} + \alpha_2 b_{21}} = \frac{dx}{dt} \]

and the second two terms are proportional to the directional derivative of \( u_2 \) in the direction

\[ \frac{\alpha_1 a_{12} + \alpha_2 a_{22}}{\alpha_1 b_{12} + \alpha_2 b_{22}} = \frac{dx}{dt} \]

We now require that the derivatives of \( u_1 \) and \( u_2 \) be taken in the same direction, or,

\[ \frac{dx}{dt} = \frac{\alpha_1 a_{11} + \alpha_2 a_{21}}{\alpha_1 b_{11} + \alpha_2 b_{21}} = \frac{\alpha_1 a_{12} + \alpha_2 a_{22}}{\alpha_1 b_{12} + \alpha_2 b_{22}} \]

These two equations may be written in the following form.

\[ (a_{11} - \tau b_{11})\alpha_1 + (a_{21} - \tau b_{21})\alpha_2 = 0 \]
\[ (a_{12} - \tau b_{12})\alpha_1 + (a_{22} - \tau b_{22})\alpha_2 = 0 \]

(6.4)

where the notation \( \tau = dx/dt \) has been used. Eqs. (6.4) may be viewed as a homogeneous system of linear equations for the two multiplying factors \( \alpha_1 \) and \( \alpha_2 \). For a nontrivial solution of \( \alpha_1 \) and
α₂ to exist, the necessary and sufficient condition is that the determinant of the coefficients vanish, i.e.,

\[
\begin{vmatrix}
(a_{11} - τb_{11}) (a_{21} - τb_{21}) \\
(a_{12} - τb_{12}) (a_{22} - τb_{22})
\end{vmatrix} = 0
\]

(6.5)

This equation then determines the characteristic directions, τ, at any point x,t. After expansion, Eq. (6.5) may be written in the form

\[aτ^2 + bτ + c = 0\]  \quad (6.6)

where

\[a = b_{11}b_{22} - b_{12}b_{21}, \quad c = a_{11}a_{22} - a_{12}a_{21}\]

\[b = a_{21}b_{12} + b_{21}a_{12} - b_{11}a_{22} - b_{22}a_{11}\]

Since Eq. (6.6) is quadratic in τ, there will be two real characteristic directions if \(b^2 - 4ac > 0\), and Eqs. (6.1) are then classified as hyperbolic. Eqs. (6.1) are classified as parabolic if \(b^2 - 4ac = 0\), for which case one characteristic direction exists. If \(b^2 - 4ac < 0\), then no real characteristic directions are possible, and the equations are elliptic. For semi-linear equations, since the coefficients are functions of x and t and not functions of \(u_1\) and \(u_2\), the type of equation depends only upon the region (x,t) considered. When the equations are quasi-linear, the type of equation depends also upon the solution \(u_1\) and \(u_2\).

Considering the hyperbolic case, the two distinct characteristic directions from Eq. (6.6) are

\[
\frac{dx}{dt} = τ_1 = \frac{b + \sqrt{b^2 - 4ac}}{2a}
\]

and

\[
\frac{dx}{dt} = τ_2 = \frac{b - \sqrt{b^2 - 4ac}}{2a}
\]

(6.7)

These two directions then define two families of characteristic curves \(C_1\) and \(C_2\) in the x,t plane, see Figure 6.1.
We can now solve Eqs. (6.4) for the ratio \( \alpha_2/\alpha_1 \) using either \( \tau_1 \) or \( \tau_2 \) for \( \tau \). Thus,

\[(\alpha_2/\alpha_1)_1 = \frac{\tau_1 b_{11} - a_{11}}{a_{21} - \tau_1 b_{21}} \quad \text{and} \quad (\alpha_2/\alpha_1)_2 = \frac{\tau_2 b_{11} - a_{11}}{a_{21} - \tau_2 b_{21}}\]

By substituting \((\alpha_2/\alpha_1)_1\) and then \((\alpha_2/\alpha_1)_2\) into Eq. (6.2), we obtain the following two equations

\[
A(\tau_1) \frac{\partial u_1}{\partial x} + \frac{\partial u_1}{\partial t} + (B - \frac{C}{\tau_1})(\tau_1) \frac{\partial u_2}{\partial x} + \frac{\partial u_2}{\partial t} = (\tau_1 b_{21} - a_{21})R_1 - (\tau_1 b_{11} - a_{11})R_2 \tag{6.8}
\]

\[
A(\tau_2) \frac{\partial u_1}{\partial x} + \frac{\partial u_1}{\partial t} + (B - \frac{C}{\tau_2})(\tau_2) \frac{\partial u_2}{\partial x} + \frac{\partial u_2}{\partial t} = (\tau_2 b_{21} - a_{21})R_1 - (\tau_2 b_{11} - a_{11})R_2
\]

where

\[
A = a_{11} b_{21} - b_{11} a_{21}
B = a_{12} b_{21} - b_{11} a_{22}
C = a_{12} a_{21} - a_{11} a_{22}
\]
If $\, d\alpha \,$ is an increment of arc length along the $C_1 \,$ characteristic, then the derivatives appearing in the first of Eqs. (6.8) may be expressed in terms of derivatives with respect to $\alpha \,$, i.e., as directional derivatives along $C_1 \,$,

$$
\frac{d\,u_1}{d\alpha} = \frac{1}{\sqrt{1 + \tau_1^2}} \left( \tau_1 \frac{\partial u_1}{\partial x} + \frac{\partial u_1}{\partial t} \right)
$$

Also, by introducing $d\beta \,$ as the arc length along $C_2 \,$, the following relation holds

$$
\frac{d\,u_1}{d\beta} = \frac{1}{\sqrt{1 + \tau_2^2}} \left( \tau_2 \frac{\partial u_1}{\partial x} + \frac{\partial u_1}{\partial t} \right)
$$

In the above expressions, $\, d\alpha \,$ and $d\beta \,$ are taken to increase with increasing $t \,$. Now, if these expressions for the directional derivatives are substituted into Eqs. (6.8), we obtain

$$
A\sqrt{1 + \tau_1^2} \frac{d\,u_1}{d\alpha} + \left( B - \frac{C}{\tau_1} \right) \sqrt{1 + \tau_1^2} \frac{d\,u_2}{d\alpha}
= (\tau_1 b_{21} - a_{21})R_1 - (\tau_1 b_{11} - a_{11})R_2
$$

(6.9)

$$
A\sqrt{1 + \tau_2^2} \frac{d\,u_1}{d\beta} + \left( B - \frac{C}{\tau_2} \right) \sqrt{1 + \tau_2^2} \frac{d\,u_1}{d\beta}
= (\tau_2 b_{21} - a_{21})R_1 - (\tau_2 b_{11} - a_{11})R_2
$$

The first equation holds along the $C_1 \,$ characteristic curves which are determined by the differential equation $\frac{dx}{dt} = \tau_1 \,$, and the second holds along the $C_2 \,$ characteristic curves determined from $\frac{dx}{dt} = \tau_2 \,$. Eqs. (6.9) are usually called compatibility equations since, if initial values of $u_1 \,$ and $u_2 \,$ are specified along one of the characteristic curves, say $C_1 \,$, the initial data are not completely arbitrary, but must satisfy the first of Eqs. (6.9) if a solution to Eqs. (6.1) is to exist. Since the compatibility equations are "ordinary" differential equations, with derivatives taken with respect to either $\alpha \,$ or $\beta \,$, the problem of integrating the system of
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partial differential equations, Eqs. (6.1), can be replaced by the integration of the compatibility equations, Eqs. (6.9), along their respective characteristic curves, Eqs. (6.7). When Eqs. (6.9) are integrated numerically along \( C_1 \) and \( C_2 \), the technique is usually called the method of characteristics as opposed to the direct numerical treatment of the partial differential equations, Eqs. (6.1).

The question of the exact equivalence of Eqs. (6.9) to the original system, Eqs. (6.1), has often been raised. For a single first order quasi-linear partial differential equation in two independent variables, the equivalence can be proved easily. (See, for instance, [6.2] page 62 and [6.3] page 18). For the present case of two first order equations we may show the equivalence by viewing Eqs. (6.9) as the conical form of Eqs. (6.1). (See [6.1], p. 44). If we consider \( \alpha(x,t) \) and \( \beta(x,t) \) as a new coordinate system, then if the Jacobian of the transformation, \( x\alpha t\beta - x\beta t\alpha \), does not vanish, \( (\alpha, \beta) \) may be transformed back to \( (x,t) \) uniquely. Thus, every solution to the equations in the \( (\alpha, \beta) \) system is a solution to the original \( (x,t) \) system, and vice versa. For a distinctly hyperbolic system, \( \tau_1 \neq \tau_2 \), the Jacobian does not vanish, because

\[
x\alpha t\beta - x\beta t\alpha = \left( \frac{1}{\tau_2} - \frac{1}{\tau_1} \right) x\alpha x\beta
\]

For systems of more than two equations, the equivalence of the characteristic system to its original equations has usually been assumed.

Line of indeterminacy Approach

Another method of defining characteristic curves could be referred to as the "line of indeterminacy" approach. When the dependent variables, \( u_1 \) and \( u_2 \), are prescribed along some curve \( C \) in the \( x,t \) plane, they usually determine, together with the given differential equations, all partial derivatives along \( C \). However, for certain particular curves these initial data and the differential equations do not suffice to determine all partial derivatives; such a curve \( C \) is defined as a characteristic.

Again consider the first order system of two partial differential equations, Eqs. (6.1), and assume that \( u_1 \) and \( u_2 \) are specified along a curve \( C \) which is represented parametrically by
Assuming continuity of all first order partial derivatives, we can write

\[
\frac{du_1}{d\lambda} = \frac{\partial u_1}{\partial x} \frac{dx}{d\lambda} + \frac{\partial u_1}{\partial t} \frac{dt}{d\lambda}
\]

\[
\frac{du_2}{d\lambda} = \frac{\partial u_2}{\partial x} \frac{dx}{d\lambda} + \frac{\partial u_2}{\partial t} \frac{dt}{d\lambda}
\]

(6.10)

These equations express the interior derivatives, or directional derivatives, of the dependent variables along the curve C. Note that the left hand side of these equations is known from the prescribed data. Eqs. (6.10) together with the given partial differential equations, Eqs. (6.1), form a system of four equations for the four partial derivatives

\[
\frac{\partial u_1}{\partial x}, \frac{\partial u_1}{\partial t}, \frac{\partial u_2}{\partial x}, \text{ and } \frac{\partial u_2}{\partial t}
\]

These equations may be written as

\[
\begin{bmatrix}
  c_{11} & b_{11} & a_{12} & b_{12} \\
  a_{21} & b_{21} & a_{22} & b_{12} \\
  dx/d\lambda & dt/d\lambda & 0 & 0 \\
  0 & 0 & dx/d\lambda & dt/d\lambda \\
\end{bmatrix}
\begin{bmatrix}
  \frac{\partial u_1}{\partial x} \\
  \frac{\partial u_1}{\partial t} \\
  \frac{\partial u_2}{\partial x} \\
  \frac{\partial u_2}{\partial t} \\
\end{bmatrix}
= \begin{bmatrix}
  R_1 \\
  R_2 \\
  du_1/d\lambda \\
  du_2/d\lambda \\
\end{bmatrix}
\]

(6.11)

If the coefficient matrix is non-singular, Eq. (6.11) can be solved for the four partial derivatives, and the curve C is not a characteristic curve. However, if the determinant of the coefficient matrix vanishes, and if the original equations, Eqs. (6.1), are consistent, then the four determinants obtained from the
coefficient matrix by replacing one of its columns with the column vector on the right side of Eq. (6.11) must also vanish. The partial derivatives are then indeterminate, and the curve \( C \) is a characteristic. Note that since the derivatives become indeterminate along characteristic curves, the solution in the form of a power series expansion about points on the curve cannot be obtained.

The condition that the determinant of the coefficient matrix vanish yields Eq. (6.6) with \( \tau = \frac{dx/d\lambda}{dt/d\lambda} \). And again the slopes of the two characteristic curves \( C_1 \) and \( C_2 \) are given by Eqs. (6.7). The condition of the vanishing of the four determinants obtained from the coefficient matrix by replacing one of its columns with the column vector on the right side of Eq. (6.11), yields, for example,

\[
\begin{bmatrix}
 a_{11} & b_{11} & a_{12} & R_1 \\
 a_{21} & b_{21} & a_{22} & R_2 \\
 dx/d\lambda & dt/d\lambda & 0 & du_1 \\
 0 & 0 & dx/d\lambda & du_1 \\
\end{bmatrix} = 0
\]

or

\[
\tau A \frac{du_1}{d\lambda} + (\tau B - C) \frac{du_2}{d\lambda} = \\
[(\tau b_{21} - a_{21})R_1 - (\tau b_{11} - a_{11})R_2] \frac{dx}{d\lambda}
(6.12)
\]

Equivalent expressions can be obtained from the vanishing of the other three similarly formed determinants. This equation holds for \( \tau = \tau_1 \) along \( C_1 \), and for \( \tau = \tau_2 \) along \( C_2 \). If \( \lambda \) is arc length along either \( C_1 \) or \( C_2 \),

\[
d\lambda^2 = dx^2 + dt^2, \quad dx/dt = \tau
\]

therefore,

\[
\frac{dx}{d\lambda} = \frac{\tau}{\sqrt{1 + \tau^2}}
\]

and Eq. (6.12) can be written as
By taking \( \tau = \tau_1 \) and \( \lambda = \alpha \), where \( \alpha \) is arc length along the \( C_1 \) characteristic, this equation becomes identical to the first of Eqs. (6.9). Similarly, by taking \( \tau = \tau_2 \) and \( \lambda = \beta \), it becomes identical to the second of Eqs. (6.9). We have, therefore, derived the characteristic curves and compatibility equations which hold along those curves by the “line of indeterminacy” approach.

Discontinuity of First Derivatives

We now show that, for a first order system, jump discontinuities in the first derivatives may occur across characteristic curves. Assume that \( u_1 \) and \( u_2 \) are continuous solutions of Eqs. (6.1), and assume that “exterior” first derivatives of \( u_1 \) and \( u_2 \) suffer a jump across a curve \( C \) defined parametrically by \( x = x(\lambda) \) and \( t = t(\lambda) \), while the “interior” derivatives (differentiation along the curve) remain continuous.

Now consider the differential equations, Eqs. (6.1), at points \( P_1 \) and \( P_2 \) on different sides of the curve \( C \) as shown in Figure 6.2.

![Figure 6.2. Line of discontinuity, C, in exterior derivatives](image-url)

If the resulting differential equations are subtracted from each other and points \( P_1 \) and \( P_2 \) approach point \( P \), the following equations result, since the continuous terms vanish,
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\[
\begin{align*}
    a_{1j} \left[ \frac{\partial u_j}{\partial x} \right] + b_{1j} \left[ \frac{\partial u_j}{\partial t} \right] + a_{12} \left[ \frac{\partial u_2}{\partial x} \right] + b_{12} \left[ \frac{\partial u_2}{\partial t} \right] &= 0 \\
    a_{2j} \left[ \frac{\partial u_j}{\partial x} \right] + b_{2j} \left[ \frac{\partial u_j}{\partial t} \right] + a_{22} \left[ \frac{\partial u_2}{\partial x} \right] + b_{22} \left[ \frac{\partial u_2}{\partial t} \right] &= 0
\end{align*}
\]

where \([f] = \lim (f_1 - f_2)\) when \(P_1\) and \(P_2\) approach \(P\); it is the magnitude of the jump in the quantity \(f\) across \(C\). By writing the interior derivatives

\[
\frac{du_1}{d\lambda} = \frac{\partial u_1}{\partial x} \frac{dx}{d\lambda} + \frac{\partial u_1}{\partial t} \frac{dt}{d\lambda}
\]

and

\[
\frac{du_2}{d\lambda} = \frac{\partial u_2}{\partial x} \frac{dx}{d\lambda} + \frac{\partial u_2}{\partial t} \frac{dt}{d\lambda}
\]

at points \(P_1\) and \(P_2\) and subtracting, we obtain the following equations as \(P_1\) and \(P_2\) are made to approach \(P\).

\[
\left[ \frac{\partial u_1}{\partial x} \frac{dx}{d\lambda} \right] + \left[ \frac{\partial u_1}{\partial t} \frac{dt}{d\lambda} \right] = 0 \quad (6.1.4)
\]

\[
\left[ \frac{\partial u_2}{\partial x} \frac{dx}{d\lambda} \right] + \left[ \frac{\partial u_2}{\partial t} \frac{dt}{d\lambda} \right] = 0
\]

These equations are sometimes referred to as the "kinematic conditions" of Hadamard. Eqs. (6.13) together with Eqs. (6.14) form a system of four linear homogeneous equations for the four unknown jumps. This system may be written as
A nontrivial solution to Eq. (6.15) for the four jumps in derivatives, 

\[
\begin{bmatrix}
a_{11} & b_{11} & a_{12} & b_{12} \\
a_{21} & b_{21} & a_{22} & b_{22} \\
dx/d\lambda & dt/d\lambda & 0 & 0 \\
0 & 0 & dx/d\lambda & dt/d\lambda
\end{bmatrix}
\begin{bmatrix}
\frac{\partial u_1}{\partial x} \\
\frac{\partial u_1}{\partial t} \\
\frac{\partial u_2}{\partial x} \\
\frac{\partial u_2}{\partial t}
\end{bmatrix} = 0 \quad (6.15)
\]

If the functions \( u_1 \) and \( u_2 \) and the first derivatives are continuous, but higher derivatives suffer a jump across \( C \), then again \( C \) must necessarily be a characteristic curve. This result follows by the previous analysis if the original equations are first differentiated and if Eqs. (6.14) are applied to higher derivatives. Let us form a second order system by differentiating Eqs. (6.1) with respect to \( x \), and obtain two second order equations,

\begin{align*}
a_{11} \frac{\partial^2 u_1}{\partial x^2} + b_{11} \frac{\partial^2 u_1}{\partial x \partial t} + a_{12} \frac{\partial^2 u_2}{\partial x^2} + \ldots &= \frac{\partial R_1}{\partial x} \quad (6.16) \\
a_{21} \frac{\partial^2 u_1}{\partial x^2} + b_{21} \frac{\partial^2 u_1}{\partial x \partial t} + a_{22} \frac{\partial^2 u_2}{\partial x^2} + \ldots &= \frac{\partial R_2}{\partial x}
\end{align*}

Take the interior derivative of \( \partial x/\partial u_1 \) and \( \partial t/\partial u_1 \) gives
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\[
\begin{align*}
\frac{d}{d\lambda} x &= \frac{\partial^2 u_i}{\partial x^2}\frac{dx}{d\lambda} + \frac{\partial^2 u_i}{\partial x \partial t}\frac{dt}{d\lambda} \\
\frac{d}{d\lambda} t &= \frac{\partial^2 u_i}{\partial x \partial t}\frac{dx}{d\lambda} + \frac{\partial^2 u_i}{\partial t^2}\frac{dt}{d\lambda}
\end{align*}
\]

(Eq. 6.17)

Eqs. (6.16) and (6.17) may be treated as six equations governing
the six second derivatives \( \partial^2 u_i / \partial x \), \( \partial^2 u_i / \partial x \partial t \), and \( \partial^2 u_i / \partial t^2 \). These
equations may be written as

\[
\begin{bmatrix}
    a_{11} & b_{11} & 0 & a_{12} & b_{12} & 0 \\
    a_{21} & b_{21} & 0 & a_{22} & b_{22} & 0 \\
    dx/d\lambda & dt/d\lambda & 0 & 0 & 0 & 0 \\
    0 & dx/d\lambda & dt/d\lambda & 0 & 0 & 0 \\
    0 & 0 & dx/d\lambda & dt/d\lambda & 0 & 0 \\
    0 & 0 & 0 & dx/d\lambda & dt/d\lambda & 0 \\
\end{bmatrix}
\begin{bmatrix}
    \frac{\partial^2 u_i}{\partial x^2} \\
    \frac{\partial^2 u_i}{\partial x \partial t} \\
    \frac{\partial^2 u_i}{\partial t^2}
\end{bmatrix}
= \begin{bmatrix}
    0 \\
    0 \\
    0 \\
    0 \\
    0 \\
    0
\end{bmatrix}
\]

(Eq. 6.18)

The vanishing of the coefficient determinant yields again the two
characteristic directions associated with Eq. (6.6), and a repeated
extraneous characteristic direction \( (dx/d\lambda) = 0 \), or \( dt = 0 \). Instead
of Eqs. (6.16), we may form a second order system by
differentiating Eqs. (6.1) with respect to \( t \), or one of Eqs. (6.16)
with respect to \( t \), the other \( x \). Except for the extraneous
characteristics \( dx = 0 \) and \( dt = 0 \), we always obtain the result that
discontinuities in second derivatives exist only across the two
characteristic curves.
Discontinuity in the Variables

The preceding analyses are restricted by the requirement that the dependent variables \( u_1 \) and \( u_2 \) must be continuous. However, in many problems of wave propagation, the behavior of discontinuities in the dependent variables themselves is of prime importance. In this section, we consider \( u_1 \) and \( u_2 \) to be continuous with continuous derivatives everywhere in a region \( R \) except across a line \( C \) where jumps in \( u_1 \) and \( u_2 \) may occur, as shown in Figure 6.3.

For most physical problems, the relations governing the jump in the dependent variables are usually derived by applying the physical law directly to a control volume which includes the discontinuity. For example, in Chapter 2, the jump relations are derived in this manner for a shock wave in an inviscid, compressible fluid. If we choose to start with the differential equations, without any reference to the physical laws, we could integrate them over a small region containing the discontinuity, and then apply the divergence theorem to obtain the jump relation, as done by Jeffrey and Taniuti [6.4]. However, another method of deriving the jump relations directly from the partial differential equations without application of the divergence theorem to discontinuous functions makes use of the definition of a "weak solution", see Courant and Hilbert [6.2], page 486. Using this method, we will show that discontinuities propagate along characteristics if the equations are linear. However, if the equations are quasi-linear, discontinuities will not propagate along characteristics.

First consider the system of linear equations

\[
\begin{align*}
\frac{\partial u_1}{\partial x} &+ \frac{\partial u_1}{\partial t} + a_{11} \frac{\partial u_1}{\partial x} + b_{11} \frac{\partial u_1}{\partial t} + c_{11} u_1 + c_{12} u_2 + d_1 = 0 \\
\frac{\partial u_1}{\partial x} &+ \frac{\partial u_2}{\partial t} + a_{21} \frac{\partial u_1}{\partial x} + b_{21} \frac{\partial u_1}{\partial t} + c_{21} u_1 + c_{22} u_2 + d_2 = 0
\end{align*}
\]

(6.19)

where \( a_{ij}, b_{ij}, c_{ij} \) and \( d_i \) are continuous functions of \( x \) and \( t \) only. Using the matrix notation

\[
\begin{pmatrix}
\frac{\partial u_1}{\partial x} & \frac{\partial u_1}{\partial t} \\
\frac{\partial u_2}{\partial x} & \frac{\partial u_2}{\partial t}
\end{pmatrix}
+ \begin{pmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{pmatrix}
\begin{pmatrix}
\frac{\partial u_1}{\partial x} \\
\frac{\partial u_2}{\partial x}
\end{pmatrix}
+ \begin{pmatrix}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{pmatrix}
\begin{pmatrix}
\frac{\partial u_1}{\partial t} \\
\frac{\partial u_2}{\partial t}
\end{pmatrix}
+ \begin{pmatrix}
c_{11} & c_{12} \\
c_{21} & c_{22}
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2
\end{pmatrix}
+ \begin{pmatrix}
d_1 \\
d_2
\end{pmatrix} = 0
\]
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\[ A' = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}, \quad B' = \begin{bmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} \end{bmatrix}, \quad C' = \begin{bmatrix} c_{11} & c_{12} \\ c_{21} & c_{22} \end{bmatrix}. \]

\[ D' = \begin{bmatrix} d_1 \\ d_2 \end{bmatrix}, \quad u = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix}. \]

Eq. (6.19) may be written as

\[ A' \frac{\partial u}{\partial x} + B' \frac{\partial u}{\partial t} + C' u + D' = 0 \quad (6.20) \]

Figure 6.3. Region R divided into two parts \( R_1 \) and \( R_2 \) by the line \( C \). The dependent variables possess jump discontinuities on \( C \).

Consider Eq. (6.20) in a region \( R' \) where \( u(x,t) \) and its first derivatives are continuous. If we multiply (6.20) by an arbitrary, smooth "test function" \( v \) which vanishes outside \( R' \), and integrate over \( R' \), we obtain
Using Green's theorem, we see that the left side of Eq. (6.21) vanishes since \( v \) vanishes on the boundary of \( R' \). Therefore,

\[
\iint_{R'} \left\{ u \frac{\partial}{\partial t} (B'v) + u \frac{\partial}{\partial x} (A'v) - (C'u + D')v \right\} dxdS = 0 \quad (6.22)
\]

We now generalize the solutions of Eq. (6.20) by letting \( u \) and its derivatives possess jump discontinuities along piecewise smooth curves. The function \( u \) is defined as a weak solution of Eq. (6.20), in a region \( R \), if Eq. (6.22) is satisfied for all admissible test functions \( v \) and all subdomains \( R' \) of \( R \). The jump in \( u \) across a line of discontinuity \( C \) can now be derived from this definition of a weak solution by applying Eq. (6.22) separately to regions \( R_1 \) and \( R_2 \) of Figure 6.3. Here the region \( R \) is divided by \( C \) into \( R_1 \) and \( R_2 \) where \( u \) is continuous. Eq. (6.22) yields

\[
\iint_{R_1} \left\{ u \frac{\partial}{\partial t} (B'v) + u \frac{\partial}{\partial x} (A'v) \right\} dxdS =
\]

\[
+ \iint_{R_2} \left\{ u \frac{\partial}{\partial t} (B'v) + u \frac{\partial}{\partial x} (A'v) \right\} dxdS =
\]

\[
\iint_{R_1} (C'u + D')vdxdt + \iint_{R_2} (C'u + D')vdxdt
\]

or

\[
\iint_{R_1} \left\{ \frac{\partial}{\partial t} (B'uv) + \frac{\partial}{\partial x} (A'uv) \right\} dxdS =
\]

\[
+ \iint_{R_2} \left\{ \frac{\partial}{\partial t} (B'uv) + \frac{\partial}{\partial x} (A'uv) \right\} dxdS =
\]
\[
\iint_{R_1} \left\{ A \frac{\partial u}{\partial x} + B \frac{\partial u}{\partial t} + C'u + D' \right\} v dx dt 
+ \iint_{R_2} \left\{ A \frac{\partial u}{\partial x} + B \frac{\partial u}{\partial t} + C'u + D' \right\} v dx dt
\]

(6.23)

The right side of Eq. (6.23) vanishes since Eq. (6.20) is satisfied in \( R_1 \) and \( R_2 \) where \( u \) and its derivatives are continuous. By applying Green's theorem to the left side of Eq. (6.20) and noting that \( v \) vanishes on the boundary of \( R \), we obtain

\[
\int_S v \left\{ A'(u_1 - u_2) dt - B'(u_1 - u_2) dx \right\} = 0
\]

where \( u_1 \) and \( u_2 \) are the values of \( u \) evaluated on \( C \) when approached from regions \( R_1 \) and \( R_2 \), respectively. Since \( v \) is arbitrary, we conclude that

\[
(A' - \tau B'[u] = 0 \quad (6.24)
\]

where \([u] = u_1 - u_2\) and \( \tau = dx/dt \) on \( C \) (propagation velocity of discontinuity). If the jump \([u]\) does not vanish, then

\[
|A' - \tau B'| = 0
\]

or

\[
\begin{vmatrix}
(a_{11} - \tau b_{11}) & (a_{12} - \tau b_{12}) \\
(a_{21} - \tau b_{21}) & (a_{22} - \tau b_{22})
\end{vmatrix} = 0 \quad (6.25)
\]

This equation determines the propagation velocity \( \tau \) of the discontinuity, the slope of \( C \). Eq. (6.25) is identical to Eq. (6.5) which determines the characteristic direction \( \tau \). Therefore, for the linear system, Eqs. (6.19), the curve \( C \), across which jumps may
occur in the dependent variables, is a characteristic curve. We conclude that discontinuities propagate with the characteristic speed for systems of linear equations.

Also, for the linear system, Eqs. (6.19), the magnitude of the jump (the strength of the wave) must satisfy a linear, ordinary differential equation along the characteristic curve. To illustrate this feature, we write the compatibility equation, Eq. (6.9), twice, once along the characteristics $C_1$ and once along $C_2$. Here $C_1$ and $C_2$ are characteristics of the same family (corresponding to the same root of Eq. (6.6), say $\tau_1$) except $C_1$ and $C_2$ lie in region $R_1$ and $R_2$, respectively, as shown in Figure 6.4.

Figure 6.4. Characteristic curves $C_1$ and $C_2$ on either side of the characteristic $C$ which is a line of discontinuity.

If we now subtract the compatibility equation along $C_1$ from the one along $C_2$ and allow $C_1$ and $C_2$ to approach $C$, we obtain

$$
\sqrt{1 + \frac{\tau_1^2}{\ddot{\alpha}} [u_1]} + \left( B - \frac{C}{\tau_1} \right) \sqrt{1 + \frac{\tau_1^2}{\ddot{\alpha}} [u_2]} \right)
= E_1 [u_1] + E_2 [u_2]
$$

(6.26)

where

$$
E_1 = C_{11} a_{21} - a_{11} C_{21} + (b_{11} C_{21} - b_{21} C_{11}) \tau_1
$$

$$
E_2 = C_{12} a_{21} - a_{11} C_{22} + (b_{11} C_{22} - b_{21} C_{12}) \tau_1
$$
and \([u_1]\) and \([u_2]\) are jumps in the dependent variables of Eq. (6.19) which exist across \(C\). The jump condition, Eq. (6.24), yields

\[
[u_1] = \frac{a_{12}}{a_{11}} \tau_1 b_{12} - \frac{a_{22}}{a_{21}} \tau_1 b_{22} = g(x,t) \quad (6.27)
\]

Substituting this relation into Eq. (6.26), we can obtain an equation for either \([u_1]\) or \([u_2]\). For \([u_2]\), we have

\[
\left\{ \sqrt{1 + \tau_1^2 \left( Ag + B - \frac{C}{\tau_1} \right)} \right\} \frac{d}{d\alpha} [u_2] + \left\{ A \sqrt{1 + \tau_1^2} \frac{dg}{d\alpha} - E_1g - E_2 \right\} [u_2] = 0 \quad (6.28)
\]

This equation describes the decay of the strength of the discontinuity as it propagates. Eq. (6.28) may be written in the integrated form

\[
[u_2] = Ke^{-\psi} \quad (6.29)
\]

\[
\psi = \int_{f_1}^{f_2} d\alpha
\]

and

\[
f_1(x,t) = \sqrt{1 + \tau_1^2 \left( Ag + B - \frac{C}{\tau_1} \right)}
\]

\[
f_2(x,t) = A \sqrt{1 + \tau_1^2} \frac{dg}{d\alpha} - E_1g - E_2
\]

and \(K\) is a constant. This equation shows that if a discontinuity is initially present across a characteristic \(C\), then it will always remain in existence as it propagates along \(C\). The previous case of discontinuities in the first derivatives is amenable to a similar analysis with corresponding results for the attenuation of discontinuities in derivatives.

We can now generalize the notion of a weak solution to the more general case of quasi-linear equations if the equations can be written in the following form of "divergence equations" or "conservation laws", see [6.2]
\[
\frac{\partial P}{\partial t} + \frac{\partial Q}{\partial x} + R = 0 \tag{6.30}
\]

where \( P, Q, \) and \( R \) are functions of \( x, t \) and \( u \). Again, multiplying Eq. (6.30) by an arbitrary, smooth test function \( v \) which vanishes outside a region \( R' \), and integrating over the region \( R' \), we obtain

\[
\iint_{R'} \left( v \frac{\partial P}{\partial t} + v \frac{\partial Q}{\partial x} + vR \right) dx dt = 0 \tag{6.31}
\]

or

\[
\iint_{R'} \left( \frac{\partial (vP)}{\partial t} + \frac{\partial (vQ)}{\partial x} \right) dx dt - \iint_{R'} (p \frac{\partial v}{\partial t} + Q \frac{\partial v}{\partial x} - vR) dx dt = 0
\]

When Gauss's theorem is applied to the first integral above it is seen to vanish, since \( v \) vanishes on the boundary of \( R' \). Here, all variables are assumed to be continuous in region \( R' \). Therefore, if Eq. (6.30) holds, then

\[
\iint_{R'} \left( p \frac{\partial v}{\partial t} + Q \frac{\partial v}{\partial x} - vR \right) dx dt = 0 \tag{6.32}
\]

Conversely if Eq. (6.32) holds, then we conclude that Eq. (6.30) is satisfied. A function \( u \) is a weak solution of Eq. (6.30) if Eq. (6.32) is satisfied in all subdomains \( R' \) of the region of definition of \( u \). Here, \( u \) is not necessarily continuous, but it may have jump discontinuities along certain lines in \( R' \).

As in the previous analysis, the jump conditions can be obtained by considering \( u \) to be discontinuous across a curve \( C \), but continuous elsewhere in \( R \), see Figure 6.3. By applying Eq. (6.31) to regions \( R_1 \) and \( R_2 \) separately and using Eq. (6.32), we obtain

\[
\int_S v \{ [P] dx - [Q] dt \} = 0
\]
If we introduce the propagation velocity of the discontinuity, or shock velocity \( U = dx/dt \), we can conclude that

\[
[P] U = [Q]
\]  
(6.33)

Eq. (6.33) expresses the relationship between the jump in \( P(x,t,u(x,t)) \) and \( Q(x,t,u(x,t)) \) across \( C \) and the propagation velocity (slope of \( C \)) of the wave. Since \( P \) and \( Q \) are functions of the solution \( u \), the propagation velocity cannot be determined without knowledge of the solution as could be done for the case of linear equations where the wave velocity is determined by Eq. (6.25), independent of the solution. The curve \( C \) given by \( dx/dt = U \) is not a characteristic curve for the non-linear equations, Eqs. (6.30).

As an example of the jump relations, Eqs. (6.33), we consider the specific example of shock waves in an inviscid, compressible fluid. The equations governing the one-dimensional unsteady flow in the form of Eq. (6.39) are

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} &= 0 \\
\frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2 + P)}{\partial x} &= 0 \\
\frac{\partial}{\partial t} \left( \frac{\rho u^2}{2} + \rho E \right) + \frac{\partial}{\partial x} \left( u \left[ \frac{\rho u^2}{2} + \rho E + P \right] \right) &= 0
\end{align*}
\]  
(6.34)

By Eq. (6.33), the jump relations are

\[
[\rho] U = [\rho u] \\
[\rho u] U = [\rho u^2 + P] \\
\left[ \frac{\rho u^2}{2} + \rho E \right] U = \left[ u \left[ \frac{\rho u^2}{2} + \rho E + P \right] \right]
\]  
(6.35)

For the more familiar case of a standing shock wave, \( U = 0 \), the above equations reduce to
where subscripts 1 and 2 refer to quantities on either side of the shock.

6.2.b. Systems of \( n \) Equations for \( n \) Unknowns

The previous treatment of two partial differential equations for two unknown functions is readily extended to systems of \( n \) equations for \( n \) unknowns \( u_i \) (\( i = 1, 2, \ldots, n \)).

\[
\sum_{j=1}^{n} a_{ij} \frac{\partial u_j}{\partial x} + \sum_{j=1}^{n} b_{ij} \frac{\partial u_j}{\partial t} = R_i \quad (i = 1, 2, \ldots, n) \tag{6.37}
\]

If we follow the directional derivative approach to derive the characteristic curves and compatibility equations which hold along these curves, we first form a linear combination of Eqs. (6.37) by multiplying each \( i^{th} \) equation by a factor \( \alpha_i \) and then adding. This summation produces the single equation

\[
\sum_{j=1}^{n} \left\{ A_j \frac{\partial u_j}{\partial x} + B_j \frac{\partial u_j}{\partial t} \right\} = R \tag{6.38}
\]

where \( A_j = \sum_{i=1}^{n} \alpha_i a_{ij}, \quad B_j = \sum_{i=1}^{n} \alpha_i b_{ij}, \quad \text{and} \quad R = \sum_{i=1}^{n} \alpha_i R_i \)

Each pair of terms with the same value of \( j \), for example \( A_1 \frac{\partial u_1}{\partial x} + B_1 \frac{\partial u_1}{\partial t} \), is proportional to a directional derivative of \( u_j \) in the direction given by \( dx/dt = A_j/E_j \). Therefore, if

\[
\frac{dx}{dt} = \frac{A_1}{B_1} = \frac{A_2}{B_2} = \ldots = \frac{A_n}{B_n}, \tag{6.39}
\]
then all derivatives occurring in Eq. (6.38) are proportional to directional derivatives taken in the same direction

\[
\frac{dx}{dt} = \frac{dx}{ds} \left/ \frac{ds}{ds}\right. = \frac{dx}{ds}
\]

where \(s\) is arc length along a curve which has this direction. The direction \(dx/dt = \tau\) is the characteristic direction, and the curve \(C\) which has this slope at each point \(x, t\) is a characteristic curve. Eqs. (6.39) can be written as

\[
A_j - \tau B_j = 0 \quad (j = 1, 2, \ldots, n)
\]

or

\[
\sum_{i=1}^{n} (a_{ij} - \tau b_{ij}) \alpha_i = 0 \quad (j = 1, 2, \ldots, n)
\]  

Eqs. (6.40) are a system of \(n\) homogeneous, linear, algebraic equations for the \(n\) unknown multipliers \(\alpha_i\). The necessary and sufficient condition for a non-trivial solution, \(\alpha_i\), is

\[
|a_{ij} - \tau b_{ij}| = 0
\]  

i.e., that the determinant of the coefficients of \(\alpha\), vanish. Since \(i\) and \(j\) range from 1 to \(n\), expansion of Eq. (6.41) leads to an \(n^{th}\) degree polynomial from which \(\tau\) must be determined. The number of real characteristic roots \(\tau\) of Eq. (6.41) is an important factor which indicates the behavior for solutions of Eqs. (6.37). The number of real roots of Eq. (6.41) together with the number of distinct compatibility equations can be used to classify the equations. A method of classifying equations, which was suggested by Chou and Perry [6.5], and Benson [6.6], will be briefly described following the derivation of the compatibility equations for Eqs. (6.37).

We assume that at least some of the roots of Eq. (6.41) are real. Denote the \(m\) real roots by \(\tau_k\), where \(k = 1, \ldots, m\). The equation for the \(k^{th}\) characteristic curve, \(C_k\), is given by
Using the root \( \tau_k \), we can solve Eq. (6.40) for a set of multipliers \( \alpha_i^{(k)} \) which, when used in the linear combination, will reduce the partial differential equation to an ordinary differential equation in terms of some parameter. Using the set of values \( \alpha_i^{(k)} \) and the notation

\[
A_j^{(k)} = \sum_{i=1}^{n} \alpha_i^{(k)} a_{ij}, \quad B_j^{(k)} = \sum_{i=1}^{n} \alpha_i^{(k)} b_{ij}, \quad \text{and} \quad R^{(k)} = \sum_{i=1}^{n} \alpha_i^{(k)} R_i
\]

Eq. (6.38) may be written as

\[
A_1^{(k)} \frac{\partial u_1}{\partial x} + B_1^{(k)} \frac{\partial u_1}{\partial t} + A_2^{(k)} \frac{\partial u_2}{\partial x} + B_2^{(k)} \frac{\partial u_2}{\partial t} + \ldots + A_n^{(k)} \frac{\partial u_n}{\partial x} + B_n^{(k)} \frac{\partial u_n}{\partial t} = R^{(k)}
\]

(6.42)

Since, from Eq. (6.39),

\[
\frac{A_j^{(k)}}{A_i^{(k)}} = \frac{B_j^{(k)}}{B_i^{(k)}}
\]

Eq. (6.42) may be rearranged as

\[
\frac{A_1^{(k)}}{A_i^{(k)}} \frac{\partial u_1}{\partial t} + \frac{B_1^{(k)}}{A_i^{(k)}} \frac{\partial u_1}{\partial x} + \frac{A_2^{(k)}}{A_i^{(k)}} \left\{ A_1^{(k)} \frac{\partial u_1}{\partial x} + B_1^{(k)} \frac{\partial u_2}{\partial t} \right\} + \ldots + \frac{A_n^{(k)}}{A_i^{(k)}} \left\{ A_1^{(k)} \frac{\partial u_n}{\partial x} + B_1^{(k)} \frac{\partial u_n}{\partial t} \right\} = R^{(k)}
\]

(6.43)

Therefore, each term in the above equation is proportional to a directional derivative in the direction \( dx/dt = A_1^{(k)}/B_1^{(k)} \). We can write the directional derivative as

\[
\frac{du_j}{ds_k} = \frac{1}{M^{(k)}} \left\{ A_1^{(k)} \frac{\partial u_j}{\partial x} + B_1^{(k)} \frac{\partial u_j}{\partial t} \right\}
\]

where

\[
M^{(k)} = \left[ (A_1^{(k)})^2 + (B_1^{(k)})^2 \right]^{1/2}
\]
Equation (6.43) can then be written in terms of derivatives with respect to $s_k$, 

$$M^{(k)} \frac{dU_i}{ds_k} + \frac{A_i^{(k)}}{M^{(k)}} \frac{dU_j}{ds_k} + \cdots + \frac{M^{(k)} A_{n_i}^{(k)}}{A_{i}^{(k)}} \frac{dU_n}{ds_k} = R^{(k)}$$

or

$$\sum_{i=1}^{n} A_{i}^{(k)} \frac{dU_i}{ds_k} = A_{i}^{(k)} \frac{R^{(k)}}{M^{(k)}}, \quad (k = 1, 2, \ldots m)$$

(6.44)

Here, $s_k$ is arc length along the $k^{th}$ characteristic curve $C_k$, and Eq. (6.44) is the compatibility equation along that curve. In general there will be one compatibility equation for each distinct real root $\tau_k$.

Following [6.6], Eqs. (6.37) may be classified as "distinctly hyperbolic" if all roots of Eq. (6.41) are real and distinct. If all roots are real, but not necessarily distinct, then Eqs. (6.37) are classified as "completely hyperbolic". If Eqs. (6.37) consist of an even number of equations, say $2n$, then, if all roots are complex, the equations are classified as elliptic. For the intermediate cases when the roots are neither all real nor all complex, the following method of classification is suggested. A system of $2n$ equations is defined as $h$-fold hyperbolic, $p$-fold parabolic, and $e$-fold elliptic, where $h$, $p$, and $e$ are non-negative integers and $h + p + e = n$. The values of $h$, $p$, and $e$ are determined as follows: $e$ is one-half the number of complex roots; $p$ is $(2n - 2e - c)/2$, where $c$ is the number of distinct compatibility relations; and $h$ is $(n - p - e)$. When the system consists of an odd number of equations, $2n + 1$, the same classification procedure can be used with the exception that $c$ is one less than the total number of distinct compatibility relations. A classification procedure is helpful in prescribing the required initial and boundary conditions, and it also indicates some properties of the solutions, such as the propagation of waves.

The line of indeterminacy approach can also be used to derive the characteristic curves and compatibility equations for systems of $n$ equations. We can consider Eqs. (6.37) along with the following $n$ additional equations

$$\frac{dU_j}{d\lambda} = \frac{\partial U_j}{\partial x} \frac{dx}{d\lambda} + \frac{\partial U_j}{\partial t} \frac{dt}{d\lambda}, \quad (j = 1, 2, \ldots n)$$

(6.45)
as a system of 2n equations for the 2n partial derivatives, \( \partial u_j / \partial t \) and \( \partial u_j / \partial x \). Here, \( \lambda \) is a parameter which defines the curve \( C(x=x(\lambda), t=t(\lambda)) \), and Eqs. (6.45) represent differentiation along the curve \( C \). The system of equations, Eqs. (6.37) and Eqs. (6.45), can then be written as

\[
\begin{pmatrix}
 a_{11} & b_{11} & \cdots & a_{1n} & b_{1n} \\
 a_{21} & b_{21} & \cdots & a_{2n} & b_{2n} \\
 \vdots & \vdots & \ddots & \vdots & \vdots \\
 a_{n1} & b_{n1} & \cdots & a_{nn} & b_{nn} \\
\end{pmatrix}
\begin{pmatrix}
 dx \\
 dt \\
 0 \ldots 0 \\
 0 \\
 \vdots \\
 \vdots \\
 dx \\
 dt \\
\end{pmatrix}
= 
\begin{pmatrix}
 \frac{\partial u_1}{\partial x} \\
 \frac{\partial u_1}{\partial t} \\
 \vdots \\
 \frac{\partial u_n}{\partial x} \\
 \frac{\partial u_n}{\partial t} \\
 \vdots \\
 \frac{du_1}{d\lambda} \\
 \frac{du_n}{d\lambda} \\
\end{pmatrix}
(6.48)
\]

If the derivatives are to be indeterminate on \( C \), then the coefficient matrix must be singular. The vanishing of this determinant and the introduction of the characteristic slope \( \tau = dx/dt \) yields the same \( n^{th} \) degree polynomial for \( \tau \) as is given by Eq. (6.41). The real roots of this polynomial then determine the characteristic curves. The second condition of indeterminacy, the vanishing of the 2n determinants obtained by replacing one of the columns of the coefficient matrix by the column vector on the right side of Eq. (6.46), yields the compatibility equation, Eq. (6.44).

For the Eqs. (6.37), we can show that, if discontinuities exist only in the first or higher derivatives, they will propagate along characteristic curves. This may be illustrated by an analysis completely analogous to the presentation given in section 6.2.a for two equations. In the case of an arbitrary number of equations, Eq. (6.15), which determines the jumps, could be replaced by
If some of the $2n$ jumps in derivatives do not vanish, then the determinant of the coefficient matrix must vanish. And, since this determinant is identical to the one appearing in Eq. (6.46) which determines the characteristic directions, the jumps $[\partial u_i/\partial x]$ and $[\partial u_i/\partial t]$ can only occur across characteristic curves.

If discontinuities occur in the dependent variables themselves, $u_i$, the concept of a weak solution must be used if the jump relations are to be derived from the differential equations. First consider the linear system of equations

$$
\sum_{j=1}^{n} a_{ij} \frac{\partial u_i}{\partial x} + \sum_{j=1}^{n} b_{ij} \frac{\partial u_j}{\partial t} + \sum_{j=1}^{n} c_{ij} u_j + d_j = 0 \quad (i = 1, 2, \ldots, n) \tag{6.48}
$$

where $a_{ij}$, $b_{ij}$, $c_{ij}$ and $d_i$ are functions of $x$ and $t$ only. Equation (6.48) may be written in matrix notation as

$$
A' \frac{\partial u}{\partial x} + B' \frac{\partial u}{\partial t} + C'u + D' = 0 \tag{6.49}
$$

where

$$
\begin{bmatrix}
  a_{11} & b_{11} & a_{12} & b_{12} & \cdots & a_{1n} & b_{1n} \\
  \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  a_n & b_n & \cdots & \cdots & \cdots & a_{nn} & b_{nn} \\
  \frac{dt}{d\lambda} & \frac{dt}{d\lambda} & 0 & 0 & 0 & 0 & \cdots \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
  0 & 0 & \cdots & \frac{dx}{d\lambda} & \frac{d\lambda}{d\lambda} & \frac{dt}{d\lambda} & \frac{dt}{d\lambda}
\end{bmatrix}
$$

$$
\begin{bmatrix}
  \frac{\partial u_i}{\partial x} \\
  \frac{\partial u_i}{\partial t}
\end{bmatrix} = 0
$$
The definition of a weak solution, Eq. (6.22), is independent of the number of equations; therefore the jump relation for Eq. (6.49) is given by Eq. (6.24)

\[(A' - \tau B')[u] = 0\]  \hspace{1cm} (6.24)

if the jump in \(u\), \([u]\), is not zero, then the coefficient matrix must vanish,

\|[A' - \tau B'] = 0\]  \hspace{1cm} (6.25)

Eq. (6.25) is identical to Eq. (6.41) which determines the characteristic direction. Therefore, if discontinuities in the dependent variables exist for the linear system, Eqs. (6.48), these discontinuities propagate along characteristic curves.

For discontinuities in quasi-linear systems of \(n\) equations in \(n\) unknowns, the preceding analysis of section 6.2.a holds if the equations can be expressed in the form of conservation laws, Eq. (6.30). An explicit example of the jump (shock) discontinuities for a system of three equations in three unknowns has been illustrated at the end of section 6.2.a.

6.2.c Methods of Numerical Integration

Several numerical methods which can be applied to initial-boundary value problems in partial differential equations are
Currently available, see for example [6.7]. Many of these methods are results of applying finite-difference approximations directly to the original partial differential equations. For hyperbolic equations, another method of generating difference equations exists. In this method, the finite-difference approximation is applied to the compatibility equations and to the characteristic curve equations, rather than directly to the original partial differential equations. A numerical method based on this principle is usually referred to as “the method of characteristics”. These methods are particularly appealing for the present case of two independent variables since the compatibility equations are then ordinary differential equations. And, for problems involving only two equations and two unknowns, the numerical integration of two partial differential equations is reduced to the numerical integration of four ordinary differential equations, two compatibility equations, Eqs. (6.9), and two differential equations, Eqs. (6.7), for the characteristic curves.

For numerical methods which are based upon integration along characteristic curves, the concepts of the “domain of dependence” and “region of influence” become particularly important. The initial value problem for the system of Eqs. (6.1) leads directly to these concepts. If arbitrary, continuous values of \( u_1 \) and \( u_2 \) (Cauchy data) are prescribed along a curve \( \Gamma \) which is nowhere characteristic, then the initial value problem is to determine, in the neighborhood of \( \Gamma \), a solution of Eqs. (6.1), \( u_1(x,t) \) and \( u_2(x,t) \), which assumes the prescribed values on \( \Gamma \). If characteristic coordinates, \( \alpha \) and \( \beta \), are introduced, see Figure 6.5, and if the compatibility equations and characteristic curve equations are utilized, a solution to Eqs. (6.1) can be constructed in the neighborhood of \( \Gamma \) by the method of iterations, see [6.1] and

![Figure 5. Initial value curve \( \Gamma \) in the plane of the characteristic coordinates](image-url)
This iteration process uses integrations which extend only over the triangular region APB of Figure 6.5. In terms of the original independent variables, this indicates that the solution at a point \( P(x,t) \) depends only upon quantities inside the triangular area APB of Figure 6.6. This region bounded by the outer characteristics is called the domain of dependence of point \( P \). The solution at point \( P \) depends only upon initial data prescribed in \( \Gamma' \) which lies between \( A \) and \( B \). The region of influence of a point \( P \) consists of all points whose domain of dependence contains \( P \), see Figure 6-7.

The existence of domains of dependence and regions of influence for hyperbolic equations illustrates that a distinct difference exists between solutions to these equations and solutions to elliptic equations. For elliptic equations, the solution at each point in the region is effected by the solution at every other point. For hyperbolic systems, the solution in one region may be drastically different from the solution in another region. These analytically different solutions, however, must be "patched" together, subject to appropriate jump relations, along characteristics. These effects
illustrate the wave propagation nature of hyperbolic equations.

In the above example, the initial value curve $\Gamma$ is usually referred to as a space-like curve. Referring to Figure 6.8, a curve $\Gamma_1$ is space-like if both characteristics from any point on the curve enter region R with increasing time. In contrast, a curve $\Gamma_2$ is time-like if only one characteristic enters R. The solution to Eqs. (6.1) can be uniquely determined in R if both $u_1$ and $u_2$ are prescribed on the space-like curve $\Gamma_1$, and in addition, if either $u_1$ or $u_2$ is prescribed on the time-like curve $\Gamma_2$. The concepts of space-like and time-like curves may be extended to systems of more than two characteristic directions [6.4], i.e., Eqs. (6.37).

To illustrate the computational process of numerical integration along characteristics, we shall apply this method to the relatively simple problem of the one-dimensional motion of a semi-infinite, linearly elastic solid. The governing equations may be written as

$$\frac{\partial u}{\partial x} - \frac{\partial \varepsilon}{\partial t} = 0$$

$$\frac{\partial u}{\partial t} - c_i^2 \frac{\partial \varepsilon}{\partial x} = 0$$

(3.50)

where $u(x,t)$ and $\varepsilon(x,t)$ are the particle velocity and strain in the $x$-direction and $c_i^2=(\lambda+2G)/\rho$ is a constant of the material. If the
medium is undisturbed initially, the initial conditions are

\[ u(x, 0) = e(x, 0) = 0 \]  \hspace{1cm} (6.51)

To initiate motion of the medium, we can assume that the boundary of the solid is pushed with a prescribed velocity; therefore, the boundary condition is

\[ u(0, t) = f(t) \]  \hspace{1cm} (6.52)

Eqs. (6.50) fit into the general form of Eqs. (6.1) with the coefficients chosen as follows:

\[ a_{11} = 1, \quad a_{22} = -c_1^2, \quad b_{12} = -1, \quad b_{21} = 1, \]

and the remaining coefficients are all zero. The differential equations for the characteristic curves, Eqs. (6.7), become

\[ \frac{dx}{d\alpha} = \tau_1 = c_1, \quad \frac{dx}{d\beta} = \tau_2 = -c_1 \]

The two families of characteristics, \( C_1 \) and \( C_2 \), are straight lines with the wave speeds of \( c_1 \) and \(-c_1\), respectively. The compatibility equations, given in general form by Eqs. (6.9), become

\[ \frac{du}{d\alpha} - c_1 \frac{d\epsilon}{d\alpha} = 0 \]  \hspace{1cm} (6.53)

\[ \frac{du}{d\beta} + c_1 \frac{d\epsilon}{d\beta} = 0 \]  \hspace{1cm} (6.54)

where Eq. (6.53) holds along \( C_1 \), and Eq. (6.54) holds along \( C_2 \). Here, \( \alpha \) and \( \beta \) are arc lengths along the \( C_1 \) and \( C_2 \) characteristics, respectively. Since Eqs. (6.50) are linear, the characteristics can be determined without knowledge of the solution, and a network of characteristics can be established in the \( x,t \)-plane, as shown in Figure 6.9. In the present case, the lines can be uniformly spaced with arbitrary mesh size \( \Delta x \), as shown. Once \( \Delta x \) is specified, \( \Delta t \) is determined by \( \Delta t = \Delta x/c_1 \). A numerical solution is established by determining \( u \) and \( \epsilon \) at each lattice point. The calculations can be
conveniently grouped into the following unit operations:

1. calculations of points on the discontinuity
2. calculation of points on the boundary
3. calculation of interior points

1) Calculation of points on the discontinuity:

If there is a jump in the velocity on the boundary at $t=0$, i.e., if $f(0) = f_0 \neq 0$, then for this linear system the jump will propagate along a characteristic, the leading $C_1$ characteristic. Therefore, the jump in $u$ is given by $[u] = f_0$ at $t=0$, and the jump condition, Eq. (6.24), becomes, using the form given by Eq. (6.27),

$$[u] = -c_1 [\epsilon]$$

The attenuation of the jump is governed by Eq. (6.28), which becomes

$$\frac{d}{d\alpha} [u] = 0$$

From the above two equations we conclude
\[ [u] = f_0 = \text{constant} \]
\[ [\epsilon] = -\frac{f_0}{c_1} = \text{constant} \]

Since \( u \) and \( \epsilon \) vanish ahead of the wave, we find that

\[ u = f_0 \quad \text{and} \quad \epsilon = -\frac{f_0}{c_1} \]

for all points on the leading \( C_1 \)-characteristic. If \( f(t) \) is continuous for \( t > 0 \), then for points not on the leading \( C_1 \)-characteristic the solution is continuous.

(2) Calculation of points on the boundary:

Figure 6.10(a) illustrates the calculation of properties at a boundary point \( B \) from known properties at point \( A \) and from the specified boundary condition at \( \gamma = 0 \). Here, \( u_A \) and \( \epsilon_A \) are known from previous calculations, and \( u_B \) is known from the boundary condition \( u(0,t_B) = f(t_B) = f_B \). The remaining variable, \( \epsilon_B \), can be determined from the compatibility equation along \( C_2 \), Eq. (6.54).

Written in finite-difference form this equation becomes

\[ u_B - u_A + c_1(\epsilon_B - \epsilon_A) = 0, \]

which can then be solved for \( \epsilon_B \). In the above expression, the subscript indicates the point at which the variable is evaluated.
(3) Calculation of interior points:

For determining the solution at a point which is neither on a boundary nor on a line of discontinuity, both compatibility equations must be used. The finite-difference form of the compatibility equations, Eqs. (6.53) and (6.54), are

along $C_1$: $u_B - u_A - c_1(\epsilon_B - \epsilon_A) = 0$

along $C_2$: $u_B - u_c + c_1(\epsilon_B - \epsilon_C) = 0$

where the mesh is shown in Figure 6.10(b). These equations determine $u_B$ and $\epsilon_B$ since the quantities $u_A$, $\epsilon_A$, $u_C$, and $\epsilon_C$ are assumed known from previous calculations.

By using the above unit operations, the solution can be determined at all lattice points of the characteristic network if the points are calculated in the numerical order shown in Figure 6.9.

If the system of equations is quasi-linear, the numerical solution becomes more complicated since the characteristic curve equations have to be solved simultaneously with the compatibility equations. As a typical example of the integration method applied to non-linear equations, we consider the equations governing the one-dimensional unsteady flow of an inviscid, polytropic gas

$$
\frac{\partial E}{\partial t} + \frac{\partial u \rho}{\partial x} + \frac{\partial p}{\partial x} = 0
$$

$$
\frac{\partial u}{\partial t} + \frac{\partial u \rho}{\partial x} + \frac{1}{\rho} \frac{\partial p}{\partial x} = 0
$$

$$
\frac{\partial E}{\partial t} + \frac{\partial E \rho}{\partial x} + \frac{p}{\rho} \frac{\partial u}{\partial x} = 0
$$

where $p = (\gamma-1)pE$ is the equation of state. The dependent variables are $\rho(x,t)$, $u(x,t)$, and $E(x,t)$; and $p$ can be eliminated from Eqs. (6.55) if the equation of state is used. The equation for the slopes of the characteristic curves, Eq. (6.41), becomes

$$
\begin{vmatrix}
(u - \tau) & \rho & 0 \\
(\gamma - 1) & (u - \tau) & (\gamma - 1) \\
0 & (\gamma - 1)E & (u - \tau)
\end{vmatrix} = 0
$$
or

\[(u - \tau)^2 - \gamma(\gamma - 1)E = 0\]

The three roots, yielding the three characteristic curves, are

\[C_1: \frac{dx}{dt} = \tau_1 = u + c\]
\[C_2: \frac{dx}{dt} = \tau_2 = u - c\]
\[C_3: \frac{dx}{dt} = \tau_3 = u\]

(6.56)

where \(c = \sqrt{\gamma(\gamma - 1)E} = \sqrt{\gamma p/\rho}\). Here, \(C_1\) and \(C_2\) are usually referred to as right traveling and left traveling characteristics, and \(C_3\) is the particle path line. From Eqs. (6.44), we obtain the three compatibility equations

\[\frac{dp}{ds_1} + \rho c \frac{du}{ds_1} = 0\]
\[\frac{dp}{ds_2} - \rho c \frac{du}{ds_2} = 0\]
\[\frac{dp}{ds_3} - c^2 \frac{dp}{ds_3} = 0\]

(6.57)

Here \(ds_i\) represents arc length along the \(C_i\) characteristic. The last equation can be integrated to give \(p/\rho^\gamma = \text{constant}\) along \(C_3\). The system of Eqs. (6.56) and (6.57) can be numerically solved for the three dependent variables, \(p, \rho,\) and \(u\), if proper initial and boundary conditions are prescribed. Assume that the initial conditions are

\[p(x, 0) = p'(x), \quad \rho(x, 0) = \rho'(x), \quad u(x, 0) = u'(x) \quad \text{for } 0 < x < x_0\]

and

\[p(x, 0) = p_0, \quad \rho(x, 0) = \rho_0, \quad u(x, 0) = 0 \quad \text{for } x > x_0\]

If the motion of the left boundary is specified,

\[x_B = f(t)\]

then Figure 6.11 illustrates the \(x,t\)-diagram for this problem with only the \(C_1\) and \(C_2\) characteristics shown. For convenience, we
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\[ \frac{dx}{dt} = 0 \]

have assumed that the initial conditions are compatible with the existence of a single shock discontinuity at \( x = x_0 \). If no other shocks are present in the flow field, the calculations can again be conveniently divided into the same unit operations as were used in the previous example. The solution for each of the three types of points is as follows:

1. Calculation of points on the shock front:

   Since the shock wave velocity is subsonic with respect to the flow behind it, the \( C_1 \) characteristics overtake the shock from behind. This configuration is shown in Figure 6.12. The solution at

Figure 6.11. Network of characteristic curves for the non-linear problem of one-dimensional gas flow described by Eqs. (6.55) and the initial and boundary conditions.

Figure 6.12. Mesh used to calculate properties at points on the shock, point 3.
point 3 can be computed if the solution at points 1 and 2 is known from previous calculations. By the application of Eq. (6.33) to the flow equations, Eqs. (6.55), the jump relations (Rankine–Hugoniot relations) which relate the solution on either side of the discontinuity may be written as

\[
p_3 = p_0 \left( 1 + \frac{2\gamma}{\gamma + 1} \left[ \frac{U_3}{c_0} \right]^2 - 1 \right)
\]

\[
u_3 = \frac{2}{\gamma + 1} \left( U_3 - \frac{c_e^2}{U_3} \right)
\]

\[
\rho_3 = \rho_0 \left[ 1 - \frac{2}{\gamma + 1} \left( 1 - \frac{c_e^2}{U_3^2} \right) \right]
\]

Point 3 is considered as a point just behind the shock wave, since ahead of the shock the properties are uniform. The compatibility equation along the \( C_1 \) characteristic, the first of Eqs. (6.57), may be written in finite-difference form as

\[
p_3 - p_1 + \bar{\rho} \bar{c}_{13} (u_3 - u_1) = 0
\]

where

\[
\bar{\rho} \bar{c}_{13} = \frac{1}{2} (\rho_1 c_1 + \rho_3 c_3)
\]

To these equations, we must also add the equation of the \( C_1 \) characteristic curve

\[
\frac{dx}{dt} = u + c
\]

and the equation for the shock front

\[
\frac{dx}{dt} = U
\]

In finite difference form these equations become

\[
x_3 - x_1 = (\bar{u}_{13} + \bar{c}_{13}) (t_3 - t_1)
\]

and

\[
x_3 - x_2 = \bar{U}_{3,1} (t_3 - t_2)
\]
The system of Eqs. (6.58) to (6.61) is a non-linear system of six algebraic equations for the six unknowns \( p_3, u_3, p_3, U_3, x_3, \) and \( t_3. \) Actually, Eqs. (6.58) and (6.59) can first be solved for \( p_3, u_3, \) \( p_3, \) and \( U_3. \)

(2) Calculation of an interior point

Figure 6.13 shows the configuration for a typical interior point, point 3. It is assumed that the variables at points 1 and 2 are known from either initial conditions or from previous calculations. The compatibility equations, Eqs. (6.57), written in finite-difference form, are

\[
\begin{align*}
    p_3 - p_1 + \rho c_{13} (u_3 - u_1) &= 0 \\
p_3 - p_2 - \rho c_{23} (u_3 - u_2) &= 0 \\
p_3 &= \rho_0 \\
p_3^3 &= \rho_0^3
\end{align*}
\]

The differential equations for the characteristic curves may be approximated by

\[
\begin{align*}
x_3 - x_1 &= (\overline{u_{13}} + \overline{c_{13}})(t_3 - t_1) \\
x_3 - x_2 &= (\overline{u_{23}} - \overline{c_{23}})(t_3 - t_2) \\
x_3 - x_a &= \overline{u_{3a}}(t_3 - t_a)
\end{align*}
\]

Since point “a” is located at the intersection of the \( C_3 \) characteristic through point 3 and the straight line between points 1 and 2, it is not a lattice point of the characteristic grid. Therefore,
the solution at point \( a \) is not known and must be determined by interpolation. For example, if a linear variation of properties is assumed along the line connecting points 1 and 2,

\[
\frac{x_a - x_1}{x_2 - x_1} = \frac{t_a - t_1}{t_2 - t_1}
\]

(6.64)

we can write

\[
\begin{align*}
  p_a &= p_1 + K(p_2 - p_1) \\
  u_a &= u_1 + K(u_2 - u_1) \\
  \rho_a &= \rho_1 + K(\rho_2 - \rho_1)
\end{align*}
\]

(6.65)

where \( K = (x_a - x_1)/(x_2 - x_1) \). Higher order interpolation schemes involving more than two points may also be used. Eqs. (6.62) to (6.65) form a system of ten equations which may be solved for the ten unknowns, \( p_3, u_3, \rho_3, x_3, t_3, p_a, u_a, \rho_a, x_a, \) and \( t_a \) by an iteration procedure.

(3) Calculation of points on the boundary

Figure 6.13(b) illustrates the configuration of a typical boundary point, point 3. Since the boundary for this example is a particle path line, only the \( C_2 \) characteristic reaches the boundary from inside the region. The solution at point 3 can be determined from the \( C_2 \) and \( C_3 \) equations and from the known solution at points 1 and 2. The equations are

\[
\begin{align*}
  C_2: \quad u_3 - u_1 &= c_{31}(p_3 - p_1) = 0, \\
  x_3 - x_1 &= (u_{13} - c_{13})(t_3 - t_1)
\end{align*}
\]

\[
C_3: \quad \frac{p_3}{\rho_3} = \frac{p_2}{\rho_2}
\]

boundary conditions

\[
x_3 = f(t_3), \quad u_3 = \frac{df}{dt}(t_3)
\]

These five equations can then be solved for \( p_3, u_3, \rho_3, x_3, \) and \( t_3 \).

The method of using the left traveling and right traveling characteristics to define the network is usually referred to as the "standard technique" of the method of characteristics. Another
method, which was proposed by Hartree [6.8], involves equal time increments. In this "constant time technique", the network of lattice points is formed by the intersection of particle paths and constant time lines. For the present problem, this network is shown in Figure 6.14. The calculation for a typical interior point is

![Diagram](image)

Figure 6.14. Calculational mesh used to solve one-dimensional gas flow problems by the "constant time technique".

illustrated in Figure 6.15. The solution at a typical interior point, point 4, may be determined from the known solution at points 1, 2, and 3 and from the following difference equations obtained from the compatibility and characteristic equations.

\[
C_1: \quad p_4 - p_3 + \frac{\partial c_3}{\partial x}(u_4 - u_3) = 0, \quad x_4 - x_3 = (\overline{u_4} + \overline{c_3})\Delta t
\]

\[
C_2: \quad p_4 - p_b + \frac{\partial c_4}{\partial x}(u_4 - u_b) = 0, \quad x_4 - x_b = (\overline{u_4} - \overline{c_4})\Delta t
\]

\[
C_3: \quad \frac{p_4}{\rho_4} = \frac{p_3}{\rho_3}, \quad x_4 - x_2 = \overline{u_2} \Delta t
\]
Since points $a$ and $b$ are not lattice points, the variables at these points must be found by interpolation between lattice points. The above six equations plus six interpolation formulas for values at points $a$ and $b$ are sufficient to determine the twelve variables $p_a, p_b, u_a, x_a; p_a, p_b, u_b, x_b$.

The solution at points on a shock front and points on a boundary are schematically illustrated in Figures 6.16 and 6.17, respectively.

![Figure 6.16: Mesh used to calculate points on the shock front by the "constant time technique".](image1)

![Figure 6.17: Mesh used to calculate points on the boundary by the "constant time technique".](image2)

When applying the constant time technique, the magnitude of the time step is restricted by stability considerations [6.7]. For a stable numerical solution, according to the Courant-Friedrichs-Lewy stability criterion, $\Delta t$ must be chosen such that the domain of dependence of the new point to be calculated lies within the domain of dependence of the finite-difference equations. Assuming that points 1, 2, and 3 are used as known points in the difference equations, stable and unstable configurations are shown in Figure 6.18. In these figures, the domain of dependence of the differential equations, for point 4, runs from $a$ to $b$ on the constant time line, but the domain of dependence for the difference equations is points 1, 2, and 3 on the constant time line. Note that the standard technique just satisfies...
This stability criterion.

The primary advantage of the constant time technique for one-dimensional problems is that the spatial distribution of properties at various times is automatically available. These properties at constant time are obtainable from the standard technique only after lengthy interpolations. However, the standard technique should be more accurate since it involves one less interpolation for each point, and it involves the exact domain of dependence of each new point that is calculated. Note that the domain of dependence is violated in the constant time technique; however, this violation also exists in standard finite-difference methods. For a further discussion of these two methods and comparisons with exact solutions, see [6.9].

From the above two example problems, several differences between the numerical solution of linear and non-linear systems can be seen. In the non-linear problem, shock waves which travel with variable speed are present; while in the linear problem, all wave velocities are constant and known a priori. Also, the location of lattice points must be determined along with the solution in the non-linear case, and the non-linear differential equations lead to non-linear algebraic equations which must be solved by iteration procedures.

The preceding methods of solution can be extended to a system of $n$ equations in $n$ unknowns, if the system is completely hyperbolic. The $k$ characteristic curves are given by

$$\frac{dx}{dt} = \tau_k \quad (k = 1, 2, \ldots, n)$$

where $\tau_k$ is a root of Eq. (6.41). Here, the $\tau_k$'s are not necessarily all different, i.e., repeated roots may occur. The compatibility equations are then given by Eqs. (6.44), and we assume that $n$ independent relations exist. These equations may then be
approximated by algebraic equations following the method of finite-differences. Either the standard method, which uses the outer characteristics to form the networks, or the constant time technique, which uses the mesh formed by constant time lines and an intermediate characteristic, may be used. These techniques are illustrated in Figure 6.19 for interior points. An additional discussion may be found in [6.4], section 3.7.

![Figure 6.19](image)

(a) STANDARD METHOD  (b) CONSTANT TIME METHOD

Figure 6.19. Mesh used to calculate variables at an interior point by the standard method of characteristics (a) and by the "constant time method" (b) for the case of several (m) differential equations.

6.2d Applications

The method of characteristics has been extensively used to solve for the one-dimensional unsteady flow and the two-dimensional steady flow of an ideal, compressible fluid. Most standard texts on fluid mechanics, such as the book by Shapiro [6.10], give numerous examples. A complete description of the use of the numerical method of characteristics to solve the governing equations of one-dimensional unsteady flow has been given by Hoskin [6.11]. In that article, the governing equations in terms of Lagrangian coordinates are treated by the method of characteristics. Iteration procedures for solving the non-linear finite-difference equations are delineated for several types of points, i.e., shock points, interface points, etc. Also, both the standard technique of integrating along the main characteristic mesh and the constant time technique (Hartree's method) are treated. The article also includes a discussion of the structure of a computer program based on the method of characteristics.

An application of these principles is illustrated by Lambourn and Hartley [6.12] where the motion of a plate subjected to the
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pressure distribution of a detonating explosive is studied. The physical configuration and characteristic networks are shown in Figure 6.20. In this analysis the standard technique of the method

![Physical Configuration](image)

(a) Physical Configuration

![Characteristic Network](image)

(b) Characteristic Network

Figure 6.20. Method of characteristics applied to a plate acceleration problem (from [6.12]).

of characteristics is used, and the plate is treated as an ideal fluid. The computer code which performs the calculations is referred to as NIP (Normal Initiation Program). Some results of this study are shown in Figure 6.21 where the free surface velocity of the plate is
plotted against time for both NIP calculations and experiments.

An example similar to the above is the one-dimensional impact of two plates. The application of the method of characteristics to this impact problem is discussed by Chou and Allison [6.13].

An example of two-dimensional steady flow is given in [6.14]. There the motion of compressible flat plates and cylinders driven by explosion waves at tangential incidence is analyzed. Such systems have been examined theoretically with the two-dimensional steady state characteristic code ELA.

The accuracy of the numerical method of characteristics has been examined by Chou, Karpp, and Hu [6.9]. This estimate of accuracy was accomplished by numerically calculating blast wave flow fields, and comparing the results with closed-form similarity solutions of the same problem. These self-similar solutions of blast waves created by an instantaneous energy release are among the few known exact (satisfying the strong shock relations) solutions of nonisentropic, unsteady flow. The comparison between exact and numerical solutions was made for both the standard technique and the constant time technique. Figures 6.22 and 6.23 show the error analysis for the plane shock wave created by the instantaneous release of energy at $x = 0, \; t = 0$. Results obtained by both techniques are found to be accurate to within 1\% for all variables.
Figure 6.22. Comparison between the exact solution to the one-dimensional blast wave problem and calculations based on the standard technique of the method of characteristics.
Figure 6.23. Comparison between the exact solution to the one-dimensional blast wave problem and calculations based on the constant time technique of the method of characteristics.
along the shock front after the pressure behind the shock has
decreased by 99%.

An example of the automatic treatment of a large number of
discontinuities in plane supersonic gas flows is given by Taylor
[6.15]. There, Hartree's variant of the method of characteristics is
used. A study of several test problems revealed that very accurate
solutions can be achieved in relatively short computing times, at the
cost of initial programming complexities.

Many problems in elastic and elastic-plastic flow have been
solved with the numerical method of characteristics. An application
of the method to elastic-plastic flow has been given by Lee [6.16].
The problem considered is the impact of a cylinder of finite length
against a rigid target. Here, longitudinal motion in the \( x \)-direction
only is considered, and the stress and strain are assumed to be only
functions of \( x \) and \( t \). The governing equations are formulated in
Lagrangian coordinates. These equations are solved by the standard
method of characteristics, and methods for determining the
elastic-plastic boundaries are presented.

In [6.17], Clifton has applied the method to elastic,
visco-plastic waves of finite uniaxial strain. Computations are
carried out using a difference method which treats the jumps
explicitly and is essentially a second-order accurate method in the
continuous wave region.

An example of the solution by characteristics of an
elastic-perfectly plastic flow problem at relatively high pressures has
been discussed by Burns [6.18]. There the impact of plates of finite
length is studied under the assumption of one-dimensional motion
( uniaxial strain) as opposed to one-dimensional stress discussed in
[6.16]. Thermal variations are also included by using an equation
of state relating pressure, density, and internal energy. Figure 6.24
illustrates the main characteristics mesh which was used in the
numerical integration (standard method). The code first calculates
the strength and location of the transmitted and reflected shocks.
Then the rarefaction waves which originate at the free surface are
divided into several segments as shown. The problem is solved when
the dependent variables, pressure, particle velocity, density, and
internal energy, are determined at all lattice points within the time
of interest.

Another method of numerical integration, which is closely
related to the standard method of characteristics, has been used by
Barker [6.19]. In the SWAP code, the one-dimensional motion in
uniaxial strain of elastic-plastic materials, including a variable yield
strength, is considered. Rather than treating regions of continuous flow divided by lines of discontinuity, this technique represents all wave shapes by a series of shock waves. Figure 6.25 illustrates this type of representation for both continuous and discontinuous waves. Since the shock equations and continuous flow equations
approach each other in the limit of weak waves, the error introduced by treating continuous waves as a series of small shocks is controllable. Therefore, rather than using different equations for shocks and continuous waves, this method uses the same equations. This approximation leads to a simplification in the programming which is similar to the simplification obtained by artificial viscosity methods where the flow is considered always continuous.

A comparison of results of the SWAP code and the standard characteristics calculation (MCDIT-4 code) is given in Figure 6.26.

![Figure 6.26. Comparison between results of the SWAP Code (discontinuous wave representation) with results of the MCDIT 4 Code (standard method of characteristics) for the one-dimensional impact problem.](image)

for the impact problem. Also, for comparison purposes, Figure 6.27 shows results of a standard finite-difference (artificial viscosity) solution using P-PUFF66 and a solution using the standard method of characteristics [6.20].

An example of a linear problem solved by the standard method of characteristics has been given by Butcher [6.21]. In that
Figure 6.27. Comparison between results of the P PUFF 66 Code (artificial viscosity, finite-difference method) with results of the MCDIT 4 Code (standard method of characteristics) for the one-dimensional impact problem.

discussion, a computer code, STRATE, solves for the uniaxial motion of a material which is strain-rate sensitive. Other examples of applications of the method of characteristics to wave propagation problems are given by Cristescu [6.22].

The relative advantages and disadvantages of characteristic codes and standard finite-difference codes have been summarized by Lambourn and Hoskin [6.23]. This summary is given in Table 1. Their general conclusion is that given both finite-difference and characteristic codes, one would use a finite-difference code for problems where the ultimate state of the material is desired, but not the details leading to that state, and a characteristic code for problems where an understanding of the detailed wave motion is desired.
### The Method of Characteristics

Table 6.1 Comparison Between Finite-Difference Codes and Method of Characteristic Codes

**TABLE 1 (from Ref. (6.23))**

<table>
<thead>
<tr>
<th>Property</th>
<th>Finite-Difference Code</th>
<th>Characteristic Code</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Advantages of a Finite-Difference Code</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Logic</td>
<td>Simple</td>
<td>Complicated</td>
</tr>
<tr>
<td>2. Increase in difficulty due to multiple materials and variety of problems (e.g., shock formation)</td>
<td>Little</td>
<td>Great</td>
</tr>
<tr>
<td>3. Constant time profiles</td>
<td>Given continuously</td>
<td>Need interpolation (for standard technique)</td>
</tr>
<tr>
<td>4. Probability of a new problem running at first attempt</td>
<td>Good</td>
<td>Fair</td>
</tr>
<tr>
<td><strong>Advantages of a Characteristic Code</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Treatment of discontinuities and their interactions</td>
<td>Smeared, uncertainty in position.</td>
<td>Treated explicitly</td>
</tr>
<tr>
<td>2. Profiles</td>
<td>Noisy</td>
<td>Smooth between discontinuities</td>
</tr>
<tr>
<td>3. Details of solution</td>
<td>Poorly defined</td>
<td>Good</td>
</tr>
<tr>
<td>4. Time step</td>
<td>Usually determined by stability of smallest mesh</td>
<td>Variable in space and time</td>
</tr>
<tr>
<td>5. Number of meshes within a material</td>
<td>Usually fixed. Need a minimum to let shocks form properly</td>
<td>Varied during a problem to give detail where needed</td>
</tr>
<tr>
<td>6. Utilization of a computer</td>
<td>Poor — many meshes required for accuracy</td>
<td>Optimum</td>
</tr>
</tbody>
</table>
6.3 Problems Involving Three Independent Variables

6.3.a Basic Theory

With hyperbolic partial differential equations in two independent variables, linear combinations of the equations can be formed such that at each point in the plane of the independent variables, differentiation occurs in only a single direction, the characteristic direction. The linear combinations then become ordinary differential equations. The advantage of the numerical method of characteristics is that the problem of numerically integrating partial differential equations is reduced to integrating ordinary differential equations along characteristic curves.

With hyperbolic systems in three independent variables, linear combinations of the equations can be formed such that at each point in the space of the independent variables differentiation occurs parallel to certain planes, the characteristic planes. The linear combinations become partial differential equations with differentiation occurring in two directions only. The problem of numerically integrating equations with differentiation in three directions is therefore simplified to integrating equations which involve derivatives taken in only two directions along characteristic surfaces. Unfortunately, these are still partial differential equations; the simplification for equations with three independent variables is not as great as the two variable case. Therefore, relatively complex numerical schemes are required for the integration of these equations.

To illustrate the important features, we will first determine the characteristic surfaces and equations which hold on these surfaces for the relatively simple case of the linear wave equation

$$\nabla^2 \phi = \frac{1}{c^2} \frac{\partial^2 \phi}{\partial T^2}$$

For cylindrically symmetric systems, this equation may be written as

$$\frac{\partial^2 \phi}{\partial r^2} + \frac{1}{r} \frac{\partial \phi}{\partial r} + \frac{\partial^2 \phi}{\partial z^2} = \frac{\partial^2 \phi}{\partial t^2}$$

(6.66)

where $t = cT$, and $r$ and $z$ are the cylindrical coordinates. Since the problems of present interest are usually formulated as a system of first order equations, we will introduce the following new dependent variables,
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\[ p = \frac{\partial \phi}{\partial r}, \quad q = \frac{\partial \phi}{\partial z}, \quad s = \frac{\partial \phi}{\partial t} \]  
(6.67)

Equations (6.66) may now be replaced by the following system of three equations for the three unknowns \( p, q, \) and \( s \).

\[
\begin{align*}
\frac{\partial s}{\partial t} &= \frac{\partial p}{\partial r} + p + \frac{\partial q}{\partial z} \\
\frac{\partial p}{\partial t} &= \frac{\partial s}{\partial r} \\
\frac{\partial q}{\partial t} &= \frac{\partial s}{\partial z}
\end{align*}
\]  
(6.68)

We now form a linear combination of these three equations by multiplying them by \( \alpha_1, \alpha_2, \alpha_3 \), respectively, and adding,

\[
-\alpha_1 \frac{\partial p}{\partial r} + \alpha_3 \frac{\partial p}{\partial t} - \alpha_1 \frac{\partial q}{\partial z} + \alpha_3 \frac{\partial q}{\partial t} \\
+ \alpha_2 \frac{\partial s}{\partial r} + \alpha_1 \frac{\partial s}{\partial z} = \alpha_1 \frac{p}{r}
\]  
(6.69)

Eq. (6.69) may be written in vector notation as

\[
\widehat{A}_1 \cdot \nabla p + \widehat{A}_2 \cdot \nabla q + \widehat{A}_3 \cdot \nabla s = \alpha_1 \frac{p}{r}  
\]  
(6.70)

where the following definitions have been used:

\[
\begin{align*}
\widehat{A}_1 &= - \alpha_1 e_r + \alpha_2 e_t \\
\widehat{A}_2 &= - \alpha_1 e_z + \alpha_3 e_t \\
\widehat{A}_3 &= - \alpha_2 e_r - \alpha_3 e_z + \alpha_1 e_t \\
\nabla &= e_r \frac{\partial}{\partial r} + e_z \frac{\partial}{\partial z} + e_t \frac{\partial}{\partial t}
\end{align*}
\]

The unit vectors \( e_r, e_z \), and \( e_t \) are directed along the \( r, z, \) and \( t \) coordinate axes.

The derivative of a function \( p(r,z,t) \) taken in a direction tangent to a curve \( r = r(s), z = z(s), t = t(s) \) can be written as

\[
\frac{dp}{ds} = \frac{\partial p}{\partial r} \frac{dr}{ds} + \frac{\partial p}{\partial z} \frac{dz}{ds} + \frac{\partial p}{\partial t} \frac{dt}{ds} = n \cdot \nabla p 
\]  
(6.71)

If the dimension of the parameter \( s \) is length, then \( n = e_r \frac{dr}{ds} + e_z \frac{dz}{ds} + e_t \frac{dt}{ds} \) is a unit vector which is tangent to the curve. Therefore, \( n \cdot \nabla p \) has the direction of the unit vector \( n \). The first term in Eq. (6.70), \( \widehat{A}_1 \cdot \nabla p \), can be interpreted as the directional derivative of \( p \) taken in the direction of the vector \( \widehat{A}_1 \) multiplied by the magnitude of the vector \( \widehat{A}_1 \). The second and third terms in Eq.
(6.70) have similar interpretations. We now require that the three directions of differentiation occurring in Eq. (6.70) lie in a common plane. If $\lambda$ is the unit normal vector to this plane, this requirement may be expressed as

$$A_1 \cdot \lambda = A_2 \cdot \lambda = A_3 \cdot \lambda = 0$$  

(6.72)

These equations may be written more conveniently as one matrix equation

$$\begin{bmatrix} -\lambda_\tau & \lambda_\tau & 0 \\ -\lambda_z & 0 & \lambda_\tau \\ \lambda_\tau & -\lambda_\tau & -\lambda_z \end{bmatrix} \begin{bmatrix} \alpha_1 \\ \alpha_2 \\ \alpha_3 \end{bmatrix} = 0$$  

(6.73)

where $\lambda = \lambda_\tau e_\tau + \lambda_z e_z + \lambda_\tau e_\tau$. A nontrivial solution for the undetermined multipliers, $\alpha_1$, $\alpha_2$, and $\alpha_3$, will exist if the determinant of the above square matrix vanishes. This condition reduces to

$$\lambda_\tau (\lambda_\tau^2 + \lambda_z^2 - \lambda_\tau^2) = 0$$  

(6.74)

Since $\lambda$ is a unit vector, the vanishing of the parenthesis determines the components of $\lambda$ to within terms of one parameter, $\alpha$, which may be taken as the angle between the $r$-axis and the projection of $\lambda$ onto the $r,z$-plane (see Figure 6.28) or

$$\lambda = (1/\sqrt{2})(\cos \alpha e_\tau + \sin \alpha e_z + e_\tau)$$  

(6.75)

The one parameter family of planes defined by the unit vector $\lambda$, at
any point in $r, z, t$ space, are the characteristic planes. Here $\lambda$ has been specified as a unit vector and a positive value for $\lambda$, has been chosen. The envelope of these planes is a cone, the characteristic cone. The characteristic cone through the point $r_0, z_0, t_0$ is therefore given by

$$(r - r_0)^2 + (z - z_0)^2 = (t - t_0)^2$$  \hspace{1cm} (6.76)$$

We can now introduce two more unit vectors, $\beta$ lying along the bicharacteristic curves, which are the lines of intersection of the characteristic planes and the cone, and $\gamma$ which is tangent to the cone and normal to $\lambda$ and $\beta$. This set of three mutually

![Figure 6.29. The characteristic cone at a point $(r_0, z_0, t_0)$ for Eq. (6.66)\(](image)

perpendicular unit vectors, as shown in Figure 6.29, is expressed by Eq. (6.75) and

$$\beta = (1/\sqrt{2i}(-\cos \alpha e_r - \sin \alpha e_z + e_\gamma), \hspace{1cm} (6.77)$$

$$\gamma = -\sin \alpha e_r + \cos \alpha e_z$$

With the above values for the components of the normal vector $\lambda$, Eq. (6.73) can be solved for the multiplying factors $\alpha_2/\alpha_1$, and $\alpha_3/\alpha_1$. The values obtained are $\alpha_2/\alpha_1 = \cos \alpha$ and $\alpha_3/\alpha_1 = \sin \alpha$. Using these values, the linear combination, Eq. (6.70), becomes

$$-\frac{\partial p}{\partial r} + \cos \alpha \frac{\partial p}{\partial t} - \frac{\partial q}{\partial z} + \sin \alpha \frac{\partial q}{\partial t} - \cos \alpha \frac{\partial s}{\partial r} - \sin \alpha \frac{\partial s}{\partial z} + \frac{\partial s}{\partial t} = \frac{p}{r}$$

or, in terms of the above unit vectors

$$(\cos \alpha)\beta \cdot \nabla p + (\sin \alpha)\beta \cdot \nabla q + \beta \cdot \nabla s$$

$$= \frac{1}{\sqrt{2}} \left[ \nabla q \cos \alpha - \nabla p \sin \alpha \right] \gamma + \frac{p}{r}$$  \hspace{1cm} (6.78)$$
This is the compatibility equation; derivatives in the $\beta$ and $\chi$ directions appear, but differentiation in the $\lambda$ direction is absent. This equation may also be written as

$$
\cos \alpha \frac{dp}{d\beta} + \sin \alpha \frac{dq}{d\beta} + \frac{ds}{\sqrt{2}} = \frac{1}{2} \left( \cos \alpha \frac{dq}{d\gamma} - \sin \alpha \frac{dp}{d\gamma} \right) + \frac{p}{r} 
$$

(6.79)

where $\beta$ is arc length along the bicharacteristic curve defined by $\alpha$.

This equation may be used, in finite-difference form, to numerically solve the system of Eqs. (6.68). Since Eq. (6.79) contains the parameter $\alpha$ which may assume values from 0 to $2\pi$, there are an infinite number of equations which may be written through each point in $r,z,t$-space.

If the first factor in Eq. (6.74) vanishes, $\lambda_i = 0$, then any plane perpendicular to the $r,z$-plane will be a characteristic plane. The envelope of these planes passing through a point $r_0, z_0, t_0$ is the vertical line $r = r_0, z = z_0$. Following the above procedure, the compatibility equation which holds along this line may be written as

$$
\sin \alpha \left( \frac{\partial s}{\partial r} - \frac{\partial p}{\partial t} \right) + \cos \alpha \left( \frac{\partial q}{\partial t} - \frac{\partial s}{\partial z} \right) = 0 
$$

(6.80)

However, this equation is merely a restatement of the last two equations of Eqs. (6.68). It is interesting to note that if a search for characteristic surfaces is made using the original second order equation, Eq. (6.66), the factor $\lambda_i$ in Eq. (6.74) will not be present. This "extra" characteristic has been introduced by the use of the three new dependent variables $p$, $q$, and $s$.

The preceding method of determining the characteristic surfaces and compatibility equations on these surfaces can be generalized to any system of $n$ quasi-linear hyperbolic equations in three independent variables. This discussion essentially follows the presentation of von Mises [6.24].

The equations of interest are

$$
\sum_{i=1}^{n} \left( a_{ij} \frac{\partial u_j}{\partial x} + b_{ij} \frac{\partial u_j}{\partial y} + c_{ij} \frac{\partial u_j}{\partial t} \right) = d_i \ (i = 1, 2, \ldots n) 
$$

(6.81)

where the coefficients of the derivatives and the terms $d_i$ may contain the dependent variables $u_j$ as well as the independent variables, but not derivatives of $u_j$. Using vector notation, Eqs. (6.81) may be written in the following form

$$
\sum_{j=1}^{n} A_{ij} \nabla u_j = d_i \ (i = 1, 2, \ldots n) 
$$

(6.82)
where \( A_{ij} = a_{j} e_{x} + b_{j} e_{y} + c_{j} e_{t}, \nabla u_{i} = e_{x} \frac{\partial u_{i}}{\partial x} + e_{y} \frac{\partial u_{i}}{\partial y} + e_{t} \frac{\partial u_{i}}{\partial t} \)

and \( e_{x}, e_{y}, \) and \( e_{t} \) are unit vectors along the coordinate axes. We now form a linear combination of Eqs. (6.82) by multiplying each \( i^{th} \) equation by an undetermined factor \( \alpha_{i} \) and adding the resulting equations. The result is

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{i} A_{ij} \cdot \nabla u_{j} = \sum_{i=1}^{n} \alpha_{i} d_{i}
\]

This equation may be written as

\[
\sum_{j=1}^{n} B_{j} \cdot \nabla u_{j} = D
\]

where the notation

\[
B_{j} = \sum_{i=1}^{n} \alpha_{i} A_{ij}
\]

\( D = \sum_{i=1}^{n} \alpha_{i} d_{i} \)

has been used. Each scalar product in Eq. (6.84) represents the directional derivative of the dependent variable \( u_{i} \) in the direction of \( B_{j} \) multiplied by the magnitude of \( B_{j} \). We now require that all directions in which derivatives are taken lie in a common plane, the characteristic plane at the point considered. If \( \lambda \) is the unit normal vector to this plane, then

\[
\lambda \cdot B_{j} = 0 \quad \text{for} \quad i = 1, 2, \ldots n
\]

Using the definition of \( B_{j} \), the above equations may be written as

\[
\sum_{j=1}^{n} \lambda \cdot A_{ij} \alpha_{j} = 0 \quad \text{for} \quad i = 1, 2, \ldots n
\]

This is a system of \( n \) linear homogeneous equations for \( n \) unknown multipliers \( \alpha_{j} \). A nontrivial solution will exist if the determinant of the coefficients of \( \alpha_{j} \) vanishes, i.e.

\[
\begin{bmatrix}
\lambda \cdot A_{11} & \lambda \cdot A_{21} & \cdots & \lambda \cdot A_{1n} \\
\lambda \cdot A_{12} & \cdots & \cdots & \cdots \\
\lambda \cdot A_{1} & \cdots & \cdots & \cdots \\
\lambda \cdot A_{1} & \cdots & \cdots & \cdots \\
\end{bmatrix} = 0
\]

(6.86)

This is a homogeneous algebraic equation of degree \( n \) for the components of \( \lambda \). If the system is hyperbolic, then real solutions of
Eq. (6.66) exist, and these solutions determine the characteristic planes at the point under consideration. For the problems of interest here, Eq. (6.66) usually factors into linear and quadratic terms. Each quadratic term yields a one parameter family of characteristic planes which develop a cone, the characteristic cone. The linear terms produce a characteristic line rather than a characteristic cone.

When a vector \( \lambda^{(k)} \) is found which satisfies Eq. (6.86), Eq. (6.85) may then be solved for the multipliers \( \alpha_j \). These multipliers when inserted in the linear combination, Eqs. (6.83), produce an equation which contains no derivatives in the direction \( \lambda^{(k)} \). Differentiation in this equation is confined to the characteristic plane defined by \( \lambda^{(k)} \). This equation is usually referred to as the compatibility equation since it restricts the arbitrariness of the values of the dependent variables on the characteristic surface. These compatibility equations can be used to generate finite-difference equations which may be used in the numerical solution.

### 6.3.b Methods of Numerical Solution

In order to illustrate some methods which are currently being used to solve hyperbolic systems, we will first apply these techniques to the simple wave equation, Eq. (6.66). Most techniques are based on writing the compatibility equations in finite-difference form along bicharacteristic curves. For the system of Eqs. (6.68), the bicharacteristic direction is indicated by \( \beta \) in Eq. (6.77). Therefore, along a bicharacteristic

\[
\frac{dr}{-\cos \alpha} = \frac{dz}{-\sin \alpha} = \frac{dt}{1} \quad (6.87)
\]

The compatibility equation for this system is Eq. (6.79). Expanding the right side of Eq. (6.79) and multiplying by \( d\beta \), we obtain the following compatibility equation,

\[
\cos \alpha \, dp + \sin \alpha \, dq + ds = \frac{d\beta}{\sqrt{2}} \left[ \sin^2 \alpha \frac{\partial p}{\partial r} - \sin \alpha \cos \alpha \left( \frac{\partial q}{\partial r} + \frac{\partial p}{\partial z} \right) + \cos^2 \alpha \frac{\partial q}{\partial z} + \frac{p}{r} \right] \quad (6.88)
\]

Here, the differentials represent increments in the bicharacteristic direction defined by \( \beta \), and since \( d\beta \) represents arc length along the bicharacteristic
where Eq. (6.87) has been used. Eq. (6.88) may be written in finite-difference form along an arbitrary bicharacteristic between point \( i \) and point \( 0 \), specified by a particular value of the angle \( \alpha, \alpha_i \), as shown in Figure 6.30. This may be expressed as,

\[
\cos \alpha_i \Delta p + \sin \alpha_i \Delta q + \Delta s = \Delta t \left[ \sin^2 \alpha_i \frac{\partial p}{\partial r} - \sin \alpha_i \cos \alpha_i \left( \frac{\partial q}{\partial r} + \frac{\partial p}{\partial z} \right) + \cos^2 \alpha_i \frac{\partial q}{\partial z} + \frac{1}{2} \left( \frac{p_i}{r_i} + \frac{p_0}{r_0} \right) \right]
\]

Figure 6.30. Characteristic cone and bicharacteristic line from point \( i \) to point \( 0 \)

where \( \Delta p = p_0 - p_i \), etc. The bar over the partial derivatives indicates that an average value between points \( i \) and \( 0 \) along the bicharacteristic is to be used. Here it is assumed that the dependent variables \( p_0, q_0, s_0, \) are to be determined at point \( 0 \), and these variables are known at points on the base of the cone designated by \( \alpha_i \).

Since Eq. (6.89) still contains partial derivatives, it cannot be directly used to determine \( p_0, q_0, \) and \( s_0 \). Two methods which are currently being used to evaluate or eliminate these partial derivatives, will be illustrated for the present linear problem. One method, which has been apparently used by Sauerwein [6.25] and [6.26] for the solution of compressible fluid flow problems, is to introduce the following additional equations expressing continuity of the dependent variables

\[
dp = \frac{\partial p}{\partial r} dr + \frac{\partial p}{\partial z} dz + \frac{\partial p}{\partial t} dt, \text{ and } dq = \frac{\partial q}{\partial r} dr + \frac{\partial q}{\partial z} dz + \frac{\partial q}{\partial t} dt
\]
These equations are written in finite-difference form as

\[ p_0 - p_i = \frac{\partial p}{\partial r}(r_0 - r_i) + \frac{\partial p}{\partial z}(z_0 - z_i) + \frac{\partial p}{\partial t}(t_0 - t_i) \]

\[ q_0 - q_i = \frac{\partial q}{\partial r}(r_0 - r_i) + \frac{\partial q}{\partial z}(z_0 - z_i) + \frac{\partial q}{\partial t}(t_0 - t_i) \]

and the average value of the derivatives is written as \( \frac{\partial p}{\partial r} = \frac{1}{2} \left( \frac{\partial p}{\partial r_i} + \frac{\partial p}{\partial r_0} \right) \), etc. Eqs. (6.89) and (6.90) are then sufficient to determine the dependent variables at point 0. These equations may be applied along three bicharacteristics as shown in Fig. 6.31. We then have nine equations for the nine unknowns \( p_0, q_0, \) etc.

![Figure 6.31. A numerical scheme utilizing three bicharacteristics](image)

Another method, developed by Butter [6.27] for the solution of compressible flow problems and modified by Clifton [6.28] for dynamic elasticity problems, may also be used to solve the above linear example. The difference scheme for this method is shown in Figure 6.32. The compatibility equation is applied along the four bicharacteristics as shown. We then have the four equations

![Figure 6.32. A numerical scheme utilizing four bicharacteristics](image)
\[ \cos \alpha_i (p_0 - p_i) + \sin \alpha_i (q_0 - q_i) + (s_0 - s_i) \]  
\[ = \frac{\Delta t}{2} \left[ \sin^2 \alpha_i \left( \frac{\partial p}{\partial r} \bigg|_0 + \frac{\partial p}{\partial r} \bigg|_i \right) + \cos^2 \alpha_i \left( \frac{\partial \alpha}{\partial z} \bigg|_0 + \frac{\partial \alpha}{\partial z} \bigg|_i \right) + \frac{p_0}{r_0} + \frac{p_i}{r_i} \right] \]  

where \( \alpha_i = 0, \pi/2, \pi, 3\pi/2 \).

These four equations then contain the five unknowns, \( p_0, q_0, s_0, \partial p/\partial r|_0 \), and \( \partial q/\partial z|_0 \), since values at the points \( i=1,2,3,4 \) are assumed known. An additional equation can be obtained by integrating the first of Eqs. (6.68) along the vertical line from point 5 to point 0, or

\[ s_0 - s_5 = \frac{\Delta t}{2} \left[ \frac{\partial p}{\partial r} \bigg|_0 + \frac{\partial p}{\partial r} \bigg|_s + \frac{p_0}{r_0} + \frac{p_s}{r_s} + \frac{\partial q}{\partial z} \bigg|_0 + \frac{\partial q}{\partial z} \bigg|_s \right] \]  

Eqs. (6.91) and (6.92) form a system of 5 equations from which the derivatives \( \partial p/\partial r|_0 \) and \( \partial q/\partial z|_0 \) may be eliminated. The resulting three equations may then be solved for \( p_0, q_0, \) and \( s_0 \). The partial derivatives at points 1 to 5 in the plane \( t_0 - \Delta t \) may be obtained by using central difference formulas since the dependent variables are known in that plane.

By a repeated application of either of the above two techniques, values of the variables can be established at points in the plane \( t_0 \) from data at points on the \( t_0 - \Delta t \) plane. This procedure can be extended upward in time until all mesh points within the region of dependence of the initial data have been calculated.

The points at the base of the characteristic cone, points 1, 2, 3, and 4 in Figure 6.32 and points 1, 2, and 3 in Figure 6.31, must be selected such that a stable numerical scheme is produced. If Butler's method is used, Figure 6.33a indicates a numerical scheme that uses the bicharacteristics that pass through the mesh points 1, 2, 3, and 4. The results of such a scheme are illustrated in Figure 6.34 where the variable \( p \) is plotted against time for a fixed point \( r, z \) for a particular initial value problem. The numerical solution becomes noticeably unstable in a short time. The Courant-Friedrichs-Lewy criterion for a set of first order linear hyperbolic equations is that, for convergence, the domain of dependence of the difference scheme must contain the domain of dependence of the differential equations. For this example, the domain of dependence of the differential equations is the circle, and the domain of dependence of the difference scheme is the square indicated by dotted lines in
Figure 6.33. Unstable (a) and stable (b) numerical schemes.

Figure 6.33. For the scheme indicated in Figure 6.33a the above necessary condition is clearly violated, and the resulting numerical solution was unstable. Figure 6.33b shows that by reducing the time step $\Delta t$ the domain of dependence of the difference scheme based on the four mesh points $a, b, c,$ and $d$ can be made to enclose the domain of dependence of the differential equations. The results of a calculation based on this scheme are also illustrated in Figure 6.34. The points at the base of the cone which are used in the

Figure 6.34. Results of calculations using stable and unstable numerical schemes.
difference equations, points 1, 2, 3, and 4, are not mesh points, but the values of the dependent variables at these points may be obtained by interpolating values at the mesh points a, b, c, d, and 5.

A similar procedure of using the mesh points to interpolate for properties at points on the base of the characteristic cone can be used to stabilize the numerical scheme of Sauerwein [6.29].

6.3.c Applications

An example of a linear problem solved by a numerical method involving integration along characteristics has been given by Clifton [6.28]. In order to solve the equations of dynamic elasticity, Clifton modified Butler's method [6.27] for the equations of compressible fluid flow. The following discussion is a summary of [6.28].

For the case of plane strain, the equations of linear elasticity may be written in the following dimensionless form

\[ u_t + q_x - p_x - r_y = 0 \]
\[ v_t + q_y + p_y - r_x = 0 \]
\[ \gamma^2 \gamma_t = 1 p_t - u_x - v_y = 0 \]
\[ \gamma^2 q_t - u_x + v_y = 0 \]
\[ \gamma^2 r_t - u_y - v_x = 0 \]

(6.93)

where subscripts denote partial differentiation. The dimensionless velocities \( u \) and \( v \), time \( t \), and coordinate \( x \) and \( y \) are defined by \( u = \hat{u}/c_1, \quad v = \hat{v}/c_1, \quad t = \hat{t}/c_1, \quad x = \hat{x}/b, \quad y = \hat{y}/b \) where the hat symbol denotes a dimensional quantity. The dimensionless stresses are defined by \( p = (a_{xx} + a_{yy})/2\rho c_1^2, \quad q = (a_{xx} - a_{xy})/2\rho c_1^2, \quad r = a_{xy}/\rho c_1^2 \), also, \( \gamma = c_1/c_2 \), where \( c_1 \) is the dilatational wave velocity and \( c_2 \) is the shear wave velocity. Also, \( b \) is a characteristic length.

Application of Eq. (6.86) leads to the following equation for the characteristic surfaces,

\[ [\lambda^2_1 - \lambda^2_2 - \lambda^2_3] \left[ \lambda^2_t - \frac{c_2^2}{c_1^2} (\lambda^2_2 - \lambda^2_3) \right] \lambda_t = 0 \]

(6.94)

The first and second quadratic factors produce, respectively, the two characteristic cones.
which are illustrated in Figure 6.35. These cones correspond to

\begin{align*}
(t - t_0)^2 & = (x - x_0)^2 + (y - y_0)^2 \quad (6.95) \\
\frac{c_2^2}{c_1^2} (t - t_0)^2 & = (x - x_0)^2 + (y - y_0)^2 \quad (6.96)
\end{align*}

wave propagation speeds of 1 and \( c_2 / c_1 \). In terms of dimensional quantities, Eq. (6.95) corresponds to the propagation of dilatational disturbances with velocity \( c_1 \) and Eq. (6.96) corresponds to the propagation of shear disturbances with velocity \( c_2 \). The compatibility equation written along bicharacteristics defined by the angle \( \alpha \) on the dilatational cone becomes

\[ \cos \alpha \, du + \sin \alpha \, dv + dp + \cos 2\alpha \, dq + \sin 2\alpha \, d\tau = -S_1(\alpha) \, dt \quad (6.97) \]

where

\[ S_1(\alpha) = (\cos 2\alpha - 1)\cos q_x + (\cos 2\alpha + 1)\sin q_y \]

\[ + (\sin 2\alpha \sin \alpha - \cos \alpha) \tau_y + (\sin 2\alpha \cos \alpha - \sin \alpha) \tau_x \]

\[ - \sin^2 \alpha u_x + \frac{1}{\gamma^2} (1 - \cos 2\alpha) u_x - \cos^2 \alpha v_y \]

\[ + \frac{1}{\gamma^2} (1 + \cos 2\alpha) v_y + \frac{1}{2} \sin 2\alpha (u_y + v_x) - \frac{1}{2} \sin 2\alpha (u_y + v_x) \]

Along bicharacteristics on the shear cone, an expression of similar form may be written.

The solution at a point \((t_0, x_0, y_0)\) is then determined from
known data at neighboring mesh points on the plane \( t_0 - \Delta t \), see Figure 6.36. The numerical scheme is to use finite-difference

\[
0(X, Y, t) = \frac{I}{h^2} \frac{r}{6}
\]

Figure 6.36. Bicharacteristic scheme for evaluating the variables at point \( 0 \) from known data at \( t - \Delta t \) for the case of two characteristic cones.

equations which approximate the compatibility equations along bicharacteristics with \( \alpha = 0, \pi/2, \pi, 3\pi/2 \) from \( t_0 - \Delta t \) to \( t_0 \). These difference equations will approximate Eqs. (6.97) in the same way that the difference Eqs. (6.89) approximate the differential Eqs. (6.88). This procedure yields 8 algebraic equations, four along each cone. However, these 8 equations involve 13 unknowns, \( u, v, p, q, \tau, u_x, u_y, v_x, v_y, \tau_x, \tau_y, q_y - p_y, q_x + p_x \) at the point \( (t_0, x_0, y_0) \). Five additional equations may be obtained by integrating the original system of 5 equations, Eqs. (6.93), along the vertical line \( x = x_0, y = y_0 \) from \( t_0 - \Delta t \) to \( t_0 \). For example the first of Eq. (6.93) becomes

\[
0 - u = t \left[ \frac{1}{2} (q_{x_0} + q_{xs}) + \frac{1}{2} (p_{x_0} + p_{xs}) + \frac{1}{2} (\tau_{y_0} + \tau_{ys}) \right]
\]

From this system of 13 equations, the 8 unknown derivatives at the point \( (t_0, x_0, y_0) \) may be eliminated leaving 5 equations for \( u_0, v_0, p_0, q_0, \) and \( \tau_0 \). Variables and derivatives of these variables evaluated at the 8 points on the base of the characteristic cones appear in these equations. These variables group together in such a way that they can be approximated by using derivatives evaluated at point 5. These derivatives are obtained by using centered differences based on values of the variables at neighboring mesh points. The resulting scheme involves the 9 mesh points labeled 1 to 9 in Figure 6.36. Note that the mesh ratio \( h/h \) has been introduced for stability.

At points on a plane boundary which is parallel to a coordinate
axis, a modification of the above scheme must be used. Usually, either two components of stress or velocity are specified on the boundary. Then two of the unknowns will be determined at the boundary point. Due to the boundary, two equations will be missing; these are the equations along bicharacteristics which extend outside the region of numerical solution. Also, centered differences which are used for interior points must be replaced by appropriate forward or backward differences.

The numerical scheme outlined above was applied to the classical Rayleigh-Lamb problem of an infinite train of sinusoidal waves in a plate which is infinite in the x-direction and bounded by free surfaces at \( y = \pm b \). Initial values for \( u, v, p, q, \) and \( \tau \) were calculated from the exact solution at \( t = 0 \). The difference equations, were then used to calculate the solution at later times, and this numerical solution was compared to the exact solution. The growth of error in total energy of the numerical solution is shown in Figure 6.37 for various mesh ratios. Not only was the error in total energy

![Figure 6.37. Error in the energy balance for the numerical solution of the Rayleigh-Lamb problem, from Ref. [6.28].](image-url)
small, but the local error was also small. For example, the maximum error in any variable at $t=3$ was about 0.002 for $h=1/16$, $k/h=1/2$, where the variables had an order of magnitude of unity. These solutions indicate that the method is quite accurate. Also, there was no sign of instability for $n=1/8$, $k/n=0.8$ even after 96 time steps.

The above numerical method for elasticity problems has been extended to two-dimensional, strain-rate-sensitive, elastic-plastic materials by Bejda [6.30] and to three-dimensional elastic problems by Recker [6.31].

An example of the solution of a quasi-linear system of equations is given by Sauerwein [6.25]. In that paper, some results of calculations of the flow between a detached shock wave and the surface of a two-dimensional body in unsteady motion are presented along with the numerical technique. The following discussion is a brief description of [6.25].

The system of equations governing the motion of a compressible, inviscid fluid may be written as

$$\frac{\partial p}{\partial t} + \nabla \cdot (\rho u) = 0$$
$$\frac{D\rho}{Dt} + \frac{1}{\rho} \nabla p = 0$$
$$\frac{Dh}{Dt} - \frac{1}{\alpha} \frac{Dp}{Dt} = 0$$

where, for two dimensional flow in Cartesian coordinates $(x,y)$,

$$\frac{D}{Dt} = \frac{\partial}{\partial t} + u \frac{\partial}{\partial x} + v \frac{\partial}{\partial y}$$

Application of the theory of characteristics results in the following equation for the unit normal vector $\Lambda$.

$$(\lambda_t + u\lambda_x + v\lambda_y)^2 [(\lambda_t + u\lambda_x + v\lambda_y)^2$$
$$- a^2 (\lambda_x^2 + \lambda_y^2)] = 0 \quad (6.99)$$

where the speed of sound, $a$, is given by
In Eq. (6.99), the repeated linear factor corresponds to particle path lines, while the quadratic factor corresponds to Mach conoids. The compatibility equation along a particle path is the third of Eqs. (6.98), since that equation contains differentiation only along a particle path. In terms of entropy, $s$, that equation may be written as

$$\frac{ds}{d\beta_4} = 0$$

where $\beta_4$ is a coordinate along a particle path. The compatibility equation along the Mach conoid may be written as

$$\sum_{n=1}^{3} \frac{\partial}{\partial \beta_n} \left[ \frac{\partial \beta_n}{\partial x} \frac{D \beta_1}{Dt} - \frac{\partial \beta_1}{\partial x} \frac{D \beta_n}{Dt} \right] + \frac{\partial v}{\partial \beta_n} \left[ \frac{\partial \beta_n}{\partial y} \frac{D \beta_1}{Dt} - \frac{\partial \beta_1}{\partial y} \frac{D \beta_n}{Dt} \right] +$$

$$\frac{1}{\rho} \frac{\partial}{\partial \beta_n} \left[ \frac{1}{a^2} \frac{D \beta_n}{Dt} \frac{D \beta_1}{Dt} - \left( \frac{\partial \beta_n}{\partial x} \frac{\partial \beta_1}{\partial x} + \frac{\partial \beta_n}{\partial y} \frac{\partial \beta_1}{\partial y} \right) \right] = 0$$ (6.100)

Figure 6.38 illustrates the $\beta_i$ coordinate system. The Mach conoid is...
represented locally by a cone in the numerical procedure. Variables
are to be determined at point 0, and variables in the initial data
surface are known at mesh points. Points 1, 2, and 3 are located on
the base of the cone. The \( \beta_1 \) coordinate is normal to the cone. The
\( \beta_2 \) coordinate is taken to lie along a line in the cone which connects
any of the base points with point 0. And, \( \beta_3 \) can be taken
orthogonal to \( \beta_1 \) and \( \beta_2 \).

To determine data at an interior point, the location of the new
point 0, \((x_0, y_0, t_0)\), is determined such that the set of new points
will be regularly spaced. Base points, points 1, 2, and 3, are then
located in the initial data surface. If the initial data surface is a
plane \( t=\text{constant} \), the base of the cone is a circle with its center at
\((x_0 - u_0 \Delta t, y_0 - v_0 \Delta t, t_0 - \Delta t)\), where \( u_0 \) and \( v_0 \) are approximate
velocities at the new point. The circle has radius \( a_0 \Delta t \), and points 1,
2, and 3 may be equally spaced on this circle. Since the three base
points are not mesh points, the properties at these points are
determined by interpolation. This is accomplished by using a 5x5
array of mesh points and orthogonal polynomials to give a second
degree, three variable, least square “surface” fit to the data. For
stability, the circle must lie entirely inside the 5x5 set of mesh
points. The exact coordinates of point 0 are now determined from
the equation of the Mach cone

\[
(x - x_i)^2 + (y - y_i)^2 + (t - t_i)^2(u^2 + v^2 - a^2) = 2(t - t_i)\left[u(x - x_i) + v(y - y_i)\right]
\]

where \( x_i, y_i, \) and \( t_i \) refer to points 1, 2, and 3. The compatibility
equation, Eq. (6.100) is now applied along the three lines from
point 1 to 0, 2 to 0, and 3 to 0. In this equation, derivatives of the
form \( \partial u/\partial \beta_2 \) are approximated by

\[
\frac{\partial u}{\partial \beta_2} = \frac{u_0 - u_1}{\sqrt{(x_0 - x_1)^2 + (y_0 - y_1)^2 + (t_0 - t_1)^2}}
\]

Also, derivatives of the type \( \partial u/\partial \beta_3 \) are determined by the
coordinate transformation from \((x, y, t)\) to \((\beta_1, \beta_2, \beta_3)\). Derivatives
of the form \( \partial \beta_3 / \partial u \) are obtained from

\[
\frac{\partial u}{\partial \beta_3} = \frac{\partial u}{\partial x} \frac{\partial x}{\partial \beta_3} + \frac{\partial u}{\partial y} \frac{\partial y}{\partial \beta_3} + \frac{\partial u}{\partial t} \frac{\partial t}{\partial \beta_3}
\]
Here, expressions like \( \partial x/\partial u \) which is the average value of the derivative between points \( i \) and \( o \), are obtained from

\[
(u_o - u_i) = \frac{\partial u}{\partial x}(x_o - x_i) + \frac{\partial u}{\partial y}(y_o - y_i) + \frac{\partial u}{\partial t}(t_o - t_i) \quad (i = 1, 2, 3)
\]

written along the three lines. For the first step, \( u_o \) may be approximated by \( u_o = 1/3 (u_1 + u_2 + u_3) \). The entropy is now determined by projecting the particle line back from point 0 to the initial data surface, point 4 in Figure 6.38. The entropy at point 4 is then obtained by interpolation. These equations are solved for the properties and location of each new point by an iteration procedure.

A method for determining a point just behind a shock front propagating into a uniform region is also outlined. This routine is illustrated in Figure 6.39. Here the dependent variables are \( u, v, p, s \) and the unit normal vector, \( \vec{N} \), to the shock surface which is approximated locally by a plane. Point 1 is a known point on the shock surface, and, therefore, the shock plane can be constructed through this point. The new point to be determined, point 0, is located at the intersection of the shock plane and the Mach cones through points 2 and 3. Variables at points 2 and 3 are determined as described above. The shock wave equations and the compatibility

![Diagram](image-url)
equations written along the lines from 2 to 0 and 3 to 0 are now solved for $\tilde{N}$, $u$, $v$, $p$, and $s$. This procedure is then iterated to obtain the properties and location of the new point.

The procedure to obtain the properties at points on the surface of a body in the flow field is similar to the above procedure; however, the shock surface is replaced by the body surface which is known

$$B(x, y, t) = 0$$

The new body point is then located at the intersection of the body surface and the Mach cones from the two base points. The compatibility equation written along two lines from the base points to the unknown point is solved, simultaneously with the condition that fluid does not flow through the body surface, by an iteration procedure. Reference [6.26] contains results of this numerical method.

Several other authors have presented numerical methods for solving unsteady, compressible, fluid flow problems by integration along characteristics. The original presentation of Butler's method for solving quasi-linear hyperbolic systems in three independent variables is given in reference [6.27]. In that paper, results of the calculation of the supersonic flow over a delta-shaped body are presented.

Richardson [6.32] has applied Butler's method to the solution of two-dimensional unsteady hydrodynamic problems. In that article, a description of a computer code and the sequence of calculations is given along with the specific numerical techniques.

A numerical technique based on the method of characteristics has been applied to a hypervelocity impact problem by Madden [6.33]. In this article, the impact of a right circular cylinder on a half space of the same material is studied. Both materials are treated as inviscid fluids. An interesting comparison is given between the pressure distribution obtained by this analysis and that obtained from an existing finite-difference, Eulerian, computer code.

In summary, the method of characteristics has been successfully applied to systems of hyperbolic equations involving three independent variables. The method is most easily applied to linear systems without discontinuities. For this case, the calculational mesh can be established without knowledge of the solution, and the dependent variables can be calculated in a direct manner. For
nonlinear systems, the mesh must be simultaneously determined as the problem is solved, and an iteration procedure must be used. If surfaces of discontinuity are present, special procedures must be used. Therefore, solutions to complicated flow problems by the numerical method of characteristics do represent a programming challenge.
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List of Symbols

\( A \) area enclosed by \( C \)
\( a \) variable velocity
\( C \) counter clockwise closed contour
\( c \) a function; positive constant
\( C_{l+\nu} \) longitudinal wave velocity
\( d \) stretching
\( E \) specific internal energy
\( f(x) \) initial conditions
\( G \) shear modulus
\( g(t) \) boundary conditions at \( x = 0 \)
\( I_1, I_2, I_3 \) momentum per unit of k-space
\( J \) an integer, \( 1/\Delta X \)
\( M \) mass per unit of k-space
\( P \) pressure
\( Q \) a function of spatial derivatives of the velocity; correct density of the conserved quantity
\( Q^* \) calculated density
\( t \) time
\( \Delta t \) grid spacing
\( u \) a function; exact solution; particle velocity
If engineers were restricted to computation with pencil and paper, then even with the most powerful methods that are known, they could solve only the simplest problems of impulsive loading. The primary tool of the modern engineer is therefore the digital computer, and his mathematical efforts are concentrated on the development of computer programs that use numerical methods to solve partial differential equations.

The most popular method for deriving numerical methods is to alter the equations by replacing the derivatives with ratios of differences. The resulting expressions are called difference equations, and procedures based on them are referred to as finite-difference methods.

A difference equation derived for an initial-value problem will state a relationship between values at neighboring points in space and time. Usually only two different times will be used, denoted for instance by \( t^n \) and \( t^{n+1} \), resulting in a “two-level” equation. When the solution of the difference equation is known at \( t^n \), a set of simultaneous equations is then available which may be solved to obtain values at every point for time \( t^{n+1} \). This process of “taking a time step” is programmed for a computer which can repeat it over and over, marching forward in time. Given a space-time grid and
appropriate analogs of initial and boundary conditions, the

difference equation usually can be solved to whatever degree of
precision is required; the important source of error is the fact that
the solution of the difference equation differs from the solution of
the differential equation.

The space-time grid may be specified in advance, or it may be a
function of the solution. If the equations are cast in characteristic
form, then grid points may be determined as the calculation
proceeds so that they correspond to intersections of signals from
previously chosen grid points. The resulting procedure is called the
method of characteristics and is discussed in Chapter 6.

To introduce our discussion of finite-difference methods, we
consider the equation for the transport of a quantity \( u \) by the
variable velocity \( a \). A typical initial-boundary-value problem might
have the following form

\[
\frac{\partial u}{\partial t} + a(u, x, t) \frac{\partial u}{\partial x} = 0 \quad 0 \leq x \leq 1, \quad t > 0, \quad a > 0
\]

(7.1)

\[ u(x, 0) = f(x) \quad 0 \leq x \leq 1 \]

\[ u(0, t) = g(t) \quad 0 \leq t \leq T \]

where \( f(x) \) represents the initial conditions and \( g(t) \) the boundary
conditions at \( x = 0 \). No boundary conditions are required at \( x = 1 \).

A difference method might be set up by selecting a grid with
spacings \( \Delta x \) and \( \Delta t \) in the \( x \) and \( t \) directions respectively. In writing
difference equations for \( u^n_j \), to approximate \( u(j\Delta x, n\Delta t) \), there are
many ways of replacing the differentials. A popular choice for this
simple transport equation leads to the following difference
equations,

\[
\frac{u^{n+1}_j - u^n_j}{\Delta t} + a(u^n_j, x_j, t^n) \frac{u^n_j - u^n_{j-1}}{\Delta x} = 0 \quad (7.2)
\]

which may be solved at all positive integer values of \( j \) and \( n \) once
values have been given for \( j = 0 \) and \( n = 0 \). If \( a \) is constant, \( f(x) = \sin (x) \) and \( g(t) = -\sin (at) \), then the solution to the problem given
in equation (1) is \( u(x, t) = \sin (x - at) \). The difference equation (7.2)
may be solved by letting \( u^0_j = f(j\Delta x) \) and letting \( u^n_0 = g(n\Delta t) \). The
approximate solution obtained in this manner is compared with the
exact solution in Figure 7.1.
As another example, we consider the wave equation

$$\frac{\partial^2 u}{\partial t^2} = c \frac{\partial}{\partial x} \left( c \frac{\partial u}{\partial x} \right) \quad 0 \leq x \leq 1, \quad t > 0$$

(7.3)

letting $c$ be a function of $x$ but not of $t$. By making the substitution

$$v = c \frac{\partial u}{\partial x}$$

$$w = \frac{\partial u}{\partial t}$$

(7.4)

we obtain the equivalent system of equations

$$\frac{\partial w}{\partial t} = c \frac{\partial v}{\partial x}$$

$$\frac{\partial v}{\partial t} = \frac{\partial w}{\partial x}$$

(7.5)
The "usual explicit" method for the wave equation is

$$\frac{u_{j+1}^{n+1} - u_{j+1}^{n-1}}{2\Delta t} = c(x_{j+1}) \frac{v_{j+2}^{n} - v_{j}^{n}}{2\Delta x}$$

and

$$\frac{v_{j}^{n+2} - v_{j}^{n}}{2\Delta t} = c(x_{j}) \frac{w_{j+1}^{n+1} - w_{j+1}^{n+1}}{2\Delta x}$$

with $u_{j}^{n}$ obtained from

$$u_{j}^{n} = u_{j}^{0} + \sum_{m=1}^{n} 2w_{j}^{2m-1} \Delta t$$

If $u_{j}^{0}$ is given for even values of $j$ and $w_{j}^{1}$ is given for odd values of $j$, then a solution may be obtained for $u$ at all even values of $j$ and $n$, and for $w$ at all odd values of $j$ and $n$. Attempting to fill up the grid and obtain $u$ and $w$ at all values of $j$ and $n$ by making full use of the initial condition results in four independent sets of solutions. However, one can obtain greater accuracy for the same computation time by retaining the staggered grid and reducing both $\Delta x$ and $\Delta t$. The values of $w_{j}^{1}$ are usually obtained from the initial conditions by means of the following equation

$$\frac{w_{j+1}^{1} - w_{j+1}^{0}}{\Delta t} = c(x_{j+1}) \frac{v_{j+2}^{0} - v_{j}^{0}}{2\Delta x}$$

If $u(x,0) = \sin(x)$, $u(1,t) = \sin(1-ct)$ and $u(0,t) = -\sin(ct)$, then the solution is $u(x,t) = \sin(x-ct)$, representing a sound wave travelling in the $x$-direction. A comparison of the numerical solution with the exact solution is shown in Figure 7.2.

Numerical methods have come into such wide use because they give approximate solutions to even the most difficult problems. They are not subject to restrictions on the form of material properties, nor are they subject to restrictions on initial and boundary conditions. Although the mathematicians have only been able to prove the methods are applicable in linear cases, they seem to be equally at home in non-linear situations of any complexity. On the other hand, purely algebraic methods are highly restrictive in applicability. Fourier analysis, for instance, requires that the coefficients be constant. Algebraic methods such as steady-state, quasi-steady-state and similarity solutions are not applicable to the truly transient phenomena that are usually associated with shock waves. It is little wonder that an engineer faced, for example, with
the problem of response of an underground structure to impulsive loading at the surface when the structure is separated from the surface by layers of porous and cracked materials, falls back on the numerical methods as the only real hope of obtaining the necessary information.

Although the numerical methods are only approximate, the engineer working with shock waves soon discovers that the errors associated with material properties are usually far greater than the errors inherent in the numerical method. Real materials refuse to fit the simple models that have been invented to allow algebraic solutions. In order to retain the greatest latitude in representing a material accurately, it is usually better to give up the restrictions of purely algebraic methods and accept the approximations of the numerical method.
However, there are two disadvantages to the use of numerical methods which must be recognized by the reader. First, information about the solution is only obtained at a finite number of points and cannot be considered a complete solution to the flow field until these data have been interpolated. Secondly, the use of numerical methods tends to obscure the effects of the individual parameters that are involved in the problem. When an algebraic solution is obtained, one can usually see immediately how each parameter affects the result. To get similar information from numerical methods, it is usually necessary to repeat the calculation many times, varying the parameters of interest.

It is always wise for the engineer, keeping all of the above in mind, to stand back occasionally and contemplate the significance of his results. The detailed work required to obtain numerical solutions tends to obscure the real problem. One is, after all, obtaining a solution to a partial differential equation. As always, once a solution has been guessed, and one might consider the numerical solution as a guess, one can then apply the partial differential equations to the solution to determine its adequacy. Frequently when this is done, intuitively rather than exactly, the engineer is able to see valid approximations which may lead him to a crude algebraic solution, and he may thereby learn much about parametric variation without a large expenditure for computer time.

7.2 Theory of Finite-Difference Methods

The recent development of numerical methods was stimulated by the advent of high-speed digital computers. It was soon found that seemingly normal difference methods would occasionally give extremely noisy, nonsensical results. Early emphasis was therefore centered on determining the requirements for obtaining a reasonable approximation. Now, however, methods are known which will give a stable solution to a wide class of problems, and emphasis is shifting to the criterion of efficiency; that is, either the minimum error for fixed computer time or the minimum computer time for a specified accuracy.

Regardless of whether we wish to talk about the adequacy or the efficiency of the numerical method, we must first define what we mean by error. The mathematician is sometimes appalled to see an engineer study a numerical solution for a while and then come up with a judgment as to whether the errors are reasonable or not. In most cases, however, the engineer is simply mentally applying the original differential equation to the numerical solution to see if
it approximately satisfies the differential equation.

However, a mathematical theory needs a firmer definition of error before it can proceed. Mathematicians have been able to determine more about those error functions that are also "measures," that is, that add and accumulate in a reasonable fashion. Such concepts as mean error, root-mean-square error, and maximum error satisfy the requirements of a measure and are frequently used in the mathematical literature. Of these, the mean error seems to be most in line with an engineer's intuitive concept of accuracy. It can be reduced to a percentage error by adopting a definition such as the following:

$$
\epsilon = \frac{\int |\hat{u} - u| \, dx}{\int |u| \, dx}
$$

(7.8)

where $u$ is the exact solution and $\hat{u}$ is the approximation.

The first property that mathematicians look for in an approximation is convergence. To understand this concept, one must imagine an infinite computer and a demanding supervisor. If the numerical method has the property that no matter how small an error is required by the supervisor, it can be achieved on the infinite computer by reducing the spacing of the grid, then the method is said to converge. Suppose for instance that the solution obtained for the transport equation in Section 7.1 was inadequate and that we were required to reduce the error by a factor of 2. We could accomplish this by reducing both $\Delta x$ and $\Delta t$ by a factor of 2, thereby obtaining the improved solution shown in Figure 7.3 which has approximately one-half the error of the original approximation. Such convergence is called linear or of order one. If the error had decreased by a factor of 4, the convergence would have been called quadratic or second-order.

In order to determine convergence or efficiency, it is necessary to define and examine other properties of the difference equation. One fundamental property is the order of accuracy, which indicates how well the differences approximate the derivatives. If the error in this substitution is proportional to the mesh spacing, the method is accurate to first order. If the error is proportional to the square of the mesh spacing, the method is second-order accurate, and so forth. It is reasonable to expect that a method must be at least first-order accurate, and consequently methods that satisfy this criterion are called consistent.

If the solution is sufficiently smooth, the order of accuracy may be determined by performing a Taylor series expansion of the
solution about a point and substituting this expansion into the difference equation. For instance, the Taylor series expansions about \( u_j \) for \( u_j^{n+1} \) and \( u_j^{n-1} \) are as follows:

\[
\begin{align*}
  u_j^{n+1} &= u_j^n + \Delta t \left( \frac{\partial u}{\partial t} \right)_j^n + \frac{(\Delta t)^2}{2} \left( \frac{\partial^2 u}{\partial t^2} \right)_j^n + \frac{(\Delta t)^3}{6} \left( \frac{\partial^3 u}{\partial t^3} \right)_j^n + O(\Delta t^4) \\
  u_j^{n-1} &= u_j^n - \Delta t \left( \frac{\partial u}{\partial t} \right)_j^n + \frac{(\Delta t)^2}{2} \left( \frac{\partial^2 u}{\partial t^2} \right)_j^n - \frac{(\Delta t)^3}{6} \left( \frac{\partial^3 u}{\partial t^3} \right)_j^n + O(\Delta t^4)
\end{align*}
\]
where $o(h)$ indicates terms that are smaller than $ch$, for some finite value of $c$. Substituting into two possible difference expressions for $\partial u/\partial t$, one obtains

$$\frac{u_j^{n+1} - u_j^n}{\Delta t} - \left(\frac{\partial u}{\partial t}\right)_j^n = \frac{\Delta t}{2} \left(\frac{\partial^2 u}{\partial t^2}\right)_j^n + o[(\Delta t)^2]$$

(7.10)

$$\frac{u_j^{n+1} - u_j^{n-1}}{2\Delta t} - \left(\frac{\partial u}{\partial t}\right)_j^n = \frac{(\Delta t)^2}{6} \left(\frac{\partial^3 u}{\partial t^3}\right)_j^n + o[(\Delta t)^3]$$

which indicates that the first approximation is first-order-accurate and the second is second-order-accurate.

The difference scheme whose convergence to first order is shown in Figure 7.3 turns out to be a first-order-accurate approximation of the transport equation. As an example of a second-order-accurate difference equation one might consider the leap-frog scheme, as follows:

$$\frac{u_j^{n+1} - u_j^{n-1}}{2\Delta t} + \frac{a u_{j+1}^{n} - u_{j-1}^{n}}{2\Delta x} = 0$$

(7.11)

which uses a staggered grid, as was used by the explicit method for the wave equation. The results using this equation are compared with the first-order method in Figure 7.4, where it can be seen that an additional order of accuracy is extremely beneficial.

In both of these examples the order of accuracy is the same as the order of convergence, and one might expect that this would always be so. However, calculating the solution to the transport equation by the same method used in Section 7.1, except that the ratio of $\Delta t$ to $\Delta x$ is larger, gives the results shown in Figure 7.5. Decreasing both $\Delta x$ and $\Delta t$ by a factor of two causes a substantial increase in the error.

This phenomenon has been shown to be strictly a property of the difference equations. Under certain circumstances a particular mode, however small, will begin to grow exponentially, until it dominates the problem, and eventually the magnitudes of the numbers will exceed the capability of the computer to record them. What we require of the difference equation is stability, which means that in calculating to a fixed time $T$, no matter how small the time step becomes, the solution at time $T$ will remain within a fixed bound.

Our example indicates that consistency alone does not guarantee convergence. Peter Lax has shown, for linear partial
differential equations, that there are suitable definitions of consistency, stability, and convergence, such that consistency and stability together are both necessary and sufficient for convergence. Gilbert Strang [7.1] has extended this result to show that the order of accuracy and the order of convergence are the same for any stable method when applied to a problem with a sufficiently smooth solution.

There have been no extensions to cases containing a shock wave, but it nevertheless seems to be true from experience that when a numerical method fails it fails unstably, with an exponentially increasing error. Therefore one usually operates under the assumption that consistency and stability are all that is required in the difference method.

Consistency may be determined by the Taylor series expansion
Figure 7.5 Unstable method for the solution of \( u_t + \alpha u_x = 0 \). As \( \Delta t \) and \( \Delta x \) are decreased with constant ratio \( \Delta t / \Delta x > 1/\alpha \), the amplification of the high-frequency component increases without limit. This component is not zero initially due to round-off requirements of a finite computer; for purposes of this example, the initial data were rounded to three decimal places.

above, but the search for general necessary and sufficient conditions for stability has occupied much of modern numerical analysis. The following sub-section, which summarizes the current status of this area of research, can be skipped if the reader finds he does not have sufficient mathematical background.

Stability Analysis. If the coefficients appearing in the differential equation are constant, then stability may be studied by Fourier analysis. This leads to the popular von Neumann condition, which is necessary for stability. The von Neumann condition requires that no frequency mode be allowed to grow in one cycle
by a factor greater than one plus a term of order $\Delta t$. The additional small term permits limited growth when such growth is required by the true solution but does not permit the unstable behavior that would destroy the solution.

A complete characterization of stability in the constant-coefficient case has been given by Heinz-Otto Kreiss. It requires that the "amplification matrix" be found for each frequency mode and that this matrix be transformed into a form in which the off-diagonal terms can be tested for stability. The existence of the transformation has been proven by Kreiss, but it is not practical to determine it during the course of the calculation. The implication of this result for variable and non-linear cases is discouraging.

However, for hyperbolic equations, such as those of continuum mechanics, Kreiss has shown that stability can be assured by providing an appropriate dissipation in a difference equation. In particular, he requires that the eigenvalues of the amplification matrix be less than 1 by a finite amount, which must decrease with the frequency $\omega$ and the time step $\Delta t$. A difference approximation is dissipative of order $2r$ if it satisfies

$$|\gamma| \leq 1 - C(\omega \Delta t)^{2r}$$

(7.12)

where $\gamma$ is an eigenvalue and $C$ is a positive constant. Under suitable additional restrictions, Kreiss has shown that if a method is dissipative of order $2r$ and accurate of order $2r - 1$, then it is stable.

Most methods for the calculation of shock waves do indeed introduce some dissipation, but they do not in general conform to Kreiss' criteria. Consequently, his theorem has been helpful more in confirming intuitive judgments than in providing an exact procedure.

Another problem that has been investigated recently by the mathematicians has been that of the proper treatment of boundary conditions in a difference equation. The problem arises, for instance, in the application of the leap-frog method to the transport equation, although we cannily neglected to mention it above. Assuming that $J = 1/\Delta x$ is an integer, then when we let $j = J - 1$ in Eq. (7.11), we find that the value of $u_j^{n+1}$ is required in order to obtain $u_{j+1}^{n+1}$. However, the boundary condition on the right hand side is not specified in the original problem; and indeed if it were, the problem would be overdefined. As a matter of fact, it is generally true of higher-order-accurate methods that they require more boundary conditions than are required by the corresponding
differential problem. Kreiss has been able to show, under very restricted circumstances, that certain extrapolation procedures for finding the required additional boundary conditions will avoid new instabilities.

However, the theory is far short of indicating the proper procedure in all cases. One expects that data corresponding to incoming characteristics will be required for well-posedness of the differential problem and that this data can be used in a difference equation. The question is usually how to treat the outgoing characteristics. One might hope that the outgoing characteristics could all be treated by extrapolation to the boundary from the interior, using a method of high enough order to preserve the overall order of accuracy of the difference method. Numerical experimentation indicates that this is probably correct.

For further development of the mathematical theory, including the work of von Neumann, Lax and Kreiss, the reader should explore the difficult but excellent text by Richtmyer and Morton [7.2].

7.3 Methods For Shocks in Fluids

For the full set of equations of inviscid fluid mechanics in one spatial dimension (See Chapter 2), the usual explicit method for the wave equation may be extended to the following system of difference equations:

$$\frac{v_{j+\frac{1}{2}}^{n+1} - v_{j-\frac{1}{2}}^{n}}{\Delta t} = u_{j+\frac{1}{2}}^{n+\frac{1}{2}} - u_{j}^{n+\frac{1}{2}}$$

$$\frac{u_{j}^{n+\frac{1}{2}} - u_{j}^{n-\frac{1}{2}}}{\Delta t} = \frac{p_{j+\frac{1}{2}}^{n+1} - p_{j-\frac{1}{2}}^{n}}{\Delta X}$$

$$E_{j+\frac{1}{2}}^{n+1} - E_{j+\frac{1}{2}}^{n} = -\frac{1}{2} \left( p_{j+\frac{1}{2}}^{n+1} + p_{j-\frac{1}{2}}^{n+1} \right) \left( V_{j+\frac{1}{2}}^{n+1} - V_{j+\frac{1}{2}}^{n} \right)$$

$$p_{j+\frac{1}{2}}^{n+1} = p \left( E_{j+\frac{1}{2}}^{n+1}, V_{j+\frac{1}{2}}^{n+1} \right)$$

(7.13)

where $X$ is a Lagrangian coordinate having units of mass, such as $\rho_0 \Delta x_0$, $x$ being the cartesian coordinate, $V$ is specific volume, $E$ is specific internal energy, $p$ is pressure and $u$ is particle velocity. The last two equations must be solved simultaneously by iteration for $E_{j+1/2}^{n+1}$ and $p_{j+1/2}^{n+1}$. This method will give a second-order-accurate
approximation to a smooth solution, but in the presence of a shock
gives a result such as that in Figure 7.6. The shock speed is

\[
\sqrt{\frac{\rho}{\rho_0}} = 5.0
\]

Incorrect, and the solution is dominated by a spurious
high-frequency signal in the shocked region. However, the method
is not unstable; the solution remains bounded as \( \Delta X \) and \( \Delta t \) are
decreased with constant ratio.

From the mathematical point of view we can trace the
difficulty in Figure 7.6 to the fact that the eigenvalues of the
amplification matrices are all exactly one, so that the method has
no dissipation. From the point of view of the physicist, the problem
is simply that the energy equation allows only adiabatic processes
and therefore could not possibly treat a shock wave.
One approach to the calculation of problems containing shocks is to use the Rankine-Hugoniot jump conditions (see Chapter 2). These equations, together with the equation of state and one of the differential equations in characteristic form, must be solved simultaneously to obtain the new values of the thermodynamic quantities at the shock and to determine the shock velocity and the new position of the shock front. There are a total of six complicated nonlinear equations, and they must be solved by an iterative procedure. If the finite-difference grid is fixed in the material or in space, there are additional complications as the shock front passes each grid point. Because of this and because of the need for a characteristic form of the equations, this method of "shock fitting" is usually used only with the method of characteristics and is discussed further in Chapter 6.

In any case, shock fitting is expensive in computer time and, in spite of the cost, still will not solve all problems because shocks may occur spontaneously within the fluid. Consequently, virtually all practical finite-difference methods make use of an artificial dissipative term and retain the original differential equations. The basic idea is to replace \( p \) in the differential equations with \( p + Q \), where \( Q \) is a function of spatial derivatives of the velocity and has the form of a viscosity. By providing additional dissipation, the \( Q \) eliminates shocks from the solution, with the result that all approximate solutions are smooth. If the \( Q \) is proportional to \( (\Delta X)^p \), where \( p \) is at least as large as the order of accuracy of the difference method, then the modification to the differential equations allows one to retain the order of accuracy of the method whenever the true solution is sufficiently smooth.

Such use of the viscosity was originally proposed by von Neumann and Richtmyer, and their form of the viscosity is still the most commonly used:

\[
Q = -\frac{(\alpha \Delta X)^2}{V} \left( \frac{\partial V}{\partial t} \right) \text{Min} \left( 0, \frac{\partial V}{\partial t} \right)
\]  

(7.14)

where \( \alpha \) is a dimensionless constant. It has the effect of smearing the shock over a region of constant width 2 to 3 times \( \Delta X \). Because \( Q \) is quadratic in the velocity derivative, it disappears rapidly away from the shock, so that the Rankine-Hugoniot conditions must be satisfied across the shock region.

The introduction of an artificial viscosity into the difference equations requires a modification of the stability condition. This modification is usually approximated by making the contradictory assumption that quantities are almost constant in the vicinity of the
shock. For the von Neumann-Richtmyer artificial viscosity, this leads to

\[
\frac{[a(QV)^{1/2} + (a^2 QV + c^2)^{1/2}] \Delta t}{\Delta x} \leq 1
\]

(7.15)

In spite of its unpromising origins, this condition seems to work adequately in all cases, but does not seem to be much more stringent than the exact condition. Attempts to compute with larger time steps usually cause an immediate instability.

The result of applying the von Neumann-Richtmyer method to the calculation of a steady shock is shown in Figure 7.7 for various
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Figure 7.7 Similar to Figure 6, but with three different values of the coefficient of viscosity (from Reference [7.2]).

values of the coefficient \(a\). This figure is from Richtmyer and Morton [7.2], which includes further discussion of various methods for treating shocks. As \(a\) increases, the shock is spread over a large
number of zones, and the solution is less noisy. Most users prefer to use a value of two in most situations.

For numerical solutions of hydrodynamic problems, it is customary to specify either the pressure or velocity as a function of time at the boundary. If the velocity is specified to be zero or a constant value, it is called a reflecting boundary. A free surface is treated by specifying that the pressure be zero for all time.

The boundary condition to be used must be considered when the grid is specified. If a velocity is to be specified at the boundary, then the boundary point must be a point at which velocity is to be calculated. Otherwise, it must be a point at which the pressure is to be calculated. Because of the simple form of the hydrodynamic equations in Lagrangian coordinates, no other form of boundary condition is required in practice.

7.4 Methods for Solid Mechanics

Difference Equations. For the full set of equations of continuum mechanics in one spatial coordinate (see Chapters 2 and 5), Eq. (7.13) remain the same except that $p$ is replaced by the principal stress, $a_x$. The complications of nonhydrodynamic behavior are not seen with only one spatial dimension unless the symmetry is spherical or cylindrical rather than plane. In the spherical elastic case, the difference equations become

$$
\frac{x_j^{n+1} - x_j^n}{\Delta t} = u_j^{n+1}
$$

$$
V_j^{n+1} = V_j^n \frac{\left(x_j^{n+1}\right)^3 - \left(x_j^n\right)^3}{\left(x_j^n\right)^3 - \left(x_j^n\right)^3}
$$

$$
\frac{u_j^{n+1} - u_j^{n-1}}{\Delta t} = -2 \left[|p|_{j+1} - (\sigma_x)^n_{j+1} - P_{j+1} + (\sigma_x)^n_{j+1}\right]
\frac{(x_j^n - x_{j+1})}{V_{j+1}^n} + \frac{(x_j^n - x_{j+1})}{V_{j+1}^n}
$$

$$
+ \frac{6 \left[\left(\sigma_x\right)^n_{j+1} + (\sigma_x)^n_{j+1}\right]}{(x_j^n + x_{j+1})/V_{j+1}^n + (x_j^n + x_{j+1})/V_{j+1}^n}
$$

(7.16)
\( (d_x')^{n+1}_{j+\frac{1}{2}} = \frac{2(u^{n+1}_{j+\frac{1}{2}} - u^n_{j+\frac{1}{2}})}{x^{n+1}_{j+1} + x^n_{j+1} - x^n_j - x^n_{j+1}} - \frac{2}{3} \frac{V^{n+1}_{j+\frac{1}{2}} - V^n_{j+\frac{1}{2}}}{\Delta t (V^{n+1}_{j+\frac{1}{2}} + V^n_{j+\frac{1}{2}})} \)

\( E^{n+1}_{j+\frac{1}{2}} - E^n_{j+\frac{1}{2}} = \frac{-2(p^{n+1}_{j+\frac{1}{2}} + p^n_{j+\frac{1}{2}})}{(V^{n+1}_{j+\frac{1}{2}} + V^n_{j+\frac{1}{2}})^2} \) \( \left[ \frac{(a_x')^{n+1}_{j+\frac{1}{2}}}{V^{n+1}_{j+\frac{1}{2}}} + \frac{(a_x')^n_{j+\frac{1}{2}}}{V^n_{j+\frac{1}{2}}} \right] V^{n+1}_{j+\frac{1}{2}} V^n_{j+\frac{1}{2}} \left( d_x' \right)^{n+1}_{j+\frac{1}{2}} \Delta t \)

\( (a_x')^{n+1}_{j+\frac{1}{2}} - (a_x')^n_{j+\frac{1}{2}} = 2G^{n+1}_{j+\frac{1}{2}} (d_x')^{n+1}_{j+\frac{1}{2}} \) (7.16)

\( G^{n+1}_{j+\frac{1}{2}} = G(E^n_{j+\frac{1}{2}}, V^n_{j+\frac{1}{2}}) \)

\( p^{n+1}_{j+\frac{1}{2}} = p(E^n_{j+\frac{1}{2}}, V^n_{j+\frac{1}{2}}) \)

where \( d \) is the stretching, \( G \) the shear modulus, and " . " denotes the deviatoric component. For an elastic-plastic material, the equation for \( a_x \) is modified to reflect the constraints of a yield surface. These are the equations used in the WONDY program [7.31] and are similar to the equations used in other one-dimensional programs.

Artificial Viscosity. For shock waves in solids, many engineers are not content with the results obtained by adding the quadratic von Neumann-Richtmyer viscosity to \( p \) (Figure 7.8). Most methods incorporate an additional linear viscosity as follows:

\[ Q^{n+1}_{j+\frac{1}{2}} = \left\{ 2 \left( x^{n+1}_{j+1} - x^n_{j+1} \right) \left( V^{n+1}_{j+\frac{1}{2}} - V^n_{j+\frac{1}{2}} \right) \left( V^{n+1}_{j+\frac{1}{2}} + V^n_{j+\frac{1}{2}} \right) / 2 \right\} \]

\( - 0.06c^n_{j+\frac{1}{2}} \left( x^{n+1}_{j+1} - x^n_{j+1} \right) \left( V^{n+1}_{j+\frac{1}{2}} - V^n_{j+\frac{1}{2}} \right) \left( V^{n+1}_{j+\frac{1}{2}} + V^n_{j+\frac{1}{2}} \right) / 2 \)

\[ (7.17) \]

where \( c^n_{j+\frac{1}{2}} \) is the longitudinal wave velocity determined by \( p^n_{j+\frac{1}{2}} \) and \( E^n_{j+\frac{1}{2}} \), and the quadratic term has been generalized to a form suitable for spherical symmetry. This viscosity is set to zero.
whenever $V'_{j+1}^n$ is greater than $V'_{j+1}^n$.

The linear term provides the additional dissipation required to obtain smooth solutions, but also tends to broaden the shock, and the shock width becomes a function of the strength of the shock. As a result of the varying shock width, the Rankine-Hugoniot conditions are not exactly satisfied in the case of a decaying shock. Aside from uncertainties in the material properties, this is probably the largest single source of error in one-dimensional solid mechanics calculations. Users of these methods learn to be alert for such errors and to estimate their effect.

The time step must be modified when the linear viscosity is added, and the new time step is given by

$$\frac{[\gamma + (\gamma^2 + c^2)^{1/2}] \Delta t}{\Delta x} \leq 1$$ (7.18)
where \( \gamma = 0.06c - (1.2)^2 \Delta x (\partial V/\partial t)/V \). The derivation of the stability condition rests on the same shaky ground as that for the quadratic viscosity alone, but it shares with that stability condition the feature of apparently working in all circumstances without undue restriction on the time step.

Another disadvantage of the linear viscosity is its effect on problems with smooth solutions. Because the linear term is only first-order in the step size, it introduces a first-order error even when the solution is continuous. In most computer programs the coefficient of both the linear and quadratic viscosities can be adjusted by the user, and the linear viscosity can be eliminated when the user knows that it is not necessary.

Material History. The primary difficulty that arises in going from hydrodynamic to more general materials is that the stress tensor in a solid is a function not only of its present state but also of its past history. Because of this, the finite-difference method must carry and update quantities that record or evaluate the history of the material. The most common way that this is done is by saving the previous value of the stress tensor. However, it is often necessary to carry additional numbers to indicate, for instance, the amount of work hardening that has been done, or the extent to which the pores in a porous material have closed, or whether or not a material has spalled. The use of Lagrangian coordinates takes on an added importance in such cases. If any other coordinate system is used, then the equations for these quantities must include convective terms, and assumptions must be made about "continuity of history."

For full elastic-plastic treatments, an incremental stress-strain relation is used. Usually the pressure is obtained as in the hydrodynamic case as a function of the density and internal energy. Then the changes in the stress deviators are calculated elastically from the changes in the strain deviators. If the elastic increment of the strain deviators would cause the stress to fall outside of the yield surface, then the stress is adjusted in the direction normal to the yield surface so that it will lie on the yield surface. As with any of the other differential equations, there are a variety of ways in which this may be done numerically with varying degrees of accuracy. In some cases it may be desirable to use a smaller time step in the equation of state than is being used in the numerical integration of the equations of motion.

Rezoning. Almost all computer programs for one-dimensional continuum mechanics contain some provision for revision of the grid during the course of the calculation. This procedure, called...
rezoning, is used to provide greater definition in the area where things are changing most rapidly and less definition in the quiet areas, thereby improving the efficiency of the calculation. It is beyond our scope here to discuss the complications of trying to properly treat those quantities that represent material history, but we will try to indicate why the gains are sufficient to offset the compromises that must be made.

In problems containing shocks the error is concentrated in the vicinity of the shock and is proportional to the strength of the shock multiplied by the width of the shock region. The strength of the shock is determined by the physical situation, but the shock width is proportional to the mesh size and can be reduced by reducing $\Delta x$. The error can be halved, for instance by reducing $\Delta x$ by a factor of 2.

Because of the stability condition, this requires that the time step be also reduced by a factor of 2, so that the number of zones and the number of time steps are both doubled and the amount of calculation is increased by a factor of 4. On the other hand, if the zoning is not uniform then one might imagine reducing the zone size only in the 5 or 10 zones in the neighborhood of the shock. This would not cause a significant increase in the number of zones, and the computer time would only be increased by a factor of 2. The difficulty here is that this would produce large discontinuities in zone size which tend to introduce additional errors.

A rezone scheme based on this idea has been incorporated into a program known as WONDY IV [7.4]. Zones are halved or doubled automatically on the basis of the rate of change of quantities across the zones. The difference in zone size between two adjacent zones is never permitted to be more than a factor of 2. For equal accuracy, WONDY IV is typically 5 to 20 times faster than the fixed-zone version and has run up to 100 times as fast.

7.5 Two-Dimensional Lagrangian Methods

Limitations. The advantages of Lagrangian coordinates that were mentioned in connection with the one-dimensional calculations become even more important in two dimensions. However, in two dimensions there is an additional type of physical discontinuity which may occur — a shear discontinuity, and in the presence of such motion the differential equations, and even the integral equations, are no longer valid in the Lagrangian framework. Therefore, two-dimensional computer programs have been written, not only in Lagrangian, but also in Eulerian and in more general
coordinate systems.

Difference Equations. Most two-dimensional Lagrangian calculations are done with one of two computer programs — HEMP [7.5] or TOODY [7.6] — both of which use difference equations which were developed by Mark Wilkins. For elasticity in plane symmetry, the TOODY equations reduce to

\[
\frac{x_{0,0}^1 - x_{0,0}^0}{\Delta t} = (u_x)_{0,0}^1, \quad \frac{y_{0,0}^1 - y_{0,0}^0}{\Delta t} = (u_y)_{0,0}^1
\]

\[
A_{1/2}^0 = \frac{1}{2} \left[ \left( x_{1,0}^0 - x_{0,1}^0 \right) \left( y_{0,1}^0 - y_{0,0}^0 \right) + \left( x_{1,1}^0 - x_{0,0}^0 \right) \left( y_{0,1}^0 - y_{1,0}^0 \right) \right]
\]

\[
V_{1/2}^0 = V_{1/2}^0 / A_{1/2}^0
\]

\[
\frac{(u_x)_{0,0}^1 - (u_x)_{0,0}^0}{\Delta t} = 2 \left\{ - (a_{xy})_{1/2} \left( x_{0,1}^0 - x_{1,0}^0 \right) \right. \\
- (a_{xy})_{1/2} \left( x_{0,1}^0 - x_{1,0}^0 \right) \\
- (a_{xy})_{1/2} \left( x_{0,1}^0 - x_{1,0}^0 \right) \\
\left. + \left[ (a_x')_{1/2} - p_{1/2}^0 \right] \left( y_{0,1}^0 - y_{1,0}^0 \right) \right. \\
+ \left[ (a_x')_{1/2} - p_{1/2}^0 \right] \left( y_{0,1}^0 - y_{1,0}^0 \right) \\
+ \left[ (a_x')_{1/2} - p_{1/2}^0 \right] \left( y_{0,1}^0 - y_{1,0}^0 \right) \\
\right\} / \left[ \left( A_{1/2}^0 / V_{1/2}^0 \right) + \left( A_{1/2}^0 / V_{1/2}^0 \right) \right]
\]
\[
\begin{align*}
&+ \left( A_{\frac{1}{2}t}^0 / V_{\frac{1}{2}t}^0 \right) + \left( A_{\frac{1}{2}t}^0 / V_{\frac{1}{2}t}^0 \right) \\
&\frac{(u_x)^{\frac{1}{2}}_{0,0} - (u_x)^{\frac{1}{2}}_{0,0}}{\Delta t} = -2 \left\{ \left[ (\sigma_x)^{\frac{1}{2}}_{\frac{1}{2}t, \frac{1}{2}t} - (\sigma_x)^{\frac{1}{2}}_{\frac{1}{2}t, \frac{1}{2}t} \right] (x_{0,1} - x_{0,0}) \\
&+ \left[ (\sigma_x)^{\frac{1}{2}}_{\frac{1}{2}t, \frac{1}{2}t} - (\sigma_x)^{\frac{1}{2}}_{\frac{1}{2}t, \frac{1}{2}t} \right] (x_{0,1} - x_{0,0}) \\
&+ \left[ (\sigma_x)^{\frac{1}{2}}_{\frac{1}{2}t, \frac{1}{2}t} - (\sigma_x)^{\frac{1}{2}}_{\frac{1}{2}t, \frac{1}{2}t} \right] (x_{0,1} - x_{0,0}) \\
&- (\sigma_x)_{\frac{1}{2}t, \frac{1}{2}t} (y_{0,1} - y_{0,1}) - (\sigma_x)_{\frac{1}{2}t, \frac{1}{2}t} (y_{0,1} - y_{0,1}) \\
&- (\sigma_x)_{\frac{1}{2}t, \frac{1}{2}t} (y_{0,1} - y_{0,1}) - (\sigma_x)_{\frac{1}{2}t, \frac{1}{2}t} (y_{0,1} - y_{0,1}) \\
&\left/ \left[ \left( A_{\frac{1}{2}t}^0 / V_{\frac{1}{2}t}^0 \right) + \left( A_{\frac{1}{2}t}^0 / V_{\frac{1}{2}t}^0 \right) \right] + \left( A_{\frac{1}{2}t}^0 / V_{\frac{1}{2}t}^0 \right) \right\} (7.19) \\
&\left( d_{\frac{1}{2}t}^{\frac{1}{2}} \right)_{\frac{1}{2}t, \frac{1}{2}t} = \left\{ -\left[ (u_x)_{\frac{1}{2}t, \frac{1}{2}t} - (u_x)_{\frac{1}{2}t, \frac{1}{2}t} \right] (y_{0,0} + y_{0,0} - y_{0,0} - y_{0,0}) \\
&+ \left[ (u_x)_{\frac{1}{2}t, \frac{1}{2}t} - (u_x)_{\frac{1}{2}t, \frac{1}{2}t} \right] (y_{0,0} + y_{0,0} - y_{0,0} - y_{0,0}) \right\} \\
&\left/ \left\{ 2 \left( A_{\frac{1}{2}t}^0 + A_{\frac{1}{2}t}^0 \right) \right\} \right\} \\
&- \frac{2}{3} \left( V_{\frac{1}{2}t}^0 - V_{\frac{1}{2}t}^0 \right) \Delta t \\
&\left( d_{\frac{1}{2}t}^{\frac{1}{2}} \right)_{\frac{1}{2}t, \frac{1}{2}t} = \left\{ \left[ (u_x)_{\frac{1}{2}t, \frac{1}{2}t} - (u_x)_{\frac{1}{2}t, \frac{1}{2}t} \right] (x_{0,0} + x_{0,0} - x_{0,0} - x_{0,0}) \\
&- \left[ (u_x)_{\frac{1}{2}t, \frac{1}{2}t} - (u_x)_{\frac{1}{2}t, \frac{1}{2}t} \right] (x_{0,0} + x_{0,0} - x_{0,0} - x_{0,0}) \right\} \\
&\left/ \left\{ 2 \left( A_{\frac{1}{2}t}^0 + A_{\frac{1}{2}t}^0 \right) \right\} \right\} - \frac{2}{3} \left( V_{\frac{1}{2}t}^0 - V_{\frac{1}{2}t}^0 \right) \Delta t \\
\end{align*}
\]
\[ (d_{xy})^\frac{1}{2} = \frac{1}{2} \left[ \begin{array}{l} (u_x)^\frac{1}{2} - (u_y)^\frac{1}{2} \\ (u_y)^\frac{1}{2} - (u_x)^\frac{1}{2} \end{array} \right] \left( x_{1,0} + x_{0,1} - x_{0,0} - x_{1,1} \right) \]

\[ - \left[ \begin{array}{l} (u_x)^\frac{1}{2} - (u_y)^\frac{1}{2} \\ (u_y)^\frac{1}{2} - (u_x)^\frac{1}{2} \end{array} \right] \left( y_{1,0} + y_{0,1} - y_{0,0} - y_{1,1} \right) \]

\[ + \left[ \begin{array}{l} (u_x)^\frac{1}{2} - (u_y)^\frac{1}{2} \\ (u_y)^\frac{1}{2} - (u_x)^\frac{1}{2} \end{array} \right] \left( y_{1,0} + y_{0,1} - y_{0,0} - y_{1,1} \right) \]

\[ \left/ \left[ 4 \left( A_1^{1,1} + A_0^{0,0} \right) \right] \right. \]

\[ w_0^\frac{1}{2} = \frac{1}{2} \left[ \begin{array}{l} (u_x)^\frac{1}{2} - (u_y)^\frac{1}{2} \\ (u_y)^\frac{1}{2} - (u_x)^\frac{1}{2} \end{array} \right] \left( x_{1,0} + x_{0,1} - x_{0,0} - x_{1,1} \right) \]

\[ - \left[ \begin{array}{l} (u_x)^\frac{1}{2} - (u_y)^\frac{1}{2} \\ (u_y)^\frac{1}{2} - (u_x)^\frac{1}{2} \end{array} \right] \left( y_{1,0} + y_{0,1} - y_{0,0} - y_{1,1} \right) \]

\[ + \left[ \begin{array}{l} (u_x)^\frac{1}{2} - (u_y)^\frac{1}{2} \\ (u_y)^\frac{1}{2} - (u_x)^\frac{1}{2} \end{array} \right] \left( y_{1,0} + y_{0,1} - y_{0,0} - y_{1,1} \right) \]

\[ - \left[ \begin{array}{l} (u_x)^\frac{1}{2} - (u_y)^\frac{1}{2} \\ (u_y)^\frac{1}{2} - (u_x)^\frac{1}{2} \end{array} \right] \left( y_{1,0} + y_{0,1} - y_{0,0} - y_{1,1} \right) \]

\[ \left/ \left[ 4 \left( A_1^{1,1} + A_0^{0,0} \right) \right] \right. \]

\[ E_1^{1,1} - E_0^{0,0} = -2 \left( p_1^{1,1} + p_0^{0,0} \right) \frac{V_1^{1,1} V_0^{0,0} \left( V_1^{1,1} - V_0^{0,0} \right)}{\left( V_1^{1,1} + V_0^{0,0} \right)^2} \]

\[ + \frac{V_1^{1,1} V_0^{0,0} \Delta t}{\left( V_1^{1,1} + V_0^{0,0} \right)^2} \cdot \frac{1}{2} \left[ \left( \sigma_x^{1,1} + \sigma_x^{0,0} \right) \left( d_x^{1,1} + d_x^{0,0} \right) \right] \]

\[ + \left[ \left( \sigma_x^{1,1} + \sigma_x^{0,0} \right) \left( d_x^{1,1} + d_x^{0,0} \right) \right] \]

\[ + 2 \left[ \left( \sigma_x^{1,1} + \sigma_x^{0,0} \right) \left( d_x^{1,1} + d_x^{0,0} \right) \right] \]
\[
\left( a_x' \right)^{1/4}_{1/4} - \left( a_x' \right)^{0/4}_{1/4} \over \Delta t = 2 G^{1/4}_{1/4} \left( d_x' \right)^{1/4}_{1/4} - \frac{1}{2} w^{1/4}_{1/4} \left[ \left( a_{xy} \right)^{0/4}_{1/4} + \left( a_{xy} \right)^{1/4}_{1/4} \right]
\]

\[
\left( a_y' \right)^{1/4}_{1/4} - \left( a_y' \right)^{0/4}_{1/4} \over \Delta t = 2 G^{1/4}_{1/4} \left( d_y' \right)^{1/4}_{1/4} + \frac{1}{2} w^{1/4}_{1/4} \left[ \left( a_{xy} \right)^{0/4}_{1/4} + \left( a_{xy} \right)^{1/4}_{1/4} \right]
\]

\[
\left( a_{xy} \right)^{1/4}_{1/4} - \left( a_{xy} \right)^{0/4}_{1/4} \over \Delta t = 2 G^{1/4}_{1/4} \left( d_{xy} \right)^{1/4}_{1/4} + \frac{1}{2} w^{1/4}_{1/4} \left[ \left( a_{xy} \right)^{0/4}_{1/4} + \left( a_{xy} \right)^{1/4}_{1/4} \right]
\]

\[
p^{1/4}_{1/4} = p \left( E^{1/4}_{1/4}, V^{1/4}_{1/4} \right)
\]

\[
G^{1/4}_{1/4} = G \left( E^{0/4}_{1/4}, V^{0/4}_{1/4}, V^{1/4}_{1/4} \right)
\]

where \( w \) is the rotation and the subscripts and superscripts are given relative to \( n, i \) and \( j \), as for example \( V^0_{1/2} \) instead of \( V^n_{1/2} \).

These equations were derived by applying the following formulas for partial derivatives:

\[
\frac{\partial \Psi}{\partial x_{(x,y)}} = \lim_{A \to 0} \frac{1}{A} \int_C \Psi dy
\]

\[
\frac{\partial \Psi}{\partial y_{(x,y)}} = -\lim_{A \to 0} \frac{1}{A} \int_C \Psi dx
\]

where \( C \) is a counterclockwise closed contour containing the point \( (x,y) \) and \( A \) is the area enclosed by \( C \). The limit is approximated by letting \( C \) be the quadrilateral connecting the four nearest points and using linear interpolation along the sides of the quadrilateral. Yield surfaces and boundary conditions are treated by straightforward extensions of the methods used in one dimension.

Slide Lines. Both HEMP and TOODY contain provision for the incorporation of special slide-line routines. A slide line is created by specifying that a row of zones be empty and that the sides of these zones be constrained to lie on each other while tangential movement is permitted. One side of the slide line is taken as the master side, and calculation of the motion perpendicular to the line
proceeds by creation of temporary "zones" on the slave side in one-to-one correspondence with zones on the master side, with values determined by interpolation on the slave side. Tangential motion is calculated on each side by using only the stresses on that side of the interface. The sides may move completely independently or a coefficient of friction may be specified. Perpendicular motion is not calculated on the slave side; instead, the points are adjusted so that they lie on the lines connecting points on the master side.

One disadvantage of current methods is that they are not symmetrical with respect to choice of master side. It is generally preferable to have the more dense material on the master side.

Rezone. Attempts to extend the applicability of the two-dimensional Lagrangian methods have resulted in a wide variety of rezone features. The methods range from simple provisions for slight adjustment of a single point in order to permit further calculation, through addition or deletion of entire rows or columns, to complete redesign of the integration grid according to a specified formula. There are two different purposes that rezoning is intended to serve. The first is to increase the definition in regions where the physical quantities are varying rapidly, just as in one dimension; and the second is to compensate for distortions occurring due to shear and thereby permit further calculation.

Attempting to increase definition by deleting or adding entire rows or columns generally proves impractical in real problems because a row or column may represent a very rapidly changing process in one part of the grid but extend into the quiet region in another part of the grid. Attempts to compensate for physical distortions occurring in the solution generally provide only very small extensions of the time to which the calculation can proceed, so long as the problem is fundamentally a failure of the partial differential equations and cannot be resolved by the numerical methods. As a result, even the most complicated and sophisticated rezone routines have been disappointing in practice*. Their purpose may be served better by methods incorporating arbitrary coordinates, which will be discussed in Section 7.7.

Display. Two-dimensional solutions are difficult to absorb without some pictorial display of the solution. Figure 7.9 is typical of the automatic computer plots generated in conjunction with Lagrangian calculations. Because the integration grid moves with

* An apparent exception is a rezone developed for TOODY recently by B. J. Thorne (private communication). The equation for A above may go negative even without a shear discontinuity, and Thorne's procedure alleviates that difficulty.
the material, a plot of the grid permits immediate comprehension of the material distortion.

7.6 Two-Dimensional Eulerian Methods

Limitations. Once a problem is cast in other than Lagrangian coordinates, the convective terms must appear in the equations, and some special provisions must be made for treating material histories. These problems occur regardless of the choice of coordinate system, but certain computational simplifications can be obtained by using an Eulerian coordinate system, and most non-Lagrangian computer programs do use Eulerian coordinates.

In developing Eulerian methods most physicists have not
thought of convection as a process occurring simultaneously with accelerations. Rather, they have imagined that the system is Lagrangian for one time step and that a rezone then returns the coordinate system back to its original position. By also imagining quantities to be constant throughout a zone, simple rezone equations are obtained, but such methods are only accurate to first order.

Another problem with the Eulerian coordinate system is that it is not suitable for keeping track of the locations of contact discontinuities. Density changes of orders of magnitude tend to get smoothed out in the solution, and it is frequently not clear what equation of state should be used at a particular point.

Perhaps the worst problem occurring in Eulerian coordinates is the difficulty in choosing a grid that will provide the definition where it is needed. If the zoning is not uniform, mass may move from a region in which it is very well defined into another region in which it is poorly defined. On the other hand, a decision to use uniform zoning may, for instance, result in inadequate description of the initial conditions.

PIC Methods. Some of the difficulties associated with Eulerian methods have been resolved by the use of "particle-in-cell" (PIC) methods [7,7] in which the grid is peppered with particles which represent the mass and the quantities that the mass is carrying with it. The accelerations are computed by direct differencing, as before, but the convective terms are treated by moving the particles in accordance with the local velocities and then transferring a lump of mass, momentum and energy whenever a particle moves out of one zone into another. The primary advantage of the particles is that they may be used to record material identity and material histories, thereby eliminating artificial smoothing of contact discontinuities. They also introduce a dissipation in the difference equations which is equivalent to a viscosity of the form

\[
\frac{1}{2} \Delta x \rho u \frac{\partial u}{\partial x}
\]

As a result, PIC methods are usually used without an additional artificial viscosity.

The major problem with PIC methods is that they are expensive in computer time. In order to obtain accuracy of order \(10^7\) in the density, for instance, it is necessary to have approximately 100 particles for each zone. Each particle must be moved during each
time step, and a special computation must be done whenever a particle passes from one zone to another.

Continuous Eulerian. Seeking to avoid the cost of multiple computations, Wally Johnson succeeded in finding a continuous version of the PIC transport. His hydrodynamic code, TOIL [7.8], is based on the following difference equations:

\[
\begin{align*}
\frac{(\tilde{u}_x)_{i,j}^{n+1} - (u_x)_{i,j}^n}{\Delta t} &= \frac{p_{i+1,j}^n - p_{i,j}^n}{2\rho_{i,j}^n \Delta x} \\
\frac{(\tilde{u}_y)_{i,j}^{n+1} - (u_y)_{i,j}^n}{\Delta t} &= \frac{p_{i,j+1}^n - p_{i,j}^n}{2\rho_{i,j}^n \Delta y} \\
\frac{\tilde{E}_{i,j}^{n+1} - E_{i,j}^n}{\Delta t} &= -
\end{align*}
\]

\[
= -\frac{p_{i,j}^n}{4\rho_{i,j}^n} \left[ \frac{\left((\tilde{u}_x)_{i+1,j}^{n+1} + (u_x)_{i+1,j}^n - (\tilde{u}_x)_{i+1,j}^{n+1} - (u_x)_{i+1,j}^n\right)}{\Delta x} \right] \\
+ \frac{\left((\tilde{u}_y)_{i,j+1}^{n+1} + (u_y)_{i,j+1}^n - (\tilde{u}_y)_{i,j+1}^{n+1} - (u_y)_{i,j+1}^n\right)}{\Delta y} \\
\frac{1}{2} \left[ (\tilde{u}_x)_{i,j}^{n+1} + (\bar{u}_x)_{i,j}^{n+1} \right] \\
\frac{1}{2} \left[ (\tilde{u}_y)_{i,j}^{n+1} + (\bar{u}_y)_{i,j}^{n+1} \right] \\
\frac{1}{2} \left[ (\tilde{u}_x)_{i,j}^{n+1} + (\bar{u}_x)_{i,j}^{n+1} \right] \\
\frac{1}{2} \left[ (\tilde{u}_y)_{i,j}^{n+1} + (\bar{u}_y)_{i,j}^{n+1} \right] \\
\tilde{\rho}_{i,j}^{n+1} = \rho_{i,j}^n \\
(\tilde{\eta}_x)_{i,j}^{n+1} = \tilde{\rho}_{i,j}^{n+1} (\tilde{u}_x)_{i,j}^{n+1} \\
(\tilde{\eta}_y)_{i,j}^{n+1} = \tilde{\rho}_{i,j}^{n+1} (\tilde{u}_y)_{i,j}^{n+1} \\
\tilde{\eta}_{i,j}^{n+1} = \tilde{\rho}_{i,j}^{n+1} \left\{ \frac{1}{2} \left[ (\tilde{u}_x)_{i,j}^{n+1} \right]^2 + \frac{1}{2} \left[ (\tilde{u}_y)_{i,j}^{n+1} \right]^2 + \tilde{E}_{i,j}^{n+1} \right\}
\]

(7.21)
\[ \rho_{i,j}^{n+1} - \rho_{i,j}^n = \frac{\delta \rho_{i+\frac{1}{2},j}^{n+1}(\tilde{u}_x)_{i+\frac{1}{2},j} - \delta \rho_{i-\frac{1}{2},j}^{n+1}(\tilde{u}_x)_{i-\frac{1}{2},j}}{\Delta x} \]

\[ \rho_{i,j}^{n+1}(\tilde{u}_x)_{i,j}^{n+1} - \rho_{i,j}^n(\tilde{u}_x)_{i,j}^n \]

\[ \frac{\rho_{i+1}^{n+1}(u_y)_{i,j}^{n+1} - (\tilde{u}_x)_{i,j}^{n+1}}{\Delta t} = - \frac{(\tilde{u}_x)_{i+\frac{1}{2},j}^{n+1}(u_y)_{i+\frac{1}{2},j}^{n+1} - (\tilde{u}_x)_{i-\frac{1}{2},j}^{n+1}(u_y)_{i-\frac{1}{2},j}^{n+1}}{\Delta x} \]

\[ \frac{(\tilde{u}_x)_{i+\frac{1}{2},j}^{n+1}(u_y)_{i+\frac{1}{2},j}^{n+1} - (\tilde{u}_x)_{i-\frac{1}{2},j}^{n+1}(u_y)_{i-\frac{1}{2},j}^{n+1}}{\Delta y} \]

\[ \rho_{i,j}^{n+1} \left[ \frac{1}{2} (u_x)_{i,j}^{n+1} \right]^2 + \frac{1}{2} (\tilde{u}_y)_{i,j}^{n+1} - \tilde{T}_{i,j}^{n+1} \]

\[ \frac{(\tilde{u}_x)_{i+\frac{1}{2},j}^{n+1}(u_y)_{i+\frac{1}{2},j}^{n+1} - (\tilde{u}_x)_{i-\frac{1}{2},j}^{n+1}(u_y)_{i-\frac{1}{2},j}^{n+1}}{\Delta x} \]

\[ \frac{(\tilde{u}_x)_{i+\frac{1}{2},j}^{n+1}(u_y)_{i+\frac{1}{2},j}^{n+1} - (\tilde{u}_x)_{i-\frac{1}{2},j}^{n+1}(u_y)_{i-\frac{1}{2},j}^{n+1}}{\Delta y} \]

where \( \hat{a} \) is defined from

\[ \hat{a}_{i+\frac{1}{2},j}^{n+1} = \frac{1}{2} (\hat{a}_{i+1,j}^{n+1} + \hat{a}_{i,j}^{n+1}) + \frac{1}{2} (\hat{a}_{i,j}^{n+1}) \]

\[ \hat{a}_{i,j+\frac{1}{2}}^{n+1} \left[ (\tilde{u}_x)_{i,j+\frac{1}{2}}^{n+1} \right] \left[ (\tilde{u}_x)_{i,j+\frac{1}{2}}^{n+1} \right] \]

\[ \hat{a}_{i+\frac{1}{2},j}^{n+1} = \frac{1}{2} (\hat{a}_{i+\frac{1}{2},j+1}^{n+1} + \hat{a}_{i,j}^{n+1}) + \frac{1}{2} (\hat{a}_{i,j}^{n+1}) \]

\[ \hat{a}_{i,j+\frac{1}{2}}^{n+1} \left[ (\tilde{u}_y)_{i,j+\frac{1}{2}}^{n+1} \right] \left[ (\tilde{u}_y)_{i,j+\frac{1}{2}}^{n+1} \right] \]
The last two equations have the effect of choosing the value from
the zone "donating" the transported quantity.

By eliminating the particles, Johnson has lost one method of
keeping track of material identification and history. To recover the
identification, at least for the case of two materials, he calculates
the amount of each material present in each zone. The key to his
method is in the choice of mixture to be transported from one zone
to the next; he lets that mixture be in the same proportion as the
material in the receiving zone whenever possible. This procedure has
been shown to eliminate most of the smoothing of contact
discontinuities that occurs with other continuous methods. His
latest computer program, called DORF 9 [7.9], allows nine
materials (but at most two in a single zone) and treats material
history by convecting stresses and strains, using interpolation in
Cartesian space.

Accurate treatment of boundary conditions is very difficult
once one has left Lagrangian coordinates. Except for a simple
reflecting boundary, no serious effort has been made to provide
general boundary conditions in the computer programs that treat
general materials in Eulerian coordinates. The boundaries are simply
placed far enough from the active region so that they have no
influence on the solution. Sophisticated non-Lagrangian boundary
conditions are generally associated with the more sophisticated
general coordinate methods which are discussed in the next section.

Rezone. In order to keep the boundary comfortably far from
the region of interest, Eulerian methods usually incorporate a
"rezone," which is actually simply a doubling of zone widths in
each direction. After a rezone, the active region of the problem
encompasses at most one quarter of the integration grid with a
consequent loss of accuracy. By the use of stable first-order
difference methods and the rezone, an Eulerian code will run nearly
any problem without difficulty. For the user who is accustomed to
Lagrangian methods, which cease to run whenever the error
becomes great, there is an additional burden of paying greater
attention to the details of the calculation to assure that the
resulting solution is adequately accurate.

Display. Figure 7.10 is typical of the computer plots used in
conjunction with Eulerian methods. A symbol is plotted in each
zone that contains more than some minimum mass or density, the
choice of symbol indicating the kind or density of material.
7.7 General Two-Dimensional Methods.

AFTON. As we have seen, the equations of motion of inviscid continuous media achieve their simplest form in a Lagrangian coordinate system, the terms corresponding to flux via mass transport being zero. Further, the material history is easily recorded, because the material is motionless with respect to the coordinate system. These simplifications permit the use of difference equations in Lagrangian codes that are more accurate and efficient than those usually used for the general equations. However, the presence of a shear discontinuity invalidates the transformation from Cartesian to Lagrangian coordinates. It is then not possible to obtain a solution with Lagrangian finite-difference methods, except when the location of the discontinuity is known in advance and its motion is calculated separately.

In the previous section we have discussed Eulerian methods, but Trulio [7.10] has developed a method that is more general; it
allows the user to specify any coordinate motion. This replaces the discrete rezoning required with Lagrangian or Eulerian methods by a "continuous rezoning" which at least smooths out and may actually reduce the errors due to rezoning, so that they no longer create obvious anomalies in the answers. The convective terms are modeled by assuming that quantities are constant in each zone, an intrinsically first order approximation. As a result, the more the coordinate motion deviates from Lagrangian, the larger the error becomes.

In the AFTON code [7.11] based on Trulio's method, an incremental stress-strain relation is used to model elastic-plastic behavior. This requires that stress be "transported" when mass flows from one zone to the next, which is done by finding equivalent linear elastic "strains" and assuming that these fictitious strains satisfy a conservation law [7.12]. The arbitrary moduli used in this artificial Hooke's Law may be thought of as arbitrary weighting factors, and they introduce degrees of freedom that are not present in the posed differential problem. Similarly, the extent of work hardening and of irreversible compaction are quantities that must be transported, and arbitrary rules for averaging them must be introduced.

ADAM. It is not necessary to integrate the material history in the same coordinate system that is used for integration of the equations of motion. The material history could be calculated in a Lagrangian system even when the presence of a shear discontinuity invalidates the Lagrangian form of the motion equations. It is then necessary to interpolate back and forth between the two systems, but the errors in interpolation are not cumulative.

The feasibility of this concept has been demonstrated recently with a new two-dimensional generalized coordinate program called ADAM, developed at Sandia Laboratories. Part of a general plan for developing a second-order code and based on the second-order leap-frog difference method, even the present version of ADAM represents a significant advance beyond previous methods due to the elimination of irrelevant transport rules in the material description.

Difference Equations. In an arbitrary coordinate system \((k_1, k_2, k_3, t)\), the equations for conservation of mass and momentum, in differential form, are as follows [7.13]:

\[
\frac{\partial U}{\partial t} + \frac{\partial F_1}{\partial k_1} + \frac{\partial F_2}{\partial k_2} + \frac{\partial F_3}{\partial k_3} = 0 \tag{7.23}
\]
where

\[
U = \begin{pmatrix}
M \\
I_1 \\
I_2 \\
I_3
\end{pmatrix}, \quad F_i = \begin{pmatrix}
I_i u_i + \sum a^{1\alpha} A_{i\alpha} \\
I_2 u_i + \sum a^{2\alpha} A_{i\alpha} \\
I_3 u_i + \sum a^{3\alpha} A_{i\alpha}
\end{pmatrix}
\]  
(7.24)

\[
u_i = \left. \frac{\partial k_i}{\partial t} \right|_x
\]

\[
A_{i\alpha} = \left. \frac{\partial x_{i\alpha}}{\partial k_i} \right|_{t, t} \left. \frac{\partial x_{i\alpha}}{\partial k_{i\alpha}} \right|_{t, t} - \left. \frac{\partial x_{i\alpha}}{\partial k_i} \right|_{t, t} \left. \frac{\partial x_{i\alpha}}{\partial k_{i\alpha}} \right|_{t, t}
\]  
(7.25)

(addition of indices is modulo 3)

\((x_1, x_2, x_3, t)\) is Cartesian space-time

\(M\) is the mass per unit of \(k\)-space

\((I_1, I_2, I_3)\) is the momentum per unit of \(k\)-space, expressed in the Cartesian coordinate system

\(\sigma^{\alpha\beta}\) is the symmetric stress tensor in the Cartesian coordinate system

In the reduction to two dimensions, \(I_3, u_3, \sigma^{13}, \sigma^{23}, A_{31}, A_{32}, A_{13}\) and \(A_{23}\) all become zero. Then the vectors become

\[
U = \begin{pmatrix}
M \\
I_1 \\
I_2
\end{pmatrix}, \quad F_i = \begin{pmatrix}
I_i u_i + a^{11} A_{i1} + a^{12} A_{i2} \\
I_2 u_i + a^{21} A_{i1} + a^{22} A_{i2}
\end{pmatrix}, \quad i = 1, 2
\]  
(7.26)

and the vector \(\partial F_3/\partial k_3\) is zero for plane symmetry, but for the axisymmetric case with \(X_1\) the radial coordinate, \(\partial F_3/\partial k_3\) becomes \((0, \sigma^{33} A_{33}, 0)\).

In ADAM these equations are solved by a modified leap-frog method, as follows (for the plane case):

\[
\frac{U_{h_{1}, h_{2}}^{n+1} - U_{h_{1}, h_{2}}^{n-1}}{\Delta t} = -(F_1)_{h_{1}, h_{2}, h_{3}}^{n} + (F_1)_{h_{1}, h_{2}+h_{3}}^{n} + (F_2)_{h_{1}+h_{2}, h_{3}}^{n} + (F_2)_{h_{1}, h_{2}+h_{3}}^{n}
\]  
(7.27)
\[ (A_{11})_{k_1,k_2} = \frac{[\langle x_2 \rangle_{k_1,k_2+1} - \langle x_2 \rangle_{k_1,k_2-1}]}{2} \]

\[ (A_{12})_{k_1,k_2} = -\frac{[\langle x_1 \rangle_{k_1,k_2+1} - \langle x_1 \rangle_{k_1,k_2-1}]}{2} \]

\[ (A_{21})_{k_1,k_2} = -\frac{[\langle x_2 \rangle_{k_1,k_2+1} - \langle x_2 \rangle_{k_1-1,k_2}]}{2} \]

\[ (A_{22})_{k_1,k_2} = \frac{[\langle x_1 \rangle_{k_1+1,k_2} - \langle x_1 \rangle_{k_1-1,k_2}]}{2} \]

\[ A_{33} = A_{22}A_{11} - A_{21}A_{12} \] \hspace{1cm} (7.28)

\[ \left( \frac{\partial u_\alpha}{\partial x_\beta} \right)_{k_1,k_2} = \left\{ \left[ \left( \frac{I_\alpha}{M} \right)_{k_1+1,k_2} - \left( \frac{I_\alpha}{M} \right)_{k_1-1,k_2} \right] (A_{1\beta})_{k_1,k_2} \right\} + \left\{ \left[ \left( \frac{I_\alpha}{M} \right)_{k_1,k_2+1} - \left( \frac{I_\alpha}{M} \right)_{k_1,k_2-1} \right] (A_{2\beta})_{k_1,k_2} \right\} / 2 \]

\[ d_{\alpha\beta} = \frac{1}{2} \left( \frac{\partial u_\alpha}{\partial x_\beta} + \frac{\partial u_\beta}{\partial x_\alpha} \right) \]

\[ w = \frac{1}{2} \left( \frac{\partial u_1}{\partial x_2} - \frac{\partial u_2}{\partial x_1} \right) \]

\[ q^{\alpha\beta} = - (B_1)^2 \rho A_{33} d_{\alpha\beta} \sqrt{1.5 \left[ (d_{11}')^2 + (d_{22}')^2 + (d_{12}')^2 \right]} \]

where \( q^{\alpha\beta} \) is a tensor artificial viscosity that augments the stress throughout the method. In a standard leap-frog, the required values of \( F_i \) would be determined by averaging values at adjacent points. In ADAM, the quantities \( M, I_\alpha, u_i \) and \( A_{i\alpha} \) are all averaged separately, and \( o^{\alpha\beta} \) is determined by interpolation from nearby Lagrangian points, using an inverse mass weighting that is based on a continuity condition.
For half of the grid points, the momentum is calculated only at even values of $n$. The remaining points are evaluated only at odd values. Special procedures are used to synchronize the data for output and plotting.

In the Lagrangian system, the volume and energy equations are integrated and the material representation is evaluated, using the following second-order-accurate method:

1. Interpolate for strain rates $d_{ii}^{n+1}$, rotation rate $w_{n+1}$, and $Q$.

2. $\frac{\rho_{n+1}^{n+1} - \rho^n}{t_{n+1}^{n+1} - t^n} = \frac{\rho^{n+1} + \rho^n}{2} \left( d_{11}^{n+1} + d_{22}^{n+1} \right)$ \hspace{1cm} (7.29)

3. $\frac{E_{n+1}^{n+1} - E^n}{t_{n+1}^{n+1} - t^n} = (a_{11})^n d_{11}^{n+1} + (a_{22})^n d_{22}^{n+1}$

   + $2(a_{12})^n d_{12}^{n+1} / 2 (\rho^n + \rho^{n+1})$ \hspace{1cm} (7.30)

4. Evaluate material representation, using $\rho^{n+1}$, $E_{n+1}$, strain rates, rotation rates and previous history to obtain $(a^{\alpha\beta})^{n+1}$.

5. $\frac{E_{n+1}^{n+1} - E^n}{t_{n+1}^{n+1} - t^n} = \left[ (a_{11})^n + (a_{11})^{n+1} \right] d_{11}^{n+1}$

   + $\left[ (a_{22})^n + (a_{22})^{n+1} \right] d_{22}^{n+1}$

   + $2 \left[ (a_{12})^n + (a_{12})^{n+1} \right] d_{12}^{n+1} / (\rho^n + \rho^{n+1})$ \hspace{1cm} (7.31)

The interpolation is performed simultaneously in space and time, half of the data in $(k_1, k_2)$—space being at $t^n$, and the rest at $t^{n+1}$. Although the resulting values will not always be at $t^{n+1}$, it can be shown that the method retains second-order accuracy.

Boundary conditions have been incorporated for free and reflecting surfaces and along an axis of symmetry. Two options for grid motion are built into the code, Lagrangian and "smoothed Lagrangian." The smoothed Lagrangian is considered to be the standard mode and consists of determining the grid velocity from Laplace's equation with Lagrangian velocities at the boundaries.
This procedure assures that the grid velocity will satisfy the requirement of continuity with respect to Cartesian coordinates. It also permits Lagrangian motion at the boundary, thereby allowing simpler boundary conditions. Figure 7.11 is a computer-generated plot from an ADAM calculation.

![Figure 7.11 Computer-generated plot of an ADAM calculation. A cylindrical pellet is penetrating a plate at intermediate velocity (no vaporization). The initial velocity was given to the plate for convenience in plotting.](image)

Figure 7.11 Computer-generated plot of an ADAM calculation. A cylindrical pellet is penetrating a plate at intermediate velocity (no vaporization). The initial velocity was given to the plate for convenience in plotting.

Future Developments. The goal of a fully second-order-accurate code seems feasible. It requires, first of all, that the overall error be defined as the mean error over the region of interest. The use of the maximum error, or the corresponding requirement of uniform convergence, is not consistent with intuitive concepts of error anyway. Any problem containing an initial discontinuity has a fixed maximum error after discretization, due to Gibbs' phenomena. This
is similar to the overshoot commonly seen at shock fronts in non-dissipative methods. In such cases all workers agree that a finer discretization is more accurate, even though the maximum errors are the same.

With some mean agreed upon as the error measure, and a second-order difference method, the contributions to the first-order error can be isolated in the neighborhoods of shocks. With a generalized coordinate system, one can then develop boundary conditions of sufficient accuracy that represent propagation of a shock front into undisturbed material. For many problems of interest, the dominant shock always propagates into undisturbed material, so that the only remaining contributions to the first-order error would be due to the much smaller subsidiary shocks. In such cases the remaining first-order error term may, for practical mesh sizes, be smaller than the second-order term, so that convergence is effectively second-order in the regime of interest. True second-order accuracy may eventually be achieved by the use of shock tracing in the interior.

Eventually such mathematical approaches must replace physical arguments completely in the development of numerical methods, because physical arguments tend to produce first-order methods and to introduce unnecessary restrictions. With regard to conservation properties, for instance, a useful check of accuracy may be obtained from the error in conservation

$$D_Q = \int (Q - Q^*) dV$$

(7.32)

where $Q$ is the correct density of the conserved quantity, $Q^*$ is the calculated density, and the integral is taken over the volume of interest, using some interpolation rule to define $Q^*$ between mesh points. There is a valid error measure

$$E_Q = \int |Q - Q^*| dV$$

(7.33)

which clearly cannot be less than $D_Q$. If $D_Q$ is large in spite of mathematical arguments that $E_Q$ is small, then either the code has a bug or the mathematics are faulty. On the other hand, if $D_Q$ is consistently small, there is some inference that $E_Q$ is really small.

Physical arguments are frequently used to imply superiority for numerical methods such as AFTON which, when combined with a
particular choice of interpolation rule, constrain \( D_Q \) to be zero. However, this does not indicate anything about \( E_Q \). The inference drawn in the preceding paragraph, which is based on the improbability of the positive and negative parts of the integral always being comparable and tending to cancel, cannot be drawn here because cancellation has been forced by definition and removed from the realm of probability.

Acknowledgements. Figures 1 through 5 were generated by computer programs written by Diane B. Holdridge. The ADAM program was developed in conjunction with Mrs. Holdridge and Billy Joe Thorne, who also contributed helpful criticism of this chapter.
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List of Symbols

\( A \) \hspace{1cm} \text{area}

\( B \) \hspace{1cm} \text{magnetic field strength}

\( b \) \hspace{1cm} \text{defined in text (Sec. 8.4.2)}

\( C_0 \) \hspace{1cm} \text{rarefaction velocity}

\( C_u, C_o, C_v, C_E \) \hspace{1cm} \text{phase velocities (defined in Sec. 8.2.4)}

\( c \) \hspace{1cm} \text{sound speed; capacitance; stress wave velocity}

\( c_s \) \hspace{1cm} \text{stray capacitance}

\( D \) \hspace{1cm} \text{detonation velocity}

\( d \) \hspace{1cm} \text{defined in text (Sec. 8.4.2)}

\( E \) \hspace{1cm} \text{specific internal energy}

\( h \) \hspace{1cm} \text{Lagrangian coordinate}

\( I, i \) \hspace{1cm} \text{current}

\( j^2 \) \hspace{1cm} \text{slope of the Rayleigh line}

\( k \) \hspace{1cm} \text{piezoelectric coefficient}

\( L, \ell \) \hspace{1cm} \text{thickness (Sec. 8.4.3)}

\( M \) \hspace{1cm} \text{Mach number}

\( n \) \hspace{1cm} \text{index of refraction; number of fringes}

\( \rho \) \hspace{1cm} \text{pressure; polarization}

\( Q \) \hspace{1cm} \text{electrical charge}

Preceding page blank
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$R$ resistance
$r$ radial coordinate
$S$ defined in text (Sec. 8.4.2)
$T_0$ deposition time
$t$ time
$U$ shock velocity
$U_a$ defined in text (Sec. 8.4.2)
$ar{u}$ mass velocity
$u_{fs}$ free surface velocity
$u$ average surface velocity
$V$ specific volume; voltage
$x, y$ spatial coordinates
$\alpha$ defined in text (Sec. 8.4.2, 8.4.3, 8.4.4)
$\beta$ defined in text (Sec. 8.4.4)
$\Gamma$ Grüneisen parameter
$\gamma$ rate of change of permittivity with mass velocity
$\epsilon$ electro-motive force
$\epsilon_i$ unstressed permittivity
$\theta$ defined in text (Sec. 8.4.4)
$\lambda$ wave length
$\rho$ density
$\sigma$ normal stress component in the direction of propagation
$\sigma_r$ radial stress
$\sigma_\theta$ tangential stress
$\tau$ time through delay leg of laser interferometer
$(\cdot)_0$ refers to initial state ahead of shock front
$(\cdot)_1$ refers to state behind shock front
$\frac{dV}{d\sigma_H}$ slope of the $R--H$ curve
8.1 Introduction

Advances in understanding of the mechanical and thermodynamic response of solids to impact loading have been paced to an important degree by advances in experimental technique. Accurate measurements at the high-stresses and short-durations characteristic of non-linear stress waves are difficult to achieve and each new measurement capability has helped to focus theoretical efforts onto key problems.

The laboratory experiments of principal interest in this chapter are those whose purpose is to determine the material properties that influence wave propagation and dynamic failure. Those properties are embodied in the constitutive relation, discussed at length in earlier chapters. Constitutive relations, including equations of state, are difficult to predict from a fundamental theoretical basis and in most cases a suitable form and the appropriate parameters must be determined empirically. Experiments on nonlinear wave propagation thus contrast markedly with, for example, experiments on elastic waves. For linear elastic behavior the pertinent material properties are readily determined and experiments serve mostly as a check on the mathematics of wave propagation; the geometries can be quite complex. For the nonlinear case pertinent material properties are not so easily determined and experimental geometries are accordingly made as simple as possible. Plane geometry has been used almost exclusively, although some experimentation has been done with spherical, cylindrical, and two-dimensional steady-state configurations.

At stresses very much larger than the strengths of materials the deviatoric stresses are relatively small and shock wave measurements yield data on the equation of state. It was for this purpose that many of the experimental methods to be discussed were originally developed. With the use of explosive systems and hypervelocity guns, equation of state measurements have been obtained at pressures as high as 15Mbar*, or nearly five times the pressure at the center of the earth [8.1]. In this high pressure regime, extending downward to about a hundred kilobars, the shock structure is usually relatively simple; the shock front can be considered as a discontinuity separating two equilibrium states. Consequently, although the methods for producing the high pressures are not always experimentally simple, the recording methods can be relatively straightforward. In a typical experiment

*1 bar = $10^6$ dyn/cm$^2$ = 0.9862 atm = 14.504 psi
measurements of the projectile velocity prior to impact and the velocity of the induced shock front suffice to determine a point on the equation of state.

At stresses comparable to the yield stress, on the other hand, the shock structure is less simple. Yielding at the elastic limit gives rise to a complex wave front which must be recorded in detail in order to correctly infer the locus of states experienced by the material. More sophisticated recording methods are therefore required to study wave propagation and to infer constitutive relations in the low stress regime.

In addition to experiments to determine equations of state and constitutive relations of homogeneous solids, experiments are also performed to investigate aspects of wave propagation that depend importantly on the detailed internal geometry of an inhomogeneous solid. Thus, for example, porous solids require time for equilibration to occur among the inhomogeneities. Transient behavior during the approach to equilibrium and the scale on which the material can be considered homogeneous can, in a formalistic sense, be considered to be aspects of the constitutive relation. From this point of view, however, each solid of each porosity, grain size, etc., must be considered as a distinct material. It is therefore desirable to attempt to predict the effects of the internal geometry separately from the behavior of the solid itself.

Similar remarks apply to composites, which may be anisotropic as well as inhomogeneous, and in which the wave structure is in detail very complex. Simplifications to the complete analytical problem may be acceptable, however, depending on the scale of interest compared to that of the internal structure. The appropriateness and range of validity of proposed simplifications must, of course, be determined by experiments.

Many impact experiments are performed for purposes other than determination of constitutive relations. The precise condition of one-dimensional strain due to the geometry of a plane wave, the very high pressures attainable in fact, and the capability for accurate determination of time and at least one stress component — that acting in the direction of propagation — provides a suitable environment for dynamic high-pressure experimentation. Physical phenomena such as conductivity, piezoelectricity, dielectric constant, and others have been studied under shock conditions. Techniques specific to those studies are beyond the scope of this chapter, however. Several recent review articles treat those aspects of shock wave physics [8.1—8.5].
8.2 Theoretical Results Used in Experimental Design and Analysis

Experimental data on stress waves typically consist of wave velocities and associated material velocities or stresses normal to the wave fronts. From these data one wishes to calculate the remaining parameters to completely define the thermodynamic and kinematic states through which each element of the material passes as it is traversed by the wave.

In this section we summarize some of the theoretical results that are of particular value for the design and interpretation of experiments. Many of these results have been presented in earlier chapters and are included here for convenience.

8.2.1 Jump Conditions

Where steady plane shock fronts are present the Rankine-Hugoniot jump conditions, derived in Chapter 3, can be applied to relate the states on either side of the front. They are reproduced in Eqs. (8.1) to (8.3).

\[
\frac{V_1}{V_0} = 1 - \frac{(u_1 - u_0)}{(U - U_0)} \quad (8.1)
\]

\[
\sigma_1 - \sigma_0 = \rho_0 (U - u_0) (u_1 - u_0) \quad (8.2)
\]

\[
E_1 - E_0 = \frac{1}{2} \sigma_1 + \sigma_0 \left( V_0 - V_1 \right) \quad (8.3)
\]

In these equations \( V(= \rho^{-1}) \) is specific volume, \( u \) is mass velocity, \( U \) is shock velocity, \( \sigma \) is the normal stress component in the direction of propagation, and \( E \) is specific internal energy. Subscripts “0” refer to the initial state ahead of the front; subscripts “1” refer to the state behind the front.

If the initial state is known then measurement of two of the four unknowns of Eqs. (8.1) and (8.2) permits the others and the energy to be computed. From a series of such measurements on shock waves of varying intensity a relation, \( \sigma(V,E) \), unique for each initial state, can be determined that represents the locus of states attainable through a single shock transition. It is usually referred to as the Rankine-Hugoniot equation of state, or R-H curve, although because of stress anisotropy it does not strictly represent an equation of state for solids with non-negligible shear strength. The important features of the R-H curve, including the inherent entropy changes and stress anisotropies, are treated in Chapter 3.
The components of normal stress acting across planes oriented perpendicularly to the shock front (tangential stress) do not enter the equations directly; they influence the shock only through the constitutive relation. Since nearly all experimental techniques determine, directly or indirectly, the stress component in the direction of propagation, the tangential stress components can usually only be inferred. Where hydrostatic compression data are available, comparison with shock data permits the tangential stress to be deduced. Alternatively, measurement of the states obtaining upon the relief of stress (via a rarefaction wave) from a shocked state provides much information about the shear stress under shock conditions.

The jump conditions apply not only to the equilibrium end states but throughout the transition region since each portion of the front is steady. Eqs. (8.1) and (8.2) can be combined to give

\[ U - u_0 = V_0 \sqrt{\frac{\sigma_1 - \sigma_0}{V_0 - V_1}} \]  

(8.4)

Since all parts of the wave travel with the same velocity, \( U-u_0 \), with respect to the undisturbed material, the locus of \( \sigma, V, E \) states in the transition must lie on the straight line joining the initial and end states in the \( \sigma-V \) (or \( \sigma-u \)) plane. This line is called the Rayleigh line.

The difference between the Rayleigh line and the R-H curve at a given volume is approximately the nonequilibrium stress obtaining in the transition region and is primarily responsible for the entropy production. If the material is treated as a viscous fluid, the steady-state shape of the shock front can be derived by relating the nonequilibrium stress to the stress rate or strain rate [8.7]. Except at low stresses, however, shock rise times are usually extremely fast, exceeding the response time of available instrumentation. Consequently, experimental studies of shock structure must, with some exceptions, await the development of faster recording methods.

8.2.2 Stability of Shock Waves

In solids a single shock front is frequently unstable and a compressive wave propagates as two or more shock fronts. The stability criterion is derived by assuming the shock to consist of two
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fronts and comparing their relative speeds (see Chapter 4). The condition for stability is

\[
\frac{\sigma_2 - \sigma_1}{V_1 - V_2} > \frac{\sigma_1 - \sigma_0}{V_0 - V_1}
\]

(8.5)

where the subscripts “0” refer to the state ahead of the first shock, subscripts “1” refer to the intermediate shocked state, and subscripts “2” refer to the final shocked state.

Graphically, this means that the Rayleigh line joining point \( \sigma_1, V_1 \) with \( \sigma_2, V_2 \) is steeper (more negative) than that joining \( \sigma_1, V_1 \) with \( \sigma_0, V_0 \) (Figure 8.1).

Figure 8.1(a) Illustrating Various Regions of Behavior of the Hugoniot Curve in the Stress-Volume Plane.

Region 0-1; normal behavior, single wave front
Region 1-2; \( \frac{d^2V}{dP_H} < -1 \), single front unstable, wave propagates as two fronts
Region 3; \( \frac{dV}{dP_H} = 0, \frac{du}{dP_H} = 2j \)
Region 4; \( \frac{du}{dP_H} = 0; j^2 \frac{dV}{dP_H} = 1 \), multiple solutions for state produced by plate impact are possible
Region 5; \( j^2 \frac{dV}{dP_H} = 1 + 2M, \frac{du}{dP_H} = -\frac{du}{dP_H} \), Dyakov's upper instability limit.
It is important to note that the stability criterion of Eq. (8.5) applies to rarefaction waves as well as compression waves. For certain materials, notably iron, as a result of the α-ε phase change, and fused silica, as a result of the anomalous compressibility below 40 kbar, rarefaction shocks develop upon relief of stress from a compressed state. The interaction of two rarefaction shocks leads to extremely high tensile stress rates and in iron, for example, fracture surfaces have been observed that are so smooth as to appear polished [8.8].

The properties of fused silica have been exploited by Barker to provide an input stress pulse that is particularly well suited for the study of constitutive relations [8.9]. The anomalous compressibility of fused silica (below 40 Kb) leads to uniform amplitude dispersion of the compressive part of the wave and to a rarefaction shock at the rear of the wave. Thus, the wave shape has a long linear rise time in the compressive portion and an abrupt fall time in the rarefaction portion. This pulse shape is therefore essentially the converse of the shape usually produced by impact in normal solids and when transmitted to a normal solid can be used to emphasize and explore different aspects of its constitutive relation.

It is interesting to note that there is another criterion for shock stability. It is evidently of secondary importance since violation of it has never been observed experimentally. Nevertheless, there
seems to be no fundamental reason it could not occur, and we therefore mention it for completeness.

Following D'Yakov we define the negative slope of the Rayleigh line by [8.10]

\[ f^2 = (\sigma - \sigma_0)/(V_0 - V) \]

and the Mach number of the shock with respect to the material behind by,

\[ M = (U - u)/c \]

where \( c \) is the sound speed, given by:

\[ c = V\left(-\frac{\partial \sigma}{\partial V}\right)^{-\frac{1}{2}} \]

The condition for stability of a shock front is then

\[ -1 < f^2(dV/d\sigma_H) < 1 + 2M \]

where \( dV/d\sigma_H \) is the slope of the R-H curve.

The lower limit of this equation corresponds to the previously stated criterion, Eq. (8.5); violation of it leads to breakup of the shock front into two or more fronts propagating in the same direction.

The upper limit corresponds to stability with respect to breakup of a shock front into two or more waves propagating in opposite directions. It can be shown that, at this limit, a wave of infinitesimal amplitude incident from the rear on a shock front results in a large perturbation in the shock state.

The behavior of the R-H curve in the vicinity of the stability limits is illustrated in Figure 8.1. Normal behavior of a solid corresponds to an R-H curve whose slope is everywhere negative and whose curvature is positive in the \( \sigma-V \) plane, so that the stability limits are not exceeded. Yielding at the elastic limit or phase transformations can cause violation of the lower stability limit, however, leading to multiple shock fronts. Under unusual conditions, for example, when the solid is initially porous, or in the vicinity of a phase transition, it is possible for the R-H curve to take on a positive slope. If it is sufficiently positive that \( 1 < f^2 \partial \sigma_H/\partial V \), the slope in the \( \sigma-u \) plane becomes negative and the possibility of a
non-unique solution for the state produced by impact arises [8.11]. At the upper stability limit, \( f^2(\partial V/\partial \sigma_H) = 1 + 2M \) the slope of the R-H curve in the \( \sigma-u \) plane, \( du/d\sigma_H \), is just equal to the negative of the slope of the isentrope through that state, \( du/d\sigma_S \), and a small disturbance causes a large and possibly double valued perturbation in the shocked state.

The meaning and consequences of the upper stability limit are not yet fully understood and are the subject of current research.

8.2.3 Reflections at Interfaces

For plane waves the interaction with a boundary of different shock impedance is characterized by continuity of the stress normal to the boundary and the mass velocity. For this reason it is convenient to consider the relations between stress and particle velocity obtaining in shock transitions and in rarefaction waves.

The shock velocity can be eliminated from Eqs. (8.1) and (8.2) to give

\[
\begin{align*}
\sigma_1 - \sigma_0 &= \pm \sqrt{\sigma_1 - \sigma_0} (V_0 - V_1),
\end{align*}
\]

From this relation a family of curves can be plotted in the \( \sigma-u \) plane, once an equation of state is given, that represents the locus of equilibrium \( \sigma, u \) states attainable by a shock transition from a given initial state. Except for the end states the transition states do not lie on this curve but on the straight line joining the end states, analogously to the Rayleigh line in the \( u-V \) plane. Those curves with positive slope are pertinent to forward-facing shock fronts (i.e., shock fronts traveling in the +x direction); those with negative slope pertain to backward facing waves.

For rarefaction waves, which reduce the stress and accelerate the material in the direction opposite to that of propagation, the relation between stress and mass velocity is given by the Riemann integral* [8.12],

\[
\begin{align*}
u_1 - \nu_0 &= \int \frac{d\gamma}{\mu c},
\end{align*}
\]

where \( c \) is the local sound speed.

This relation can also be represented in the \( \sigma-u \) plane as a family of curves, and as for shocks, forward facing waves are described by the curves with positive slope, while backward facing waves

* This result is a consequence of assuming constant entropy and therefore does not hold across shock fronts.
waves are described by those with negative slope.

Where the effect on the R-H curve of stress anisotropies and of the entropy change inherent in the shock transition are small the two families of curves are the same and no distinction need be made. All transitions from a given initial state must lie on one of the two curves passing through that state.

For example, consider the reflection of a forward-facing shock in material A at an interface with material B, assumed to possess smaller shock impedance than A (Figure 8.2). The initial shock is represented by \( \sigma_1, u_1 \) and lies on the \( \sigma-u \) curve of material A centered on \((0,0)\). Reflection of the shock at the boundary

![Figure 8.2. Hugoniot and Isentropic Curves in the Stress-Velocity Plane. A Shock in Material "A" with State \((\sigma, u)\). Reflects at an Interface with Material "B" to Produce the Common State \((\sigma', u')\). The Curves "A'" and "A" are mirror images when entropy changes can be neglected.](image-url)
produces a backward facing rarefaction in A and a forward facing shock in B. The common state at the interface must lie on the intersection of the appropriate curves centered respectively on \((\sigma_1, u_1)\) and \((0, 0)\), i.e., the final state is \((\sigma_2, u_2)\).

If material B were a free-surface the reflected rarefaction would have carried material A to zero pressure and the free-surface velocity, \(u_f\). Note that if the \(\sigma-u\) curves for shocks and rarefactions are the same the free-surface velocity is just twice the particle velocity prior to reflection. This result is frequently used to infer particle velocities from measured free-surface velocities for well-behaved materials.

The \(\sigma-u\) plane is an indispensable tool for qualitative or semi-quantitative analysis of complex wave interactions and a set of curves for known materials is to be found in virtually all experimental laboratories.

8.2.4 Generalized Analysis

For the design and analysis of many experiments the foregoing fundamental relations; i.e., the jump conditions for steady or discontinuous shocks and the Riemann integral for isentropic rarefactions, are sufficient. However, these relations were derived originally within the context of fluid mechanics, where the underlying assumptions are generally well satisfied. Stress waves in solids, on the other hand, frequently exhibit behavior that cannot be rigorously treated by means of these relations. Thus, for example, where the yield stress of a solid is significant the plastic work contributes to entropy increase in the rarefaction as well as the compression portion of the wave. Hence, isentropic rarefactions strictly cannot exist. Time-dependent yielding, manifested by decay of elastic precursor waves, leads to compressive fronts that are neither discontinuous, steady state, nor isentropic. Large rise times of compressive fronts are observed in numerous materials, especially at stress levels comparable to the elastic limit. The stress rate of an overtaking rarefraction wave may then be comparable to the rise time of the compressive wave and the jump conditions are then not applicable.

Clearly such complicated behavior requires additional experimental measurements than simply, as is adequate for equation-of-state experiments in fluids, measurements of shock velocities and the associated particle velocities. For example, there is no way to determine experimentally whether a shock front is steady without observing it at more than one location in a
specimen.

In addition to the requisite greater quantity of experimental information, a means of reducing the data to yield corresponding stress, density, and energy values is required. This can be accomplished using the fundamental conservation relations. In this section we show how the conservation relations can be recast into a form that is analogous to the jump conditions, and to the Riemann integral, but is almost completely general [8.13]. The method is not only of interest for data-reduction purposes, but serves to point out some interesting and not widely appreciated features of wave propagation in a material with a time-dependent constitutive relation.

Since experimental measurements are always made with respect to Lagrangian (or material) coordinates, we consider the conservation relations (for plane waves) in those coordinates. They are derived in Chapter 3.

\[ \rho_0 \left( \partial V / \partial t \right) - \left( \partial u / \partial h \right) = 0 \]  \hspace{1cm} (8.6)

\[ \rho_0 \left( \partial u / \partial t \right) + \left( \partial \sigma / \partial h \right) = 0 \]  \hspace{1cm} (8.7)

\[ \left( \partial E / \partial t \right) + \left( \sigma / \rho_0 \right) \left( \partial u / \partial h \right) = 0 \]  \hspace{1cm} (8.8)

These equations express respectively, conservation of mass, conservation of momentum, and conservation of energy. The Lagrangian coordinate, \( h \), is given by the initial coordinate of a particle and remains fixed to the particle.

These equations are correct within the assumptions that heat conduction, body forces, and internal sources and sinks of energy (as, for example, from radiation) are neglected. In particular no assumption that corresponding values of \( \sigma, V, \) and \( E \) represent an equilibrium state has been made, so that \( \sigma \) may include time-dependent or viscous components. Within the restrictions mentioned, the equations therefore apply equally to compressive or rarefaction waves whether dissipative or not, and are independent of any assumptions about the constitutive relation.

We now introduce phase velocities associated with each dependent variable; they are defined as:

\[ C_u = \left( \partial h / \partial t \right)_u \]

\[ C_v = \left( \partial h / \partial t \right)_v \]
with similar expressions for \( C_V \) and \( C_F \).

Since \( h \) and \( t \) are the independent variables, we can write, for example,

\[
\sigma = \sigma(h, t) \quad \text{and} \quad u = u(h, t),
\]

and a standard rule for partial differentiation yields,

\[
C_u = - \left( \frac{\partial u}{\partial t} / \frac{\partial u}{\partial h} \right) \quad (8.9)
\]
\[
C_\sigma = - \left( \frac{\partial \sigma}{\partial t} / \frac{\partial \sigma}{\partial h} \right) \quad (8.10)
\]

Using these relations we can write each of Eqs. (8.6) - (8.8) in terms of a single independent variable. Thus, combining Eqs. (8.6) and (8.9),

\[
\rho_o (\partial V / \partial t) + C_u^{-1} (\partial u / \partial t) = 0
\]

or

\[
(\partial u / \partial V)_{\sigma} = - \rho_o C_u, \quad \text{on} \quad h = \text{const}.
\]

The complete set of such relations obtained from substituting the appropriate phase velocities into Eqs. (8.6) and (8.8) is:

\[
(\partial u / \partial u)_{\sigma} = \rho_o C_u \quad (8.11) \quad (\partial u / \partial u)_{t} = \rho_o C_u \quad (8.14)
\]
\[
(\partial u / \partial V)_{\sigma} = - \rho_o C_u \quad (8.12) \quad (\partial u / \partial V)_{t} = - \rho_o C_V \quad (8.15)
\]
\[
(\partial E / \partial u)_{\sigma} = \sigma / \rho_o C_u \quad (8.13) \quad (\partial E / \partial u)_{t} = \sigma / \rho_o C_F \quad (8.16)
\]

These form a set of compatibility relations that hold simultaneously on surfaces of constant \( h \) [Eqs. (8.11) - (8.13)] or of constant \( t \) [Eqs. (8.14) - (8.16)] and which relate measurable quantities to the desired quantities. Of these, Eqs. (8.11) - (8.13) are the most useful since experimental techniques are available to measure \( \sigma(t) \) and \( u(t) \) at constant values of \( h \). Thus,

\[
du = \rho_o C_u du \quad (8.17)
\]
\[
dV = (1 / \rho_o C_u) du \quad \left\{ \begin{array}{l} \text{along} \quad h = \text{const}. \end{array} \right. \quad (8.18)
\]
\[
dE = (\sigma / \rho_o C_u) du \quad (8.19)
\]
These equations can be applied incrementally to observed wave shapes to deduce corresponding values of \( \sigma, V, \) and \( E. \) They are equivalent to the Rankine-Hugoniot jump conditions, in differential form, except that two different phase velocities must be used. Figure 8.3 illustrates the stress and particle velocity profiles in a non-steady wave.

The phase velocities are in general distinct; relations among them are easily found. Thus,

\[
C_\sigma - C_u = \frac{\partial h}{\partial t}_\sigma - \frac{\partial h}{\partial t}_u \\
= \left( \frac{\partial h}{\partial t}_\sigma \right) - \left( \frac{\partial h}{\partial t}_u + \frac{\partial h}{\partial \sigma}_0 \frac{\partial \sigma}{\partial t}_u \right)
\]

or

\[
\frac{C_u}{C_\sigma} = 1 - \frac{\partial \sigma}{\partial t}_u / (\partial \sigma / \partial t)_h 
\]  
(8.20)

Similarly,

\[
\frac{C_V}{C_\sigma} = 1 - \frac{\partial V}{\partial t}_V / (\partial \sigma / \partial t)_h 
\]  
(8.21)

and

\[
\frac{C_u}{C_V} = 1 - \frac{\partial V}{\partial t}_u / (\partial V / \partial t)_h 
\]  
(8.22)
Clearly the phase velocities \( C_u \) and \( C_\sigma \) will be the same whenever \( \sigma = \sigma(u) \) since in that case the numerator of Eq. (8.20) vanishes. The denominator is infinite for discontinuous fronts and the velocities are equal also in that case. Similar remarks apply to Eqs. (8.21) and (8.22).

In addition to these relations [Eqs. (8.20) — (8.22)] another set can be derived that is informative as well as useful for data analysis. For example, beginning with Eq. (8.14),

\[
\rho_o C_u = (\partial \sigma / \partial u)_t
\]

and considering \( u \) and \( t \) to be independent variables, differentiate with respect to \( t \) to get

\[
\rho_o (\partial C_u / \partial t)_u = \frac{\partial^2 \sigma}{\partial u \partial t} = \frac{\partial}{\partial u} \left[ (\partial \sigma / \partial t)_u \right]
\]

But, from Equation 8.20,

\[
(\partial \sigma / \partial t)_u = (\partial \sigma / \partial t)_h [1 - C_o/C_\sigma]
\]

Therefore,

\[
(\partial C_u / \partial t)_u = \frac{\partial}{\partial u} [(C_o - C_u)(\partial u / \partial t)_h]
\] (8.23)

This equation can be used to determine values of \( C_\sigma \) when the experimental data consist of particle velocity profiles. The left-hand side is given by the curvature of the lines of constant phase. Denoting this by \( f(u, t) \) and integrating we have

\[
\int_0^u f(u, t) du = F(u, t) = (C_o - C_u)(\partial u / \partial t)_h + g(t)
\] (8.24)

The arbitrary function, \( g(t) \), is identically zero in most cases of interest. Thus, for a wave propagating into an undisturbed region \( g(t) \) must be the same there as throughout the wave. In the undisturbed region, however,

\[
u = (\partial u / \partial t)_h \equiv 0
\]

Hence, \( F(u, t) = 0 \) and \( g(t) \equiv 0 \).

When experimental measurements consist solely of particle velocity data, therefore, Eq. (8.24) can be used to determine values
of \( C_a \) and, thence, the complete flow field through Eqs. (8.17) - (8.19).

Other relations similar to Eq. (8.23) can be derived beginning with each of the other compatibility relations [Eqs. (8.11) - (8.16)]. For example, Eqs. (8.11), (8.12), and (8.14) lead to

\[
\left( \frac{\partial C_{a^{-1}}}{\partial t} \right)_V = \frac{\partial}{\partial V} \left[ C_{V^{-1}} (\partial V/\partial t)_V \right] \tag{8.25}
\]

\[
\left( \frac{\partial C_{a^{-1}}}{\partial t} \right)_V = \frac{\partial}{\partial \sigma} \left[ C_{\sigma^{-1}} (\partial \sigma/\partial h)_V \right] \tag{8.26}
\]

\[
\left( \frac{\partial C_{V}}{\partial h} \right)_V = \frac{\partial}{\partial V} \left[ C_{V} (\partial V/\partial V)_V \right] \tag{8.27}
\]

From these expressions it is easily seen that whenever any one set of the lines of constant phase are straight lines, then all phase velocities are the same and, further, from Eqs. (8.20) - (8.22), \( \sigma = \sigma_1 (V) = \sigma_2 (u) \). Hence, time or entropy dependence of the constitutive relation manifests itself in a plane shock experiment by curvature of the lines of constant phase.

It is easily shown that Eqs. (8.17) - (8.19) reduce to the Rankine-Hugoniot jump conditions for wave shapes that are steady in time or for discontinuous fronts. For steady waves the constant phase lines are straight and parallel and each phase velocity is equal to the (constant) shock velocity. Eqs. (8.17) - (8.19) then integrate immediately to give the R-H conditions in customary form when the phase velocities are replaced by the shock velocity with respect to the material ahead of the wave \((U - u_0)\).

For discontinuous fronts, from Eqs. (8.20) - (8.22), the phase velocities are again equal. Moreover, they are independent of \( \sigma, V, \) or \( u \) within the front and the same integrations are valid.

To this point we have been concerned with plane waves because experiments to determine constitutive relations are performed almost exclusively in that geometry. It is of interest to note, however, that the generalized analysis can be applied also to spherical and cylindrical waves [8.14]. Experiments in spherical geometry would be of interest for determining more complete information about constitutive relations because the strain condition is not one dimensional; consequently, the stresses tangential to the wave fronts influence wave propagation differently. In fact, it may be possible to directly determine the
shear stresses obtaining in a spherical or cylindrical wave.

The conservation relations for spherical waves, analogous to Eqs. (8.6) to (8.8) for plane waves, are:

\[
\frac{\partial \rho}{\partial t} + \frac{1}{r^2} \left[ \frac{\partial}{\partial r} \left( r^2 \frac{\partial u}{\partial r} \right) \right] = 0 \tag{8.28}
\]

\[
\frac{\partial \sigma_r}{\partial t} + 2\sigma_r - \sigma_\theta \right) / r + \rho \frac{\partial u}{\partial t} = 0 \tag{8.29}
\]

and

\[
\rho \frac{\partial E}{\partial t} = \sigma_r \frac{\partial u}{\partial r} + (2u/r) \sigma_\theta = 0 \tag{8.30}
\]

In these equations \( \sigma_r \) and \( \sigma_\theta \) are the radial and tangential stress vectors, \( r \) is radius, \( h(= r_0) \) is initial radius, and the other variables are defined as before.

These equations can be written with \( h \) and \( t \) as the independent variables by using an alternate relation for the continuity equation [Eq. (8.28)], viz.,

\[
\rho r^2 \frac{\partial r}{\partial h} = \rho_0 r_0^2 \quad \text{const.}
\]

Eqs. (8.28) to (8.30) then become:

\[
(\rho r^2 / \rho_0 r_0^2) \frac{\partial u}{\partial h} + 2\rho u / r + (\partial \rho / \partial t) = 0
\]

\[
(\partial \sigma_r / \partial h) + (\rho_0 r_0^2 / r^2) \left[ 2(\sigma_r - \sigma_\theta) / r + \frac{\partial u}{\partial t} \right] = 0
\]

and

\[
\frac{\partial E}{\partial t} + (\sigma_r r^2 / \rho_0^2 r_0^2) \frac{\partial u}{\partial h} + (2u/\rho r) \sigma_\theta = 0
\]

Introducing the phase velocities, defined as before [Eqs. (8.9) and (8.10)], yields the compatibility relations:

\[
d \sigma_r = (\rho_0 r_0^2 / r^2) C_v \left[ du + (2/\rho r)(\sigma_r - \sigma_\theta) dt \right] \tag{8.31}
\]

\[
d V / V_0 = (- r^2 / \rho_0^2 C_v) du + (2V / r V_0) u dt \tag{8.32}
\]

\[
d E = (\sigma_r / \rho_0 C_v)(r^2 / r_0^2) du - (2u / \rho r) \sigma_\theta dt \tag{8.33}
\]

Note that these equations reduce to those for plane waves when \( r \to \infty \) since the terms in \( dt \to 0 \) and \( r \to r_0 \).

Of particular interest is the term containing the shear stress,
\( \sigma_r - \sigma_\theta \), in Eq. (8.31). Simultaneous measurements of radial stress and particle velocity profiles would permit the shear stress to be calculated throughout the wave profile. Thus, direct information about the material strength and, hence, yield criterion pertinent to spherical wave propagation can in principle be obtained from measurements on spherical waves. For cylindrical waves the equations are modified by simply omitting the factor 2.

8.3 Laboratory Production of Stress Waves

8.3.1 Gas Guns

The principal tool for producing plane stress waves for the study of constitutive relations is the single-stage compressed gas gun. For precisely controlled impacts at stress levels below a few hundred kilobars these devices are at present unsurpassed.

Existing guns vary considerably in their design; nevertheless there are certain common features. They are all smooth bore, usually having been drilled to close tolerances from a solid forging or casting. The projectile diameters vary from 2\( \frac{1}{2} \) in. to 6 in. and

![Figure 8.4. Drawing of a typical gas gun arrangement. Muzzle, target chamber, and catcher tank are at lower left; breech at upper right. (courtesy, Physics International Company)](image)
the barrel lengths from about 10 ft to 100 ft (Figure 8.4). They use compressed air, nitrogen, or helium as the driving gas, pressurized up to about 6000 psi. Substantially improved performance would result from the use of hydrogen, but handling and safety problems have discouraged use of this gas.

With projectiles weighing less than a few pounds these guns can achieve velocities up to about 1.5 km/sec. Higher velocities are exceedingly difficult to reach in a single-stage gun, except that the use of hydrogen could increase the velocities to about 2 km/sec. At velocities less than about 0.1 km/sec nonreproducible frictional losses tend to make the projectile velocities erratic. Moreover, increasingly stringent control of projectile attitude is required at lower velocities to maintain planar impacts. Consequently, guns are not entirely satisfactory for very low velocity impacts.

For most studies the projectile diameter is of greater importance than the velocity capability. Larger diameters permit longer recording times because the wave is only planar until rarefaction waves generated at the specimen lateral surfaces can influence the desired wave. For the study of time-dependent processes such as plastic yielding or phase transformations recording time can be extremely important. Some balance between large diameter, velocity capability, and expense of construction and operation must of course be struck, and most current guns are accordingly approximately 4 inches in diameter.

Seigel has performed an extensive analysis of the gas dynamics in guns of this type and the performance of a given gun design can be predicted with reasonable accuracy from his curves [8.15]. A typical curve is shown in Figure 8.5, in which the projectile velocity, normalized by the initial sound speed \( a_0 \) of the driver gas, is plotted against the ballistic parameter, \( P_0 A x_p / m a_0^2 \). In this expression \( P_0 \) is initial gas pressure, \( A \) is barrel cross-sectional area, \( x_p \) is barrel length, \( m \) is projectile mass, and \( a_0 \) is the initial sound speed of the gas. Note that the effect of chambrage \( (D_0/D) \) is small, with slightly larger velocities predicted for larger chambrage values.

For a given gun design and driver gas, \( D_0/D \), \( A \), \( x_p \), and \( \gamma \) are all fixed, and a more convenient plot can be made. A typical one derived for the gun at Washington State University is shown in Figure 8.6 [8.16]. The points represent observed velocities and indicate the extent of the agreement typically found between theory and experiment. The reproducibility is commonly 1 to 2% and this degree of control, together with the continuous range of velocities available, is an important advantage for impact studies.
EXPERIMENTAL TECHNIQUE AND INSTRUMENTATION

Figure 8.5. Typical performance curve for compressed gas guns. Curves shown are for ratio of mass of compressed gas, "G", to mass of projectile "M", equal to 1.0, and a gas with $\gamma = 5/3$. [After Seigel (8.15)].

Figure 8.6. Calculated and observed projectile velocities for Washington State University gas gun (wrap-around breech) (a) Helium driver gas.
The breech design is a key element in the design of a gas gun; it must provide for reliable, fast opening of the reservoir into the barrel to achieve maximum velocity of the projectile. An indication of the need for quick opening times is shown by a calculation by White [8.17]. A variety of breech opening mechanisms has been used including burst diaphragms, differential pistons, gate valves, shear pins, and a type often referred to as the wrap-around breech [8.18]. Each of these has advantages and disadvantages and no single design has yet been universally adopted.

The gun recoil can be a significant problem because vibrations preceding the impact can distort the precise alignment of the target with the projectile. Some type of shock isolation is usually employed, including separate mounting of the gun from the target so that some degree of barrel motion can be tolerated.

The barrel is evacuated ahead of the projectile to prevent a gas cushion from distorting the impact wave shape. Hard vacuums are evidently not necessary, however Barker was able to detect no effect at residual gas pressures up to about 0.6 Torr in the Sandia 3-meter gun [8.19]. Impact with the target usually takes place an inch or two in front of the muzzle to provide space for expansion of the projectile while still maintaining a maximum degree of alignment of projectile and target.

The tilt angle between the projectile and target must be precisely controlled if true plane waves are to be produced, particularly at lower impact velocities. The angle of the wavefront

---

**Figure 8.6.** Calculated and observed projectile velocities for Washington State University gas gun (wrap-around breech) (b) Nitrogen driver gas.
with respect to the target surface can be an order of magnitude or more larger than the misorientation of the projectile with the target because of the large differences between wave velocity and impact velocity (Figure 8.7). Large tilt not only produces two-dimensional

![Figure 8.7. Illustration of effect of misalignment of projectile and target. From geometry, $\beta = \sin^{-1} \left( \frac{U \sin \alpha}{v} \right)$.

flow but reduces the time resolution of the recording instrumentation. Thus, if the recording gauge has finite dimensions in the plane parallel to the impact surface, the effective time resolution may be limited by the time required for the wave front to sweep across the gauge.

In practice, angular misorientations of a few tenths of a milliradian are achieved. A tilt of this magnitude would typically result in a time resolution, for a gauge whose lateral dimension is 5 mm, of about 5 nanoseconds. This resolution is comparable to that attainable from fast oscilloscopes.

Guns that use gunpowder as the propellant are in limited use. Although they can be shorter for a given projectile velocity and are therefore less expensive, the high recoil forces make them somewhat less desirable for studies of constitutive relations.

For very high velocities, two-stage light-gas guns can be used [8.20]. In these guns the first stage is the pump tube and is filled with hydrogen gas (Figure 8.8). A relatively large plastic piston is

![Figure 8.8. Schematic of two-stage light gas gun. Extrusion of the plastic piston into the convergent section prevents rebound of the piston and enhances projectile velocity.](image-url)
accelerated by gunpowder in the pump tube, compressing the hydrogen between itself and the projectile. The projectile, smaller in diameter than the pump tube, is held in position by a shear flange at the juncture between the pump tube and launch tube. When the hydrogen pressure reaches a critical value (in some guns up to 100,000 psi) the shear flange fails, launching the projectile. The transfer of energy from gunpowder to hydrogen permits much higher projectile velocities to be achieved than from gunpowder alone because of the higher escape speed of the hydrogen.

With relatively small projectiles a few millimeters in diameter and weighing a few grams velocities in excess of 11 km/sec have been achieved, but the projectile diameters are too small for plane shock measurements. Other two-stage guns, however, that launch larger projectiles to somewhat smaller velocities have been successfully used for equation-of-state measurements at pressures up to 5 megabars [8.20]. Table 1 shows the range of velocities and associated projectile diameters currently available from existing one- and two-stage guns.

8.3.2 Explosives

High explosives can be quite accurately controlled and are useful for producing shock waves in plane or other geometries. In plane geometry they can provide combinations of pressures and diameters that are currently inaccessible with gas guns; in spherical, cylindrical, or two-dimensional steady-state geometries wave propagation — and constitutive relations — can be studied under conditions in which the strain configuration is controllable but not uniaxial. In studying a material, use of a variety of geometries would presumably lead to more complete knowledge of its constitutive relation than is attainable through plane waves alone. With a few exceptions, however, nearly all experiments to date have been performed in plane geometry.

The simplest type of explosive plane wave generator (the mousetrap) is illustrated in Figure 8.9. With a given choice of the explosive and driver plate materials and thicknesses, the angle, \( \alpha \), is chosen so that the driver plate impacts simultaneously over its surface. The complete generator consists of two elements in sequence.

In practice the mousetrap suffers from several defects. Edge effects cause the available plane area to be appreciably less than the initial area of the plate. Furthermore, high manufacturing precision is required for good results. Consequently, this generator is useful
TABLE I

Velocity Capabilities of Gas Guns*

<table>
<thead>
<tr>
<th>Gun Type</th>
<th>Bore Diameter</th>
<th>Velocity Range</th>
<th>(mm/μsec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>inches</td>
<td>Min.</td>
<td>Max.</td>
</tr>
<tr>
<td>Compressed Gas,</td>
<td></td>
<td>~ 0.1</td>
<td>1.5</td>
</tr>
<tr>
<td>Single Stage</td>
<td></td>
<td>~ 0.1</td>
<td>~ 1.5</td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td>~ 0.1</td>
<td>~ 0.6</td>
</tr>
<tr>
<td>4.0</td>
<td></td>
<td>~ 0.1</td>
<td>~ 1.5</td>
</tr>
<tr>
<td>6.0</td>
<td></td>
<td>~ 0.6</td>
<td>~ 11.0</td>
</tr>
<tr>
<td>Light Gas, Two Stage</td>
<td>1.2</td>
<td>2.0</td>
<td>8.2</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>1.4</td>
<td>6.5</td>
</tr>
<tr>
<td></td>
<td>2.7</td>
<td>1.0</td>
<td>4.0</td>
</tr>
</tbody>
</table>

*Wm. Isbell, Private Communication.

Figure 8.9. Mouse trap plane wave initiator.

only where a rough approximation to planarity is required or where plane waves of large lateral extent are necessary.

The most widely used plane wave generator is in the form of a two-explosive lens, as illustrated in cross section in Figure 8.10. The

Figure 8.10. Two-explosive plane wave lens, $\alpha = \sin^{-1} \left(\frac{D_2}{D_1}\right)$. 

angle, \( \alpha \), is chosen so that the higher velocity detonation in the outer explosive initiates a detonation in the inner explosive that just keeps pace with the outer one; i.e., \( D_2 = D_1 \sin \alpha \). A frequently used lens of this type employs Composition B for the high velocity explosive and Baratol for the low velocity explosive. Deviations from simultaneous arrival of the detonation over the face of the lens normally amount to less than 0.1 \( \mu \text{sec} \). The pressure pulse duration is not uniform over the face, however, so that when the lens is used to propel a flat plate some distortion of the plate occurs. A thick pad of explosive is often placed between the lens and the target or flyer plate to minimize the non-uniformity of impulse or to alter the pressure transmitted to the target.

The pressures attainable in a solid target upon reflection of a plane detonation wave in adjacent explosive can be calculated once the equations of state of the reacted explosive products and the solid target are known. The same impedance-matching procedure is used as for solid-solid impact described in Section 8.2.3. Table 9.1 shows some pertinent detonation parameters for several explosives. The reflection adiabats together with shock Hugoniot s for representative materials are shown in Figure 9.1.

The pressure range available from explosives can be extended by using a plane wave lens to accelerate a flat plate that, after a short distance of travel, impacts the target. Flyer plate velocities up to about 5 mm/\( \mu \text{sec} \) have been achieved in this way, producing pressures up to about 2 Mbar in heavy metals [8.21]. Russian workers have reported pressures produced by plate impact as high as 15 Mbar in tungsten, but the experimental arrangement was not described [8.1].

Geometries other than plane have been utilized to a limited extent. One arrangement is the two-dimensional, steady-state geometry illustrated in Figure 8.11 [8.22]. In this arrangement the shock wave induced in the sample is nearly plane but attenuates with distance from the explosive interface. Measurements on the exit face provide data over a range of pressures in a single experiment. Some complications of data recording and analysis arise because of the lack of strict planarity, however, and the required sample sizes are large. Consequently, this arrangement is useful only for certain materials and for a limited class of problems.

Experiments in spherical and cylindrical geometry have also been performed and are of interest because the strain configuration is different than for plane waves. Available measuring techniques are at present more limited than for plane waves, however, and the required sample sizes are very large. Extensive work in these
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Figure 8.11. Arrangement for producing two-dimensional steady flow.

geometries has therefore not been performed. Figure 8.12 shows an arrangement that has been used for spherical wave measurements [8.23].

Figure 8.12. Arrangement for experiments in spherical geometry. [Courtesy M. McKay (8.23)]
8.3.3 Exploding Foils

An arrangement that uses a high-energy electrical discharge to accelerate a flyer plate is shown in Figure 8.13 [8.24]. In this arrangement capacitor banks storing up to about one megajoule at 20 kV are rapidly discharged through a thin foil between the electrodes. The resulting joule heating of the foil causes it to vaporize, shearing the projectile plate from its holder and accelerating it to high velocity. The projectile plates are typically mylar or plexiglas, 1 to 2 inches square and 0.005 to 0.05 inches thick. Plate velocities are in the range 0.1 to 5 mm/μsec.

The principal advantage of this technique is that, because the flyer plates are thin, shock pulses of very short duration can be achieved (from about 50 nsec to 1 μsec). Consequently, shock attenuation studies can be made on relatively small samples at relatively small cost.

Disadvantages to the foil discharge system include: (1) the electrical noise environment is high so that electronic recording is difficult; (2) flyer plate planarity is less accurately controlled than in gas guns, although it is comparable to that attainable from high explosives; and (3) the small flyer plate dimensions impose restrictions on the space and time resolution required of the recording instrumentation.

A variation of this method has been used by Fyfe to generate cylindrical waves [8.25]. In his experiments a wire is placed in the center of an axial hole in the specimen. Rapid discharge of a large
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A capacitor bank (20 kv, 30 μf) through the wire causes it to vaporize nearly simultaneously over its length. The rapid application of internal pressure creates a cylindrical wave whose propagation characteristics are then studied. Pressures up to about 20 kb have been achieved with a 6000 joule discharge.

8.3.4 Radiation

Pulsed radiation sources can be used to generate stress waves by means of thermoelastic coupling. Lasers are in laboratory use [8.26, 8.27], and some results from underground nuclear explosions have been published by Russian workers [8.28]. Most of the work published to date, however, has been done with pulsed electron beam machines [8.29, 8.30]. These machines produce electron energies up to about 5 Mev and fluences of several hundred calories per square centimeter with pulse durations of a few tens of nanoseconds. The area over which the beam is approximately uniform amounts to a few square centimeters.

The stress waves are generated by extremely rapid heating of the sample at depths in the material which cannot be relieved during the deposition time by a rarefaction wave from the exposed surface. At depths greater than \( C_0 T_0 \) where \( T_0 \) is the deposition time and \( C_0 \) is the rarefaction velocity, the pressure can be calculated from

\[
P = \int_{K_0}^{K} \left( \frac{\partial P}{\partial E} \right)_V dE
\]

or, assuming the Grüneisen parameter, \( \Gamma = V(\partial P/\partial E)_V \), to be a function of volume only,

\[
P = \rho_0 \Gamma(V_0) \Delta E
\]

This expression must be modified of course for regions that are partially relieved during deposition.

Some typical values of \( \rho_0 \Gamma_0(V_0) \) are shown in Table II, together with values of sound speed, density, and approximate pulse duration for 2 Mev electrons. The absorption depth depends very strongly on the density so that the specific energy density is nearly independent of the material. Thus, column 1 of Table II represents the relative peak pressures produced by a 2 Mev electron pulse of given fluence, and the product \( \rho_0 C_0 T_0 \) is constant. The
peak pressures indicated in column 1 are those obtained when the radiation deposition time is less than $T_0$.

**TABLE II**

Properties of Typical Absorbers [8.29]

<table>
<thead>
<tr>
<th>Material</th>
<th>$\rho_0 \Gamma_0$</th>
<th>$C_0$</th>
<th>$\rho_0$</th>
<th>$T_0$ (2 Mev electrons)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bar gm cm$^{-1}$</td>
<td>mm sec$^{-1}$</td>
<td>gm cm$^{-3}$</td>
<td>µsec</td>
</tr>
<tr>
<td>x-cut Quartz</td>
<td>82</td>
<td>5.72</td>
<td>2.65</td>
<td>0.59</td>
</tr>
<tr>
<td>z-cut Quartz</td>
<td>66</td>
<td>6.36</td>
<td>2.65</td>
<td>0.53</td>
</tr>
<tr>
<td>z-cut Al$_2$O$_3$</td>
<td>237</td>
<td>11.1</td>
<td>3.99</td>
<td>0.20</td>
</tr>
<tr>
<td>6061-T6Al</td>
<td>236</td>
<td>6.32</td>
<td>2.70</td>
<td>0.52</td>
</tr>
<tr>
<td>[111] Si</td>
<td>42</td>
<td>9.36</td>
<td>2.33</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Figure 8.14. Quartz record of stress pulse produced in aluminum by 2 MeV Electron beam, peak stress amplitude 0.54 kb., sweep rate 200 ft/sec. [Courtesy R. A. Graham (8.28)].
Because the radiation transports very little momentum, the resulting stress pulse in the sample propagates into the unheated portion with an approximately symmetrical shape. A typical record for aluminum is shown as Figure 8.14; a schematic drawing showing the development of the transmitted pulse shape is shown in Figure 8.15.

The tensile portion of the wave transmitted may develop sufficient tension that the material strength is exceeded and "front-surface" spallation occurs. For thin targets the deposition can be essentially uniform throughout the thickness and the tension developed at the center plane, resulting from the interaction of two rarefaction waves, is approximately twice that developed in a thick target.
Diagnosis of the characteristics of the incident beam is a difficult problem. Totally absorbing graphite calorimeters can be used to determine the total energy, and a series of stacked aluminum foils whose temperatures are individually monitored provides a measure of the spectrum [8.30]. The best diagnostic method at present, however, makes use of elastic absorbers in which the input conditions can be inferred from the measured transmitted stress profiles [8.29]. Unfortunately, none of these measurements can be made simultaneously with the irradiation of a sample so that the beam reproducibility controls the accuracy with which the input is known. At present the error attributable to lack of reproducibility is about $\pm 15\%$.

8.4 Measurement Techniques

8.4.1 Introduction

In section 8.2 it was pointed out that in order to infer constitutive relations from plane stress wave experiments, two quantities associated with each portion of the stress wave must be measured. These, combined with the jump conditions — Eqs. (8.1) — (8.3) — or, more generally, the compatibility relations — Eqs. (8.11) — (8.16) — permit the other pertinent quantities to be calculated. Where both the flow and the constitutive relation are time-dependent the measurements must be made at more than one location in a specimen in order to determine the curvature of the lines of constant phase. This information is needed for calculating both of the phase velocities, $C_g$ and $C_u$.

The quantities that can be most accurately measured at present are particle velocity (or free-surface velocity), and the normal stress component in the direction of propagation. Measurement of either of these at more than one location in a specimen then permits wave velocities to be determined. (Impact time can obviously be used as one of these measurements.)

In contrast to high pressure equation of state experiments in which the shock front is nearly discontinuous, the shock structure is frequently complex at the lower pressures of primary interest for studies of constitutive relations. The interaction of the incident shock with a free-surface therefore causes distortion of the shock structure that is difficult to analyze without prior knowledge of the constitutive relation one wishes to measure. Hence, for many problems measurements that can be made inside the material have distinct advantages over those that are restricted to observations of free-surface motion.
Diagnosis of the characteristics of the incident beam is a difficult problem. Totally absorbing graphite calorimeters can be used to determine the total energy, and a series of stacked aluminum foils whose temperatures are individually monitored provides a measure of the spectrum [8.30]. The best diagnostic method at present, however, makes use of elastic absorbers in which the input conditions can be inferred from the measured transmitted stress profiles [8.29]. Unfortunately, none of these measurements can be made simultaneously with the irradiation of a sample so that the beam reproducibility controls the accuracy with which the input is known. At present the error attributable to lack of reproducibility is about ± 15%.

8.4 Measurement Techniques

8.4.1 Introduction

In section 8.2 it was pointed out that in order to infer constitutive relations from plane stress wave experiments, two quantities associated with each portion of the stress wave must be measured. These, combined with the jump conditions — Eqs. (8.1) — (8.3) — or, more generally, the compatibility relations — Eqs. (8.11) — (8.16) — permit the other pertinent quantities to be calculated. Where both the flow and the constitutive relation are time-dependent the measurements must be made at more than one location in a specimen in order to determine the curvature of the lines of constant phase. This information is needed for calculating both of the phase velocities, \( C_a \) and \( C_u \).

The quantities that can be most accurately measured at present are particle velocity (or free-surface velocity), and the normal stress component in the direction of propagation. Measurement of either of these at more than one location in a specimen then permits wave velocities to be determined. (Impact time can obviously be used as one of these measurements.)

In contrast to high pressure equation of state experiments in which the shock front is nearly discontinuous, the shock structure is frequently complex at the lower pressures of primary interest for studies of constitutive relations. The interaction of the incident shock with a free-surface therefore causes distortion of the shock structure that is difficult to analyze without prior knowledge of the constitutive relation one wishes to measure. Hence, for many problems measurements that can be made inside the material have distinct advantages over those that are restricted to observations of free-surface motion.
The relative accuracy with which the shock variables must be measured in order to yield a prescribed accuracy for the constitutive relation can be derived for a steady shock from the R-H jump conditions.

The jump conditions, Eqs. (8.1) and (8.2), are: \( \sigma_0 = u_0 = 0 \)

\[
1 - \frac{V}{V_0} = \frac{u}{U}
\]

and

\[
\sigma = \rho_0 U u
\]

The errors in the measured state resulting from errors in the shock and particle velocity are therefore,

\[
- \frac{\delta V}{V_0} = \frac{u}{U} \left( \frac{\delta u}{u} - \frac{\delta U}{U} \right)
\]

and

\[
\frac{\delta \sigma}{\sigma} = \frac{\delta u}{u} + \frac{\delta U}{U}
\]

We are primarily interested, however, not in the total error in the measured state but in the error in the R-H curve. That is, we wish to know the error in stress at a given specific volume.

If the true slope of the R-H curve is \( d \sigma / d V \), the quantity of interest is \( \Delta \sigma / \sigma = \left( - \frac{d \sigma}{d V} + \frac{\delta \sigma}{\delta \nu} \right) \frac{\delta V}{\sigma} \), where \( \Delta \sigma \) is the error in stress at a given specific volume (Figure 8.16).

---

**Figure 8.16.** Error in stress, \( \Delta \sigma \), at given volume, when errors in state measurement are \( \delta \sigma \), \( \delta \nu \). Point P is true state, Point P' is measured state.
This can be reduced to,
\[ \Delta \sigma / \sigma = \frac{\delta U}{U} \left[ 1 - \frac{d\sigma / dV}{\sigma / V_0 - V} \right] + \frac{\delta u}{u} \left[ 1 + \frac{d\sigma / dV}{\sigma / V_0 - V} \right] \]

or, with the definition of \( j^2 \) introduced earlier,
\[ \Delta \sigma / \sigma = \frac{\delta U}{U} \left( \frac{j^2 \partial V / \partial \sigma_H - 1}{j^2 \partial V / \partial \sigma_H + 1} \right) + \frac{\delta u}{u} \left( \frac{j^2 \partial V / \partial \sigma_H + 1}{j^2 \partial \sigma_H} \right) \]

Consequently, for normally behaved material, i.e., \( j^2 \partial V / \partial \sigma_H < 1 \),
then an error in shock velocity leads to a larger relative error in stress and, conversely, an error in particle velocity leads to a smaller relative error in stress. It is for this reason that the accuracy requirements are usually higher for shock velocity than for particle velocity measurements. For relatively incompressible materials at low pressures the curvature of the R-H function is small and, approximately,
\[ j^2 \frac{\partial V}{\partial \sigma_H} \approx -1 \]

Then \( \Delta \sigma / \sigma \approx 2 \frac{\delta U}{U} \) and the measured curve is relatively insensitive to errors in particle velocity.

The corresponding relation if \( \sigma \) and \( U \) are the measured quantities is,
\[ \frac{\Delta \sigma}{\sigma} = \frac{\delta \sigma}{\sigma} \left[ \frac{j^2 \partial V / \partial \sigma_H + 1}{j^2 \partial V / \partial \sigma_H} \right] - 2 \frac{\delta U}{U} \left[ \frac{j^2 \partial V / \partial \sigma_H}{j^2 \partial \sigma_H} \right] \]

Again yielding,
\[ \frac{\Delta \sigma}{\sigma} \approx -2 \frac{\delta U}{U}, \text{ when } j^2 \frac{\partial V}{\partial \sigma_H} \approx -1 \]

The remainder of this section summarizes the principal experimental techniques in use for measuring stress wave characteristics. The discussion presents the major features of each technique and is intended to be representative rather than exhaustive. Variations of each technique are to be found described throughout the literature.
8.4.2 Optical Methods

Some of the optical methods will be discussed in this section.

High Speed Cameras

Most high speed impact events occur on a time scale of microseconds and to adequately record the details of the process the instrumentation should be capable of resolving time intervals of 0.01 μs or less. Photographic recording therefore usually requires special cameras with extremely high writing speeds.

For qualitative or semi-quantitative information, still photographs taken with a conventional camera and a very short duration light source or an external shutter such as a Kerr cell, are useful. The source must be extremely intense to provide sufficient exposure; several suitable sources consisting of exploding bridge wires or small explosive charges have been designed. A series of several cameras and light sources of this type with individually timed sequential flashes constitute the so-called Cranz-Schardin framing camera.

The rotating mirror framing camera, illustrated in Figure 8.17, avoids one disadvantage of the multiple source camera in that all views are recorded from the same perspective. Rotor speeds as high as 10,000 rps have been achieved, resulting in framing rates of approximately 8,000,000 frames per second, and providing 24 pictures of the event. These cameras are either synchronous, requiring accurate timing of the event with the position of the rotating mirror, or continuous writing. Both synchronous and continuous writing cameras require a relatively short duration light source or an external shutter to prevent rewriting on the film during
successive revolutions of the rotor.

Electronic (image converter) cameras are coming into increasing use. These provide higher time resolution and require lower intensity illumination than optical cameras, but with some sacrifice of recording fidelity.

Although framing cameras are valuable for viewing complex events, wherever it is appropriate the streak camera yields better quantitative data. In the streak mode individual pictures are not formed; instead that portion of the image that passes through a narrow slit is swept at a known rate across a stationary film. The film thus records only the intensity of the light at each point of the slit as a function of time. The operation is illustrated in Figure 8.18.

![Figure 8.18. Schematic of rotating mirror streak camera.](image)

The width of the slit is usually made as small as possible (normally the image is diffraction limited) to improve the time resolution. With a rotor speed of 10,000 rps the writing speed on the film can reach 27 mm/μs and a slit width of 0.05 mm yields a time resolution better than 0.01 μs. As for framing cameras, both synchronous and continuous writing cameras are available. Image converters can also be operated in a streak mode to provide higher writing speeds — up to 100 mm/μs⁻¹.

Numerous modifications to these basic designs have been made to reduce the expense of manufacture or to provide combined framing and streak recording. None of these modifications has found wide acceptance, however. A thorough account of recent work in this area is given by Dubovik [8.31].

Flash Gaps. One of the earliest photographic methods for measuring shock and free surface velocities is the flash-gap technique, illustrated in Figure 8.19 [8.32]. The flash gaps are typically a few thousandths of an inch thick and are filled with argon gas. The argon flashes brilliantly when it is close by the
free-surface motion of the sample and the relative time of each flash is recorded with a streak camera. With a stepped specimen, as illustrated, both shock and free-surface velocities can be recorded.

This method is simple and direct but yields unambiguous data only when the free-surface velocity is constant in time. It is therefore of limited value for observing multiple shocks resulting from phase transitions or plastic yielding. Nevertheless, some phase transitions have been detected from measurements of this type and the transition pressures inferred [8.33]. The flash gap technique has been used exclusively with explosive systems principally because it is most valuable at the higher pressures available from explosives where the shock structures are relatively simple.

Inclined Mirror Method. Changes in the intensity of the reflected light from an impacted mirror surface provide the basis for several techniques for recording free-surface motion. One of these is the inclined mirror method, illustrated in Figure 8.20 [8.34].

Figure 8.19. Argon flash gaps for recording shock and free-surface arrival times.

Figure 8.20. Inclined mirror technique.
Figure 8.21 (a). Photograph of Experimental Assembly

Figure 8.21. Streak camera photograph of shock and free-surface arrivals in Quartz using inclined mirror technique

$T_0$ - Shock arrival time at specimen-driver plate interface
$T_1$ - Shock arrival times at outside surfaces of thin and thick specimens
$T_2$ - Arrival of second shock.

[8.35]. They reflect the light initially from the inside surface of the mirror at an angle greater than the critical angle for total reflection. When impacted by the specimen surface a distinct change in
Transparent mirrors silvered on their inside faces are placed in contact with a driver plate and with the free surface of the specimen. The mirrors on the driver plate are flat against the plate; the mirror on the specimen surface is inclined at a small angle, \( \alpha \). The assembly is illuminated by an intense light source and viewed through the slit of a streak camera, as shown. The arrival of the plane shock at the free surface of the driver plate is indicated by an abrupt change in the intensity of the light reflected from the two outside mirrors. When the shock has propagated through the specimen, the free surface of the specimen is accelerated to the right and it begins to collide with the inclined mirror. The point of collision is indicated on the film by a change in the intensity of the light reflected from the mirror. The apparent velocity of the point of collision is evidently related to the free-surface velocity by

\[
U_{fs} = U_a \sin \alpha
\]

where \( \alpha \) is the angle of inclination of the mirror to the free surface, and \( U_a \) is the velocity of the point of collision.

For this method to give reliable results \( U_a \) must exceed the velocity of the shock waves induced in both specimen and mirror by the collision or, more accurately, must be great enough that the flow in both media is everywhere supersonic. Otherwise, disturbances due to the collision could influence the apparent velocity of the point of collision, or even cause jetting. This requirement, then, restricts the usable mirror angles to values less than the critical angle for supersonic flow.

This technique allows the free-surface motion to be monitored continuously with time; hence, it is particularly useful where the wave in the sample consists of more than one shock front. The method is sensitive to tilt and to nonplanarity of the shock so that good plane wave generators are essential to its successful use.

An experimental assembly and a streak camera record obtained for quartz with such an arrangement is shown as Figure 8.21. In this photograph, \( t_0 \), represents the time of arrival of the shock front at the driver-specimen interface, indicated by the change in reflectivity of the inside, silvered surface of the quartz; similarly, \( t_1 \) represents the time of first motion of the specimen free-surface. The slope of the free-surface trace is seen to abruptly increase shortly after the time of first motion, \( t_1 \). This acceleration is due to the arrival at the free-surface of a second shock front.

Eden and Wright have reported a modification of this technique that improves the clarity of the records and enhances the reliability
reflectivity occurs due to diffuse reflection from the specimen. Aluminized mylar tightly stretched over the surface of a porous sample exhibits an abrupt change in reflectivity that can be used to indicate shock arrival time; silvered quartz discs can be used for the same purpose. Figure 8.22 is a streak camera record using these techniques showing shock arrival times in porous soil.

![Streak Camera Photograph](image)

Figure 8.22. Experimental arrangement (a) and streak camera photograph (b) of equation of state experiment on porous soil. Camera was used with two slits so that regions of the film are doubly exposed.
Figure 8.22. Experimental arrangement (a) and streak camera photograph (b) of equation of state experiment on porous soil. Camera was used with two slits so that regions of the film are doubly exposed.

\( t_0 \), \( t_2 \) — Shock arrival at specimen-driver plate interface recorded by slits #1 and #2 respectively.

\( t_1 \) — Shock arrival at outside surface of aluminum specimen

\( t_3 \) — Shock arrival at outside surface of porous soil specimen.

**Optical Image Methods.** Where the surface to be observed can be polished, and where it does not seriously lose reflectivity upon shock reflection, specular reflection methods can be used. Two such schemes have been reported. The first of these is based on the principle of the optical lever and is illustrated in Figure 8.23 [8.36].

![Principle of optical lever recording technique](image-url)
In this method point light sources indicated by \( S \) are positioned a known (normal) distance, \( d \), from the polished free surface. The shock wave, \( U \), is incident at a known angle, \( \theta \), on the free surface, and the point of intersection of the shock front with the free surface, indicated by \( A \) in the figure, travels along the surface with velocity, \( U_a \), given by

\[
U_a = \frac{U}{\sin \theta}
\]

Before the arrival of the shock the streak camera views the image, \( I_1 \), of the light source reflected in the polished surface. As the point of intersection, \( A \), sweeps down, the surface is rotated through an angle, \( \alpha \), given by

\[
\alpha = 2 \sin^{-1}\left(\frac{u_{rs}}{2U_a}\right)
\]

In the rotated surface a new image, \( I_2 \), of the light source, \( S \), appears, displaced from \( I_1 \) by a distance, \( b \).

For small angles, \( \alpha \), this displacement is given by

\[
b = 2da;
\]

hence, measurement of \( b \) and \( d \) determines \( \alpha \). This, in turn, determines \( u_{rs} \) once \( U_a \) is known. The method of obtaining velocity \( U_a \) is described with reference to Figure 8.24.

This figure shows a portion of a record obtained with the optical lever method. Time is increasing from left to right and each bright line is the image of one of the sources \( S \) in Figure 8.23. This record is obtained from the wedge face of a two-dimensional experiment like that shown in Figure 8.11, and the amplitude of the shock wave is decaying from top to bottom of the record. The angle of the wedge is chosen so the wave is first observed at the bottom and the point \( A \) of Figure 8.23 sweeps from bottom to top of the wedge face. Two waves are seen in this case. The first deflection at the left of the record is produced by an elastic wave that precedes the plastic shock, which exhibits a more continuous displacement. The apparent velocity can be obtained from such a record by measuring the slope of the line connecting the same wave break in successive traces, since writing speed and distance scale are known. For the elastic wave of Figure 8.24, the ends of all the undeflected traces lie in a straight line. For the shock, a trace by trace measurement must be made to determine the instantaneous slope.
The elastic break in Figure 8.24 illustrates a peculiarity of the optical lever method. Each trace is double for a short time near the break. This can be understood by reference to Figure 8.25. It is apparent that each flat portion of the mirror acts as an aperture so that $I_1$ can be seen only from a region below the line $I_1 AB$, and $I_2$ can be seen only from a region above the line, $I_2 AC$. As point $A$ sweeps down the surface, $I_2$ is invisible to the camera until $I_2 AC$
sweeps down past the camera objective, and $I_1$ is visible until $I_1AB$ sweeps past. It follows that, for any source distance and free-surface rotation, there is a finite time in which both images are visible in the camera. If the change in slope at $A$ is not a discontinuity, the overlap of images is less apparent, and this, in turn, provides a means for estimating the finite rise time in a wave.

It will be noted that where $U_s$ is constant the displacement of the images is proportional to the free-surface velocity. Since velocity is the desired quantity, differentiation of experimental data is required only for the determination of $U_s$.

By using a number of light sources this technique provides a continuous mapping of the shape (curvature) of the free surface with time. Hence, it can be used to observe shock waves which are neither plane nor uniform [8.37]. Further, it can be made extremely sensitive by increasing the distance, $d$. The main limitation in observing non-uniform shocks results from curvature of the surface caused by variations in free-surface velocity. Curvature tends to distort the images because the light from each image reflects from some finite region of the surface determined by the angle subtended by the camera aperture and the distance, $d$.

The optical lever method requires that the shock wave to be observed be incident at some finite angle on the free surface. In some cases, particularly for anisotropic crystals, this is undesirable. A method which does not have this requirement is illustrated in Figure 8.26 [8.38]. A thin wire is suspended a small distance from the polished free surface, and the camera views both the wire and its image reflected in the surface. Illumination is provided by a diffuse light source. When the shock reflects from the free surface, the image appears to move towards the wire with a velocity equal to twice the free-surface velocity. The camera records only a component of this motion because of the viewing angle, $\theta$. Thus, the velocity, $v$, recorded by the camera is,

$$v = 2u_f\sin \theta$$

In using this method the space resolution of the streak camera must be increased by the use of an auxiliary, expendable lens which effectively converts the camera into a microscope. Because the object distances of the wire and its reflection are different, the optical system must have a reasonably large depth of focus, and its $f$-number must be correspondingly large. The light requirements for adequate exposure become increasingly severe at higher magnifications; over-all magnifications of systems in current use are
Limited to factors of about 10 when photographic cameras are used. With image-converter cameras, magnifications up to 100 have been attained [8.24]. One advantage of this method is that it is relatively insensitive to shock tilt.

**Laser Interferometry.** Interferometric measurements provide the highest time and space resolution currently attainable. For these methods a laser is not only convenient as a coherent light source but is necessary in order to achieve the requisite high light intensities.

Two schemes have been reported; both were developed by Barker [8.19, 8.39]. The first of these uses the laser in a
conventional Michelson interferometer arrangement and is shown schematically in Figure 8.27. The portion of the laser beam reflected from the mirror surface of the specimen is compared with that reflected from a stationary mirror. Fringes are thus formed at the detector, each of which corresponds to a displacement of the surface of one-half wavelength and the spatial resolution is therefore of the order of 0.3 micron.

The laser beam is focused on the specimen mirror surface in order to minimize the effect of projectile tilt. This surface can either be a polished free surface, in which case the problems of relating free-surface velocity to mass velocity are the same as in many of the techniques mentioned above, or it may be a mirror surface plated on an internal surface of a transparent specimen. In this case a direct measure of mass velocity is obtained. In either case impact stresses must be limited to those for which the mirror retains its integrity.

When measuring the displacement of an internal surface a correction is required for the change of index of refraction of the shocked “window.” The relation that best fits current data is the Gladstone-Dale formula [8.19]:

Figure 8.27. Laser interferometer. Fringes developed by interference of beams reflected from moving and stationary mirrors record displacement of target free-surface. [After Barker (8.39)].
\[ \frac{d\rho}{\rho} = \frac{dn}{n - 1} \]

where \( \rho \) is density and \( n \) is the index of refraction. The uncertainty introduced by lack of complete independent knowledge of the density in the shock (which is one of the parameters one wishes to determine) does not produce serious errors because the density changes involved are usually small.

The principal disadvantage to the technique described above is that the spatial resolution is generally too high. Consequently, for mass velocities greater than about 0.2 mm/μs the fringe frequency exceeds the capabilities of current recording systems (approximately 600 MHz).

By means of a clever modification of the above technique the space and time resolution can be adjusted over a wide range; moreover, the fringe frequency is proportional to the acceleration of the mirror rather than to its velocity [8.39]. Each fringe then corresponds to a velocity increment of predetermined magnitude. In this modification, the “velocity interferometer technique,” interference fringes are formed by superposition of two portions of the laser beam reflected from the specimen surface at different times. The earlier signal is delayed a predetermined amount with respect to the later signal. The arrangement is shown in Figure 8.28.

The operation can be understood by referring to Figure 8.29. If the time through the delay leg is \( \tau = t_2 - t_1 \) and the distance travelled by the mirror surface in that time is \( S \), then

\[ S = \bar{u}\tau \]

where \( \bar{u} \) is the average surface velocity over the interval \( \tau \). The signal reaching the photomultiplier at time \( (t_2 + t_c) \), where \( t_c \) is constant, is thus composed of the signal reflected at time \( t_2 \) plus that reflected at time \( t_1 \). If the velocity of the surface is constant in time the separation of the surfaces, \( S = x(t_2) - x(t_1) \), is constant and the fringe frequency is zero. If the surface accelerates, however, fringes will appear at the rate

\[ \lambda \frac{dn}{dt} = \frac{dS}{dt} = \tau \frac{d\bar{u}}{dt} \]

or, since \( n \) is zero when \( \bar{u} \) is zero,

\[ u(t) = \frac{\lambda}{2\tau} n(t) \]
Figure 8.28. Velocity interferometer. Fringes are developed by interference of reflected beam with that reflected from same surface earlier in time. Fringe counting rate is proportional to acceleration of surface. [After Barker (8.39)].

where \( n \) is the number of fringes counted.

The resolution of the system is controlled by the delay leg. For very small delays the number of fringes per velocity change is small and the resolution in velocity is correspondingly reduced. With a
typical delay leg of 10 nsec and a wavelength of 6328 Å the coefficient, 

$$\frac{d\tilde{u}}{dn} = 31.64 \text{ m/sec/ fringe.}$$

The time resolution, on the other hand, is equal to the delay time. This can be seen by observing that the technique effectively measures the separation of two surfaces displaced in time by $\tau$. Consequently, a constant velocity, for example, will not be observed as constant until both surfaces move with constant velocity, i.e. until the specimen surface has travelled with constant velocity for a time $\tau$.*

The balance to be struck between these two resolutions depends on the experiment. The values indicated above, however, show that reasonably good resolution of both time and velocity are attainable. An example of a record obtained by use of the laser velocimeter and its interpretation is shown in Figure 8.30. In this experiment

* Clifton has given a detailed analysis of the measurement obtained with the velocity interferometer [8.40].
performed on the Sandia 3 meter gun, a fused silica sample was impacted with a plate of tungsten carbide [8.9]. The groups of fringes correspond to the initial compressive portion of the wave and to two rarefaction waves generated by reverberations of the tungsten carbide plate. The ramp portion of the compressive wave, referred to earlier, is evident at particle velocities below about 0.25 mm/μs.

8.4.3 Electrical Methods

Electrical methods have certain advantages and disadvantages in comparison to optical methods. They are generally less expensive since they do not require the substantial investment of a streak camera. Also, greater flexibility in amplification of signals, multi-channel recording, synchronization, etc., is available. Disadvantages are the relatively less direct nature of the recording instrumentation and, in some cases, the necessity for completion of a circuit through the sample under investigation.

Pin Contactors

“Pin” is the name commonly used to denote an electrical contactor connected to a simple pulse-forming circuit so that the circuit discharges when the contactor is closed [8.41]. A simple
arrangement for measuring shock and free-surface velocity for metal specimen is shown in Figure 8.31. Pin No. 1 consists of small diameter wire enclosed by an insulating sleeve and inserted in a narrow, flat-bottomed hole drilled to a depth, \( d_1 \), in the sample. The pin is pushed in until it contacts the bottom of the hole, and is then withdrawn slightly. The gap should be as small as will stand off the pin voltage, which may be from 50 to 300 volts. The delay between first motion of the surface and shorting of the pin is equal to the gap thickness divided by the free-surface velocity, and if the free surface is moving at 0.1 mm/\( \mu \)sec, the gap must be less than 0.01 mm to provide a closing time less than 0.1 \( \mu \)sec. Since these numbers are comparable to the times of interest in such experiments, it is clear that considerable precision is required for pin placement.

Pin No. 2 is a bare wire placed at the plane surface of the sample to record the arrival time of the shock there. Its closing time, with that of No. 1, provides the measure of propagation velocity for the oncoming shock. With pin No. 3, and the measured distance \( d_2 \), it provides the measure of mean free-surface velocity. There are many variations on pin design; another widely used design consists of a small ferroelectric disk cemented to the end of a thin brass rod. It has the advantage of being electrically passive until impacted.

**Slanted Resistor**

The slanted resistor technique is the electrical counterpart of the slanted mirror technique described above. A thin resistance wire or ribbon is stretched between two pins at a predetermined angle, \( \alpha \), to the free surface, as indicated in Figure 8.32. As the (conducting)
Figure 8.32. Slanted Resistance Wire Technique (a) Schematic.

Figure 8.32. Slanted Resistance Wire Technique (b) Record and reduced data. Titanium sample [Courtesy Wm. T. Bell (8.43)].
free surface strikes the wire, that portion of the wire up to the point of impact is electrically shorted. Measurement of the voltage drop between the two pins thus indicates the position of the point of impact, and, through the known angle of inclination, the free-surface displacement [8.42].

The same limitation of the angle, $\alpha$, viz. that the point of impact travel with supersonic velocity in either of the colliding surfaces, applies to this technique as it does to the inclined mirror method.

Some precautions are necessary to insure that the wire is straight, that it has constant resistance per unit length, and that contact resistance is negligible. One advantage of the method is that several wires can be used on a single specimen to record the motion over different intervals, or to provide redundant measurements as a check of consistency. Figure 8.32 shows a record obtained with this method on titanium [8.43].

**Condenser Microphone**

If the sample to be measured has an electrically-conducting plane surface, a portion of this surface can be made one plate of a parallel-plate condenser, and any surface motion results in a change in capacitance which can be measured by standard electrical methods. Several variants on this principle have been used for measuring the velocity imparted to a free surface by an incident shock wave; the one shown in Figure 8.33 is that described by Rice [8.44].

In operation the scope essentially measures the voltage, $V$, across the resistor, $R$ (reduced by the amplification factor of the cathode follower). Rice shows that since $c/c_0 << 1$ and $V << E_0$,

$$R(c + c_s) \frac{dV}{dt} + V \equiv RE_0 \frac{dc}{dt}$$

where $c_s$ is the stray capacity in parallel with $R$. Measurement of $V$ and $dV/dt$ from the scope trace thus determines $dc/dt$.

Since,

$$u_{fs} = \frac{dx}{dt} = \frac{(dc/dt)/(dc/dx)}$$

reduction of the signal to the desired result, $u_{fs}$, requires knowledge also of $dc/dx$. This quantity is determined by calibrating the condenser ahead of time using a balance to measure the force of attraction between the condenser plates as a function of the applied
Electromagnetic Method

When the sample to be studied is an insulator, electromagnetic techniques can be used to measure particle velocities and stresses directly. The electro-magnetic technique was first used in the velocity mode to measure detonation parameters in explosives. Its use in inert solids was first reported by Dremin who used it to determine the behavior of glass under shock loading [8.45]. Ainsworth and Sullivan have also reported extensive measurements on rocks up to 30 Kbar [8.46].

In the velocity mode a fine wire or foil is embedded in the sample in a plane oriented parallel to the shock front. A steady magnetic field is oriented parallel to the shock front and perpendicular to the wire as illustrated in Figure 8.34. The motion of the wire in the field generates an EMF that is proportional to its voltage. The free-surface velocity, \( u_{fs} \), is then determined by numerical integration of the output signal, \( V(t) \).

---

**Figure 8.33. (a) Capacitor technique [After Rice (8.44)].**

**Figure 8.33. (b) Typical circuit [After Rice (8.44)].**
velocity. If the field strength is \( B \), the length of the foil perpendicular to both \( B \) and the mass velocity is \( l \), then Faraday's law gives the EMF as,

\[
\varepsilon = - \frac{d}{dt} \oint B \cdot dA = B \cdot u
\]  

(8.34)

Thus, to the extent that the wire motion is the same as that of the sample, the measured EMF is proportional to the particle velocity of the sample. No calibration is required since the measurement is direct, and there is no fundamental limitation on the range of shock amplitude for which it can be used, except at extreme shock pressures where the conductivity of the sample may increase sufficiently to short out the signal.

The sensitivity of the method is obtained by inserting typical numbers into Eq. (8.34). With an easily attainable field strength of 1 kilogauss and a wire length of 1 cm, the sensitivity is

\[
\frac{\varepsilon}{u} = 1 \text{ millivolt (m/sec)}^{-1}
\]

This sensitivity is quite adequate for most experiments.

Recently, a modification of the electromagnetic technique has been reported which provides a direct measure of momentum (and stress) rather than particle velocity \([8.47]\). By inserting the active portion of the wire at an angle to the shock front as illustrated in Figure 8.35, the measured EMF is proportional to the momentum between the ends of the element. The time derivative of the EMF is then equal to the stress difference between the two ends.

The change in area of the wire loop in an interval of time, \( dt \), is given by

\[
d^2A = - dxdy = - udt dv
\]
Figure 8.35. Electromagnetic stress gauge technique. (a) Prior to shock arrival 
(b) During shock transit of sensing element.

where \( x \) and \( y \) are spatial coordinates as indicated in Figure 8.35. 
Denoting the material (Lagrangian) coordinate in the direction of 
propagation by \( h \),

\[
y = \left( \frac{h - h_0}{h_1 - h_0} \right)^q
\]

whence,

\[
dy = \left( \frac{q}{h_1 - h_0} \right) dh
\]

and,

\[
d^2A = -u dt \left( \frac{q}{h_1 - h_0} \right) dh
\]

The limits of integration are independent so that the order of 
integration is immaterial, and

\[
\frac{dA}{dt} = \left( \frac{q}{h_1 - h_0} \right) \int_{h_0}^{h_1} u(h, t) dh
\]
The measured EMF is therefore,
\[ e = -BdA/dt = \left(\frac{B\ell}{h_1 - h_0}\right)\int_{h_0}^{h_1} u(h, t)\,dh \]

To interpret this integral in terms of the stress difference between the ends of the gauge we recall the equation of motion in Lagrangian coordinates, Eq. (8.7),

\[ \partial\sigma/\partial h + \rho_0 \omega u/\partial t = 0 \]

Upon integrating, this becomes

\[ \sigma(h_1, t) - \sigma(h_0, t) = -\rho_0 \frac{\partial}{\partial t} \left[ \int_{h_0}^{h_1} u(h, t)\,dh \right] \]

the final result is therefore

\[ \sigma(h_1, t) - \sigma(h_0, t) = \frac{\rho_0(h_1 - h_0)}{B\ell} \frac{d\varepsilon}{dt} \]

If \( h_0 \) is a free-surface, \( \sigma(h_0, t) = 0 \), and the time-derivative of the output signal is a measure of the absolute stress. An interesting feature of this technique is that it can measure stress in tension as well as compression. It should therefore prove valuable for studying spallation.

A typical experimental arrangement for electromagnetic measurements with a gas gun is shown in Figure 8.36, and some records obtained for plexiglas using electromagnetic gauges in both the velocity and stress modes are shown in Figure 8.37. Each experiment contained two identical gauges so that there are two traces on each record.

The inherent precision of the stress gage is less than that of the velocity gage because it requires differentiation of the recorded signal. On the other hand, no knowledge of propagation velocities is required as is necessary, for example, to convert particle velocities to stresses. Hence, the stress gage should prove especially useful for time-dependent materials that would otherwise require the more elaborate analysis presented in section 8.2.4. The theory of the gauge operation assumes that the oblique cut in the sample, along which the sensing element is placed, not perturb the wave being studied and that no slippage occur between the specimen material and the gauge. Limitations due to these possible effects are not yet established.
Figure 8.36. Typical arrangement for electromagnetic recording with 4-inch gas gun (8.47). (a) Prior to target installation.

Figure 8.36. Typical arrangement for electromagnetic recording with 4-inch gas gun (8.47). (b) With target and cables installed.
Figure 8.37. Electromagnetic records of shock profile in plexiglas (8.47).
(a) Particle velocity profiles (b) Stress profile, sweep rate, 200 nsec per cm.

**Quartz Gauges**

One of the most convenient and widely used techniques for measuring stress profiles below about 50 kilobars is the quartz gauge [8.48]. The gauge consists of an x-cut quartz crystal whose flat surfaces are plated, usually with gold; a circular groove is cut in the plating on the back surface to form a guard-ring configuration. The lateral surfaces may be plated or not (Figure 8.38). The quartz is placed with its negative face in contact with the specimen.

As the incident shock wave in the sample is transmitted into the quartz, the piezoelectric response of the quartz causes a current to be developed across the load resistor. This current is measured by the deflection of the oscilloscope and is related to the stress-time history at the specimen-quartz interface.

Assuming the electric polarization to be a function of the shock stress, the shock front in the quartz divides it into two regions—one undisturbed and the other polarized. The electric moment of a volume element $dr$ is $Pr$, where $P$ is the polarization, and the integral is equal to the total charge, $Q$, on the face of the disc times its thickness, $L$. The increment of charge in time $dt$ is then,
\[ dQ = \left( \frac{A}{l} \right) \frac{dt}{dt} \int_0^L P(x) \, dx \]

where \( A \) is the area of the disc inside the guard ring.

The external resistor is small compared to the internal resistance of the quartz so that the current is effectively the same as for the short circuit case and,

\[ I = \frac{dQ}{dt} = \frac{A}{L} \int_0^L \frac{\partial P}{\partial t} \, dx \]

To a good approximation the polarization is proportional to the stress, and the wave in the quartz propagates as an elastic wave. Hence,

\[ P = kv, \text{ and } \sigma = \sigma(x - ct) \]
where $k$ is the piezoelectric coefficient and $c$ is the velocity of propagation of the stress wave. Then,

$$\frac{\partial P}{\partial t} = k \frac{\partial \sigma}{\partial t}(x - ct) = -k c \sigma'(x - ct)$$

thus,

$$I = \left( \frac{A hc}{L} \right) \left[ \sigma(-ct) - \sigma(L - ct) \right]$$

Until the wave reaches the outside face of the quartz, $\sigma(L - ct) = 0$ and the output of the gauge is proportional to the stress at the interface; the gauge is normally used only during this interval. A quarter inch thick quartz disc then provides about 1 $\mu$sec of recording time.

The proportionality between stress and current holds reasonably accurately, although an improved fit is obtained by use of the linear relation, $k = (2.011 + 0.0107a) \times 10^6$ coul/cm$^2$/kb. This relation is valid within $\pm 2.5\%$ to stresses of 25 kb, and applies with reduced precision up to about 40 kbars. Shear failure of the quartz occurs at higher stresses and although the quartz continues to respond, the behavior is erratic and not simply related to stress. Consequently, quartz gauges are most useful below 25 kb.

At stresses above about 15 kb the response of quartz to the rarefaction portion of a short pulse becomes erratic, presumably because the high electric fields cause breakdown and the shocked region of the quartz becomes conducting. This breakdown does not adversely affect the response to the compressional portion of the wave, however.

The stress history recorded is that of the interface between the specimen and the quartz. The unperturbed profile in the specimen must then be deduced by an impedance-matching procedure as indicated in section 8.2.3. The correction is small for materials of similar shock impedance to quartz such as aluminum or the alkali halides. For heavy metals, however, a transducer of higher shock impedance is desirable, such as sapphire. Figures 8.39 and 8.40 show some typical quartz gauge records obtained on ARMCO iron [8.49], and on a 30% Ni-70% Fe alloy [8.50].

Sapphire Gauges

Some recent work has been devoted to developing sapphire as a transducer [8.51]. It is used in similar fashion to the quartz gauge, but depends for its operation on the change in capacitance due to the change in dielectric constant and to the reduced electrode
Figure 8.39. Quartz Gauge Record of elastic wave in armco iron (25 MHz timing wave). (Courtesy W. B. Benedick)

separation resulting from shock compression.

The current developed by the gauge is a function of the mass velocity of the impacted surface; the relation is linear at low velocities and is expressed as:

\[ i(t) = \frac{VAU}{\varepsilon_1^2} \gamma + \frac{\varepsilon_1}{U} u(t), \quad 0 < t < \varepsilon/U \]

In this expression \( i(t) \) is the observed current, \( V \) is the initial applied voltage (of the order of 2 kilovolts), \( A \) is area of the disc, \( \varepsilon \) is the thickness of the disc, \( U \) the shock velocity, \( \varepsilon_1 \) and \( \gamma \) are the unstressed permittivity and the rate of change of permittivity with mass velocity.

At higher impact velocities the relation becomes non-linear, but can be readily expressed in terms of measurable constants of the material.

Sapphire in the 60° orientation seems to be usable at impact stresses up to 100 kbar in the sapphire. Because its shock impedance is relatively high it provides a reasonably good
impedance-match to heavier metals, such as iron. The principal disadvantage is the short recording time available from reasonable crystal thicknesses, caused by the high shock speed. This time is typically 0.25 μsec. Figure 8.41 is a sapphire gauge record obtained in spheroidized 4340 steel [8.51].

Other materials, such as ruby and Z-cut quartz have also been examined as possible gauges of this type [8.51]. The lower yield stress of ruby, however, limits its usefulness to stresses below about 40 kbar. Z-cut quartz is not suitable at present because it exhibits internal conduction and noise.

Piezoresistive Gauges
Manganin wire was first used as a pressure transducer in
hydrostatic apparatus by Bridgman in 1911 [8.52]. It is desirable for this purpose because it exhibits a positive pressure coefficient of resistance and at the same time a very small temperature coefficient.

In 1964, Bernstein and Keough [8.53], and Fuller and Price [8.54], reported experiments in which a fine manganin wire was imbedded in an epoxy disc. The disc was used much as is a quartz gauge; it was placed against the free surface of a sample and the change in resistance monitored as the pressure pulse, transmitted into the epoxy by an initial pulse in the sample, passed over the wire (Figure 8.42). These experiments established that the fractional change in resistance is linearly proportional to pressure
Numerous dynamic experiments have yielded pressure coefficients in the range [8.55]

$$\frac{1}{R} \frac{\Delta R}{\Delta P} = 2.0 \text{ to } 2.9 \times 10^3 / \text{kbar}$$

The statically determined value is $2.6 \times 10^3 / \text{kbar}$.

The reason for the variations has not yet been fully resolved; the values seem to depend on the supplier of the manganin and/or the calibration technique. For this reason some investigators use manganin gauges at present primarily as interpolation gauges between pressures established independently [8.56]. For commercial manganin a value near $2.9 \times 10^3$ seems to be most widely observed [8.57]. Little or no temperature dependence has been observed so that the calibration should not depend on the material in which the manganin is imbedded. There is some indication that there is a hysteresis effect so that the coefficient may be different when measuring the compression part of a pulse than when measuring the rarefaction portion. It is uncertain whether this effect is real, however, or what physical mechanisms might be responsible. In spite of these difficulties it seems reasonable to expect that, as development proceeds, a reproducible gauge with a well-determined coefficient can be fabricated. Because of impedance mismatches between the sample and the insulating material in which the gauge is imbedded, the gauge used in this
mode has the same limitations mentioned above when an
undisturbed wave profile is desired.

More recently, experiments have been performed in which the
manganin is imbedded directly into the sample material [8.58]. In
this mode a relatively undisturbed record of the shape of the
pressure pulse is obtained. A variety of thin elements have been
developed for this purpose. They are typically 0.001 inch or less in
thickness and frequently are in the shape of the grid in order to
increase the resistance of the active part of the gauge while
maintaining small lateral dimensions. It is desirable of course to
keep the thickness as small as possible in order to increase the
inherent time resolution, which is dependent on the reverberation
time through the thickness. Small lateral dimensions are also
desirable to minimize losses in time resolution due to tilt of the
wave front with respect to the plane of the gauge.

When the sample to be investigated is an insulator, a gauge of
this type can be inserted directly into the sample with only a very
thin layer of cement to fill the voids between the grid elements. If
the sample is a conductor, however, thin insulation must be added
to prevent premature shorting. Insulating materials such as mylar,
mica, glass, and Lucalox have been employed. Of these, Lucalox is
attractive because it has high electrical breakdown potential, and it
has high shock impedance so that the impedance match with metals
is improved over, say, mylar. Because of its low compressibility the
change in capacity between the element and the sample is also
minimized. A disadvantage is that fabrication of thin films is
difficult; plasma sprayed films are one possible solution.

The time resolution of these gauges when used in metal samples
is somewhat poorer than the time resolution of quartz gauges, for
example, principally because of the insulation thickness. If the total
gauge thickness including insulation is several thousandths of an
inch and several reverberations of the pressure pulse are required to
establish equilibrium between the gauge and the sample, the time
resolution can be of the order of 30–50 nanoseconds.

Recording durations of gauges of this type are normally several
microseconds and for laboratory use are generally larger than the
times for which one-dimensional flow can be maintained. Careful
treatment of the leads is important for longer recording times since
shearing of these is the usual cause of premature failure.

Experiments with vapor plated manganin grids and with other
materials such as calcium, lithium, and ytterbium show considerable
promise for improving the low pressure sensitivity of gauges of this
type. Calcium, for example, exhibits a pressure coefficient roughly
ten times as great as manganin at pressures at least up to 28 kbar. However, it has much higher temperature sensitivity [8.58]. A record obtained with a manganin gauge imbedded in aluminum is shown as Figure 8.43 [8.59].

Figure 8.43. Stress pulse in recorded with manganin gauge. [Courtesy Wm. Isbell (8.59)].

8.4.4 Flash X-Ray Methods

Flash radiography is used extensively in explosive experiments to obtain shadowgraphs of dense objects that are otherwise obscured by smoke from the detonation. It has proved very useful, for example, in studying the formation of shaped charge jets. Figure 8.44 shows some flash radiographs of explosively driven flyer plates. To a limited degree radiography has also been used for the direct observation of the density changes due to shock compression and for the observation of high speed projectiles prior to impact. Very recently, x-ray diffraction experiments under shock conditions have been reported [8.60]. Most existing flash x-ray systems deliver a single flash lasting about 0.1 μs at energies of 100 to 600 Kev; the Phemex system at Los Alamos, however, operates
at 20 Mev.

When used in the shadowgraph mode to measure shock compression, as illustrated in Figure 8.45, for example, the precision is quite low for two reasons: (1) the resolution with which density changes can be observed is only about 1%, and (2) the results are influenced severely by the effects of lateral free-surfaces. Nevertheless, important semi-quantitative information can often be obtained, such as the presence or absence of multiple shock fronts.

The addition of marker foils eliminates some of the disadvantages by providing a record of particle motion remote from
the influence of free-surfaces. Figure 8.46 shows a photograph of the shock compression of porous foam plastic using silver marker foils. For this configuration quantitative data can be obtained by measuring the angle of the shock and the associated angle of the foil. Thus, denoting the angle of the shock front with respect to the horizontal by $\alpha$, and the associated angle of the foil by $\beta$, and assuming steady flow at the detonation velocity, $D$, one easily derives the relations:

\[ U = D\sin\alpha \]

\[ u = D\sin\beta/\cos(\alpha - \beta) \]

These velocities together with the jump conditions determine a series of stress-density states behind the shock, i.e., the Hugoniot relation.
Figure 8.45. Flash radiograph of two-dimensional shock in dense polyurethane. Elastic Precursor is just visible preceding main shock.

The capability for making x-ray diffraction measurements under shock represents an important advance, especially for the study of shock-induced phase transformations.

Conclusion

The variety of methods available to the experimentalist for producing well-characterized stress waves and accurately recording their behavior is clearly rich, and is increasing. As methods improve more complex features of the wave structures can be observed and more complex materials studied. Because of the often severe distortion of the shock structure by reflections at interfaces the
techniques that appear to hold the best promise for future advances are those that can be imbedded in the material, such as piezoresistive gauges, electromagnetic gauges, and, for transparent substances, laser interferometry. Piezoelectric and dielectric gauges should be added to this list where the shock impedance of the sample is closely matched.

Some of the outstanding challenges to the experimentalist at the present time include: (1) observations of the shock structure for large amplitude shocks — the details of the shock transition are poorly understood at present, and in general cannot be resolved experimentally, (2) recording of wave structures in composite and other heterogeneous materials, (3) experiments in non-planar...
geometry to explore dynamic constitutive relations in other than one-dimensional strain conditions, and (4) measurement of other physical quantities such as temperature and electronic and optical effects.
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List of Symbols

\( A \) area
\( c \) sound speed
\( d \) thickness
\( D \) detonation velocity
\( F \) force
\( m \) mass
\( N \) the number of moles of gas
\( p \) pressure
\( Q \) heat of reaction
\( r \) radius
\( R \) Universal gas constant
\( t \) time
\( T \) temperature (p. 483), transit time (p. 492)
\( u \) particle velocity
\( U_p \) particle velocity
\( U_s \) shock velocity
\( v \) speed
\( V \) specific volume
\( \alpha \) drag coefficient
\( \gamma \) ratio of specific heats
\( \rho \) density
\( \sigma_0 \) yield stress
Applications of the mechanics and physics of impact are extremely wide ranging. They extend throughout science and into much of engineering; they have widespread commercial implications; they are natural accompaniment to the violence associated with war. Military needs have led to development of much of the understanding of impact processes, but presently the importance of constructive applications in science and technology may exceed that of the military. A few applications of various kinds are described here in some detail and others are mentioned. To do more would require a separate text. References for further reading are given where possible, but unfortunately much of the material on applications is buried in non-public files.

9.1.1 Detonation

Earlier chapters of this book have not dwelt on the properties of explosives and the detonation process. Since many applications of dynamic loading are inseparable from detonation, a brief description will be given here.

A detonation wave is a shock in a chemically reacting material. Passage of the detonation shock through such a material increases pressure and temperature to the reaction point; reaction proceeds to completion in a sonic region behind the shock front and is followed by a rarefaction wave in the detonation gases. Detonation is very different from combustion. The latter propagates subsonically through the combustible mixture, and the pressures generated are not large, except through the effects of the confining container. Most of the explosions occurring in industrial accidents are due to confined combustion, e.g. dust explosions. But nitroglycerin, dynamite, PETN, RDX, etc, detonate. Their destructive effects are not substantially altered by confinement.

A simple and rather effective model of detonation is the Chapman-Jouguet model. It is not physically exact but is a good first approximation for calculating detonation pressures and other properties. The detonation front is assumed to be discontinuous in pressure, temperature, etc., and the detonation reaction is assumed to take place in a zone immediately behind the shock front. Flow is assumed to be sonic at the plane where chemical reaction is complete:

\[ u_1 + c_1 = D \]  
(9.1)
where subscripts "1" denote values at the end of the reaction zone and $D$ is detonation velocity. If the detonation gases satisfy an Abel equation of state [9.1]:

$$p = \frac{NRT_p}{(1 - \alpha_p)}.$$  \hspace{1cm} (9.2)

Eq. (9.1) can be combined with the jump conditions to provide the following relations at the Chapman-Jouguet plane, i.e., the plane where Eq. (9.1) applies:

$$\rho_0/\rho_1 = \frac{(\gamma + \alpha_p)/(1 + \gamma)}{(1 - \alpha_p)/(1 + \gamma)},$$  \hspace{1cm} (9.3)

$$u_1/D = \frac{(1 - \alpha_p)/(1 + \gamma)}{(1 - \alpha_p)/(1 + \gamma)},$$  \hspace{1cm} (9.4)

$$c_1/D = \rho_0/\rho_1,$$  \hspace{1cm} (9.5)

$$p_1 = \rho_0 D^2 \frac{(1 - \alpha_p)/(1 + \gamma)}{(1 - \alpha_p)},$$  \hspace{1cm} (9.6)

$$D^2 = 2(\gamma^2 - 1)Q/(1 - \alpha_p)^2,$$  \hspace{1cm} (9.7)

$$p_1 = 2\rho_0(\gamma - 1)Q/(1 - \alpha_p),$$  \hspace{1cm} (9.8)

where subscript "0" refers to the undisturbed state, $\gamma$ is the ratio of specific heats, $\alpha$ is "co-volume" of the gases and $Q$ is heat of reaction at $V_0$. $p_0$, $p_1$ is called the "Chapman-Jouguet pressure" of the explosive. To a good approximation many solid explosives satisfy an ideal gas equation of state with $\alpha = 0$ and $\gamma \approx 3$ [9.2]. Some properties of commonly used explosives are given in Table 9.1.

<table>
<thead>
<tr>
<th>Explosive</th>
<th>$p_1$, kbar</th>
<th>$u_1$, mm/μsec</th>
<th>$D$, mm/μsec</th>
<th>$\rho_0$, g/cc</th>
<th>$\rho_1$, g/cc</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDX</td>
<td>338</td>
<td>2.21</td>
<td>8.64</td>
<td>1.767</td>
<td>2.375</td>
<td>2.90</td>
</tr>
<tr>
<td>TNT</td>
<td>189</td>
<td>1.60</td>
<td>6.94</td>
<td>1.637</td>
<td>2.153</td>
<td>3.17</td>
</tr>
<tr>
<td>64/36–RDX/TNT (Comp. B)</td>
<td>292</td>
<td>2.13</td>
<td>8.02</td>
<td>1.713</td>
<td>2.431</td>
<td>2.77</td>
</tr>
<tr>
<td>77/23–RDX/TNT (Cyclotol)</td>
<td>312</td>
<td>2.17</td>
<td>8.25</td>
<td>1.743</td>
<td>2.366</td>
<td>2.80</td>
</tr>
</tbody>
</table>

* W. E. Deal, J. Chem. Phys. 27 (Sept. 57), 796-800
Isentropic expansion from the Chapman-Jouguet state is determined by combining the equation of an isentrope,

\[ p(V - a)\gamma = \text{constant}, \]  

(9.9)

with the Riemann integral

\[ u - u_1 = \pm \int_{p_1}^p \frac{dp}{\rho c} \]

The result is

\[ u - u_1 = 2\left[\gamma p_1(V_1 - a)\right]^{1/\gamma} \left[\left(\frac{p}{p_1}\right)^{(\gamma - 1)/\gamma} - 1\right]/(\gamma - 1) \]

A shock wave running into the Chapman-Jouguet state satisfies a \((p,u)\) relation

\[ (u - u_1)^2 = 2(p - p_1)^2(V_1 - a)/[p(\gamma + 1) + p_1(\gamma - 1)] \]

(9.11)

The pressure induced in an inert solid by a plane detonation wave normally incident on the interface is determined by the intersection of the \((p,u)\) curve for a backward facing wave in the explosive, obtained from Eqs. (9.10) and (9.11), with the Hugoniot of the inert. Some examples are given in Figure 9.1.

The Chapman-Jouguet state in an explosive is always followed by a rarefaction [9.3], so the shock wave induced in a sample is not followed by a uniform state. However, the uniform state can be approached very closely by making the explosive pad very thick (cf. Chapter 8). In this case it must also be made very large in diameter, so the amount of explosive involved increases as the cube of the significant experimental dimension.
9.2 Scientific Applications

These are extremely varied and few have been investigated in great depth. Reasons for the importance of shock studies in science are two-fold: the shock wave provides a relatively easy method for producing very high pressures and reasonably large compressions. Since pressure has some influence on all material properties, it is natural to try to explore such effects. Secondly, the very rapidity with which stress is applied in the shock process represents a variation from the usual scientific experiment, which is static or quasistatic at best, and it is a matter of great interest to determine whether or not laws of physical behavior inferred from such experiments can be reliably extrapolated to dynamic situations. The techniques and principles outlined in earlier chapters can be combined to yield the results that rate effects between about $10^5$ /sec and $10^8$ /sec can be investigated in shock experiments and that phenomena which equilibrate in a microsecond or less can be studied under essentially equilibrium conditions.

9.2.1 Solid State and Materials Science

Problems which have been studied under shock conditions include equations of state, electrical and magnetic properties, interatomic potentials, hardening of metals, phase transitions, dynamics of mechanical failure and constitutive relations. We shall
examine particularly phase transition measurements.

The most notable success in the study of phase transitions by shock wave techniques is the discovery of the transition from body centered cubic to the hexagonal close packed phase in iron at 130 kbar by Minshall in 1954 [9.4]. It was thought to be a transition to the well known face-centered cubic phase ($\gamma$) of iron until 1961 when Johnson, Stein and Davis [9.5] showed by shock techniques that the $p-T$ phase line is thermodynamically inconsistent with transition to the $\gamma$ phase. Identification of this hitherto unknown phase was accomplished by x-ray diffraction studies at high static pressure, directly stimulated by the shock wave experiments. This initial foray into the study of pressure-induced phase transitions has led to excursions and to some unanswered questions about the mechanisms of rapidly occurring transitions.

Some equilibrium $p-V$ curves for a first order solid-solid phase transition are shown in Figure 9.2. $OAB$ is an isotherm for which $(\partial p/\partial V)_T = 0$ in the mixed phase region. $OCD$ is the isentrope through $O$. Point $C$ is a cusp with a discontinuity in slope; $(\partial p/\partial V)_S < 0$ on $CD$, but not by much. $OEF$ is the Hugoniot centered at $O$. It too has a cusp at the phase boundary, and if the final shock pressure is greater than $p_1$, but less than $p_2$, two shocks are formed. Above $p_2$ a single shock is stable.

![Figure 9.2. $p-V$ curves for a solid-solid phase transition.](image)
Two procedures can be used to detect shock-induced phase transitions: one is to drive the shock with final pressure between $p_1$ and $p_2$ so as to produce a double wave. The amplitude of the first wave, ignoring the elastic precursor, is then the stress for transition. If measurements made on samples of different thickness show no change in the first wave amplitude, it is presumed to be equal to the stress of static transition. It means, more precisely, that the rate of transition at this pressure is too slow or too fast to be detected in the experiment. Experience has indicated that, very often at least, it is the static transition pressure.

The second procedure is based on cruder experimental techniques, but is nonetheless effective. The "flash gap" technique, described in Chapter 8, is indifferent to the presence of multiple waves. From each experiment only a single shock arrival is recorded, corresponding to the transition pressure. If a graph is made of $U_s$ vs $U_p$, as in Figure 9.3, a region is found in which $U_s$ remains constant while $U_p$ increases. This corresponds to the region

![Figure 9.3. $U_s - U_p$ curves for graphite showing phase transition at 400 kbar \[9.6\].](image)

between $p_1$ and $p_2$ in Figure 9.2 in which only the first shock arrival is recorded. Because $p$ is not varied continuously, it often happens that the plateau in $U_s$ is not observed; there is only a break
in slope in the \( U_p-U_o \) diagram, and this break in slope is taken to be the transition pressure. The technique is limited in accuracy by spacing of the experimental points. Materials in which phase transitions have been studied by shock techniques include iron and its alloys [9.7], various rocks and minerals [9.8], bismuth [9.9], germanium [9.6], various alkali halides [9.10] and numerous other materials [9.11]. A particularly interesting shock-induced transition is that from graphite to diamond. The mechanics of this are not understood. The transition pressure lies between 100 and 1000 kilobars, depending on the initial density of the graphite, and the recovered diamonds are polycrystalline particles, most of which are a few microns or tens of microns in diameter, composed of crystallites the order of a few hundred angstroms diameter [9.12].

One of the effects of phase transitions is to change the conductivity of the material. There has long been an interest in the metallic phase of hydrogen and calculations of the transition pressure range from less than one to the order of twenty megabars. Such a transition is not apt to be achieved in shock waves, but other transitions from molecular to atomic forms should exist, as in the halogens, and may well be accessible to shock wave experiments.

9.2.2 Geophysics

Geophysicists have responded eagerly to the availability of shock wave techniques for study of high pressure and impact phenomena. This response is due to interest in composition of the earth and its core, where pressures exceed three thousand kilobars, and in the properties of meteor craters, which are produced by very high speed impact.

The problem of earth composition is to determine combinations of materials which are naturally abundant and geologically probable and which reproduce the average density of the earth, its moment of inertia, and measured variations of seismic wave velocity with depth [9.13]. The increase of temperature with pressure in the interior of the earth is thought to resemble that occurring in shock compression of rocks, so Hugoniot data can be compared directly with model values [9.14]. Such comparisons have led to the conclusion that an iron-silicon mixture is compatible with composition of the earth's core, and that the mechanical properties of olivine, a mixture of magnesium and iron silicates, are compatible with known properties of the upper mantle [9.8], [9.14].

A very recent and exciting development is the discovery that
shock compression of rocks produces permanent changes which can be used as shock indicators when studying the microscopic properties of terrestrial, lunar or other rocks. This field, which has grown rapidly, is now known as “shock metamorphism.”

After development of a space program in the United States, following the launching of the first Sputniks in 1957, the attentions of rather large numbers of scientists were turned for the first time to close consideration of characteristics of other planets in our own solar system and of our moon. Among questions which received particular attention is that which concerns the role played by meteoritic impact in determining the surface structure of the moon: to what extent are visible craters on the moon due to meteorite impact rather than, say, volcanism? These questions led, in turn, to more detailed consideration of the physical consequences of meteoritic impact, then to studies of shock effects on rocks and minerals, and finally to the realization that the best source of information on this subject may lie on our own earth. If we can understand the extent to which meteoritic impacts have influenced surface structure of the earth we may be able to understand the surface of the moon and rely on moon missions only for confirmation of the theory.

Through studies on rocks from craters, which began in 1872, and recent experiments using shocks from nuclear and chemical explosions, certain characteristic features of rocks have been reasonably well established as being due to the passage of shock waves [9.15]. These features are different for iron and for stony meteorites. The majority of meteorites found and identified on earth are iron, for obvious reasons: an iron meteorite is malleable and is apt to stay in one piece during and after impact. Stony meteorites shatter and mingle with the surrounding natural rocks. It is therefore quite possible that the bulk of meteorites striking the earth are stony, but unidentified.

The minimum velocity with which a meteorite originating within our solar system may enter the earth’s atmosphere is about eleven mm/µsec. Assuming the meteorite to enter the atmosphere with minimum velocity, to be spherical with radius r and density ρ, no mass to be lost by erosion, and a uniformly dense atmosphere, we find its velocity at the surface of the earth to be approximately 11 exp (-375 a/ρr) where a is drag coefficient, approximately equal to unity for supersonic velocities [9.16]. Iron meteorites of 5 cm radius or less should reach the earth at their terminal velocities in free fall, about 7500 cm/sec. Smaller meteorites will slow more or burn, larger meteorites will slow less. Velocities of some larger
meteorites at the surface of the earth, assuming they have entered the atmosphere at eleven mm/μsec are given in Table 9.2.

Table 9.2

<table>
<thead>
<tr>
<th>radius, cm:</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>30</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>velocity, cm/sec:</td>
<td>9400</td>
<td>4.6 x 10^4</td>
<td>10^5</td>
<td>2.26 x 10^5</td>
<td>4.3 x 10^5</td>
<td>6.8 x 10^5</td>
</tr>
</tbody>
</table>

Iron striking anorthosite at .095 mm/μsec produces a shock of about 10 kb. At 1.0 mm/μsec, the impact pressure is 120 kb and at 5 mm/μsec it is 800 kb. For stony meteorites the pressure corresponding to the same impact velocity will be 50 to 70% of values obtained with iron. So a great range of shock pressures, extending to over a 1000 kilobar, can be expected in various meteoritic impacts. Physical changes in rocks and minerals subjected to such impact are high pressure effects, such as phase transitions, high strain rate effects involving the restructuring of grains and crystallites, and high temperature effects, primarily melting [9.15].

In iron meteorites, which are composed of α and γ iron, nickel, carbon, FeS, Fe₃P, Fe₃C and traces of other materials, shock indicators are very prominent. They include "widmanstätten" patterns, attributable to the 130 kb α-γ transition in iron, recrystallization above about 600 kb and formation of martensite or pearlite from shock heating. The FeS changes crystallite size and orientation and may melt under strong shock. Fe₃C recrystallizes and carbon may appear as both graphite and shock-induced diamond. The latter consists of crystallites of a few hundred angstroms diameter bound into aggregate particles a few tenths millimeter in diameter [9.17].

Identification of craters produced by stony meteorites is more difficult than for iron meteorites and depends to a large extent on microscopic analysis of materials collected from the crater. General features of a crater are its circularity and certain characteristic folding and faulting, together with "brecciation" of fine material, i.e., compaction of loose soil into rock [9.15]. "Shatter cones" may be present. These are cone-shaped pieces of rock showing evidence of brittle fracture on their surfaces and believed to be formed by passage of shock waves and subsequent rarefactions through large rock structures. Microscopic studies reveal the
presence of coesite and stishovite, these being high pressure forms of quartz, and of quartz grains containing lamellae similar to crystallographic twins. The presence of maskelynite is common, this being an isotropic form of feldspar. Selective melting of mineral constituents and the presence of glassy fragments are also observed. By these means, understanding of the role of meteoritic impact on earth surface structure has been greatly expanded since 1960 when coesite was discovered. This is illustrated by Figure 9.4, which shows the number of identifiable craters discovered since 1925.

Figure 9.4. Terrestrial meteorite craters discovered since 1925. The lower curve represents conformed craters; the upper curve includes probable craters. Coesite was discovered in 1960. [9.15].

Some recently identified craters are the order of 36 miles in diameter, and it has been suggested that major features such as the Gulf of St. Lawrence and Hudson Bay Arc may even be of meteoritic origin [9.15].
Since return of the Apollo 11 and 12 missions there has been intense study of the lunar rocks collected. The lunar surface appears to be composed largely of fine dust to considerable depth with outcroppings of solid rocks on the heights [9.18]. There is strong evidence of meteoritic impact in the form of brecciation and melting. Few lamellar markings in quartz or other indicators of intermediate shock have been found; the overwhelming evidence is from melting [9.19].

9.2.3 Miscellaneous

The principal application of shock wave and impact techniques in solid state chemistry is to the initiation of detonation. These studies have been motivated primarily by safety considerations and only in recent years by desire and need to know more about the process of initiation itself. Explosives have been beaten by hammers, crushed by falling weights, dragged over rough surfaces, dropped on the decks of battleships, drilled, poked, squeezed, pressed, burned, and otherwise mistreated, all in the interests of safety. The result is that an extensive lore of initiation has developed with very little real understanding. In the 1950's there started various experiments designed to shed some light on the mechanical and chemical processes involved in initiation. These have taken various forms, but have all been intended to expose the solid explosive to a plane shock wave for a known time and to determine the extent of reaction which occurred.

An experimental arrangement designed to measure the initiation of detonation by a sustained shock is shown in Figure 9.5a. The flyer plate is accelerated across a g-p by an explosive system and strikes one face of an explosive sample. The arrival time of the flyer at the left surface of the sample is recorded by pins "A"; arrival of the detonation wave at the right surface of the sample is recorded by pins "B". The difference between these times, \( T_B - T_A \), is the transit time through the sample, \( T \). The thickness of the sample, \( d \), and its steady detonation velocity, \( D \), are known. The quantity \( t = T - d/D \) is called the "excess transit time" and is a measure of the time required to start a steady detonation for the particular shock generated by this impact. A "time to detonation" can be defined as

\[
t_b = D t/(D - \bar{U}_s)
\]

where \( \bar{U}_s \) is a mean value of shock velocity in the sample. The
Figure 9.5. (a) Experiment to initiate detonation in sample with sustained shock. (b) Ditto for short duration shock.

Results of such a set of experiments are shown in Figure 9.6 for a particular explosive mixture known as HMX 9404-03 [9.20]. As the flyer plate velocity increases, the time required to initiate detonation decreases. A difficulty encountered in interpreting such experiments is that the Hugoniot of the unreacted explosive is generally unknown [9.21].

When the thick plate is replaced by a thin foil, as in Figure 9.5b, the excess transit time, t', is greater than t. The effect is shown in Figure 9.7. It seems clear that obtaining information of this kind represents a step toward understanding of these particular solid state reactions. It seems equally clear, however, that quantitative understanding is far off, particularly when the likelihood of three-dimensional effects influencing even plane detonations is considered [9.22].

Another interesting application is to the production of very high magnetic fields [9.23]. This is accomplished by first establishing a large static field in a configuration containing a short circuit conductor, then explosively accelerating the conductor. Magnetic flux, which is equal to the product of magnetic induction
and area, remains constant through the induction of eddy currents, area diminishes. so magnetic induction increases. Fields the order of 10^7 gauss have been generated in this way.

9.3 Engineering and Commercial Applications

These include explosive forming and welding, impact sintering of granular materials, explosive devices such as bolts, switches, timers, detonators, and electrical pulse generators, demolition and construction techniques for moving and fracturing rock, synthesis of new materials, such as diamond and BN, impact drilling, etc.

9.3.1 Impact Bonding

Explosive welding is a major area of application of impact mechanics. It was initially suggested by knowledge that metals can be permanently bonded under static pressure if two clean surfaces are brought together under high pressure and held for long enough to allow diffusion to take place. It seemed reasonable to suppose that the high pressures produced by high velocity impact might serve to produce diffusion welds, even though the available time at
pressure is small. It has in fact turned out to be quite easy to produce impact welds, though the mechanisms are not well understood.

The nature of the impact welding process is such that material is removed from the bonded surfaces during impact so prior cleansing is not required. Bonding is accomplished most readily in the configuration illustrated in Figure 9.8 [9.24]. The two metals to be

Figure 9.8. Configuration for impact bonding of two metals.
bonded are inclined at an angle $\alpha$. If the velocity of the point of impact as it sweeps across the plates is supersonic, a steady shock configuration originates at the impact point and flow in both materials is stable. Bonding occurs most readily if the velocity is subsonic, a condition achieved by adjusting $\alpha$. Then flow is unstable about the impact point and stress waves run ahead in one metal or both. One manifestation of unstable flow in this configuration is jetting [9.25] and theories of welding have been based on this hypothesis [9.26], [9.27]. Bonding may be produced whether air is allowed between the plates or not. If the system is evacuated the welds are more uniform and can be formed at lower impact velocities. The minimum impact velocities at which aluminum can be welded to aluminum and copper to copper are about $0.12 \text{mm}/\mu\text{sec}$ and $23 \text{mm}/\mu\text{sec}$ respectively. Some micrographs of explosively-bonded specimens using the above technique, with subsonic flow, are shown in Figure 9.9. Ripple marks at the interface are characteristic of the impact bond, but are occasionally

Figure 9.9. Micrographs of impact bonds formed from the configuration of Fig. 9.8 (obtained through the courtesy of Stanford Research Institute).
absent. The scale of ripples is determined by the materials involved, impact velocity and impact angle.

Principal difficulties encountered in applying the above technique to commercial processes are in setting the pieces at an angle $\alpha > 0$ and in evacuating the space between them. Both these problems can be avoided by placing the metals in loose contact and compressing them with an explosive which has a detonation velocity less than the elastic velocity in either metal. If the explosive is detonated at one end, the detonation, and therefore the point of impact, sweeps across the metal interface subsonically, thus satisfying the conditions for unstable flow.

There still remain many questions to be answered concerning the mechanics of impact bonding, but these do not prevent its application; it is presently being used, for example, to produce nickel-clad copper used in U.S. coins. It has been reported that bonding can be achieved between two plates in contact using sufficient explosive of high detonation velocity even though the subsonic condition is violated [9.28]. And the occasional formation of butt welds between adjacent pieces overlaid with explosive has also been reported [9.29]. In neither case are the conditions for unstable flow satisfied.

9.3.2 Shock Synthesis of Diamond

One of the most fascinating commercial or near-commercial applications of shock generation procedures is synthesis of diamonds from graphite [9.30]. There has been speculation about the synthesis of diamond in explosive assemblies for a very long time, and it is quite possible that some early experiments actually succeeded in producing diamonds, though positive identifications were not possible [9.31]. The first successful, verified effort was reported by De Carli and Jamieson in 1961 [9.12]. The principal problem they encountered was not in the making of diamond, that turned out to be quite easy; but rather in its separation from the graphite in which it was formed. Individual crystallites were found to be the order of a hundred angstroms in diameter, so rather high concentrations are necessary before positive identification can be made by x-ray diffraction. A phase diagram for diamond, which is quite speculative, is shown in Figure 9.10. The shaded region labeled “shock wave synthesis region” represents the range of shock pressures and temperatures in which De Carli has succeeded in producing diamonds. In these experiments temperature and pressure variations are associated with variations in the shock driver.
system and in initial graphite density. Graphite can be shocked either by placing explosive in direct contact with graphite or a container of graphite or by using explosive to drive a flyer plate against graphite or graphite container. When graphite density is increased in a given explosive system, shock pressure usually increases but shock temperature may go down. Introduction of porosity in a sample at fixed shock pressure causes temperature to increase rapidly. Because of this interdependence of temperature, pressure and porosity, it is a difficult matter to determine the \((p,T)\) region in which shock synthesis occurs. The situation is further complicated by variations in duration of shock pressure in various experiments. By and large it can be said that duration of the shock pulse diminishes as amplitude increases. Then if the transformation from graphite to diamond is a rate process, the rate of transformation diminishes as temperature decreases. So the amount of transformation which occurs in a given experiment may diminish as the pressure increases. Moreover, there is most likely some reversal of the transformation on release of shock pressure. De Carli reports [9.32] some indication that shock synthesized diamond which has been allowed to cool slowly after being shocked contains larger crystallites than samples which are rapidly quenched. This seems rather odd, since graphite is the stable phase at atmospheric pressure; it is one more indication that shock synthesis of diamond is a very complicated process and that our understanding of it is still
very limited.

Before any reader rushes out with explosive and graphite to manufacture a diamond bauble for his lady, he should be warned that the product is blackish or silvery, very hard to separate from graphite, polycrystalline, and very small. Some of the larger ones are shown in Figure 9.11.

![Figure 9.11. Polycrystalline diamond formed from graphite by shock compression. Largest dimension 700 microns; thickness ≈ 10 microns. Courtesy of P. S. DeCarli, Poulter Laboratories, Stanford Research Institute.](image)

Shock wave synthesis of valuable materials may turn out to be a fruitful area for application of shock wave technology. It is difficult to assess the present commercial status of shock-synthesized industrial diamonds, but at least two companies are involved in the process and presumably hope that it will be profitable. There may be other substances which can be synthesized this way which will prove to be equally or more profitable; very small particles of cubic boron nitride have been produced in shock, and other candidates may appear.

9.4 Ordnance Applications

The fundamental processes of war are destruction of property and personnel and protection from destruction. Of various destructive processes which exist or can be invented, destruction by violent mechanical means is certainly most common; and this leads
directly to problems of impact and shock wave propagation. It has been emphasized in previous pages that applications of shock wave studies are not limited to the military, but there is no denying that they are important to military matters. Many ordnance applications are obvious and well known. Other applications are newer and may relate to subjects discussed earlier in this chapter. Impact considerations are involved in penetration of armor plate, fragmentation of shells, acceleration of particles by explosives, explosive dispersal of liquids, blast effects of explosives and demolition, nuclear weapon design and many other problems. Here we consider design of liquid dispersal devices and armor penetration.

9.4.1 Explosive Dispersal of Liquids

An idealized version of an explosive device for dispensing liquids is shown in Figure 9.12. The central sphere, region 0, contains explosive; the spherical shell, A, separates material to be dispersed, in B, from explosive, and the outer shell, C, encases the device. Practical details, such as placement of the initiator and its leads are ignored. In the ideal case the explosive, 0, is initiated at the center and a spherical detonation wave travels outward. Impinging on the shell A, it produces a series of shocks which are transmitted to the filler, B. These shocks tend to coalesce by the usual shocking-up process as they move outward, and a single shock will normally impinge on the outer case material, C. There will usually be a shock reflected into B from C and one driven forward into C. When the latter shock reaches the outer free boundary of the case it reflects as a rarefaction, accelerating the case outward.

![Figure 9.12. Schematic cross-section of idealized chemical burster.](image-url)
and driving a rarefaction back into the filler in $B$. After multiple reflections in $C$, the filler and case achieve a common outward velocity. This expansion of the case induces hoop stresses which eventually cause it to fracture. From this point on, spherical symmetry is destroyed and the behavior of the system becomes very difficult to describe. Filler $B$ is ultimately dispersed in droplets throughout a volume the order of a thousand times its initial volume and then further dispersed by diffusion and convection in the atmosphere. Various steps in the early process are illustrated in Figures 9.13 and 9.14.

![Figure 9.13. Shock wave incident on shell bounded by void (a) x-t plane, (b) p-u plane.](image)
In Figure 9.13 is shown the effect of a uniform shock wave in the filler, B as it impinges on the outer case, C. The case is assumed to have higher impedance than B, as shown in Figure 9.13 (b). The points labelled 1, 2, 3, ... in Figure 9.13b correspond to the regions 1, 2, 3, ... in Figure 9.13a. The states 3, 5, 7, ... are all zero pressure states corresponding to the condition that the outer region is a void. The final velocity, \( u_f \) is reached by the ringing up process shown. In practice the incident shock is not uniform but is followed by a rarefaction with states lying along OC in Figure 9.13b. This means that the states 4, 6, 8, etc. do not lie on a single cross curve of material C as shown, but on a succession of cross curves, each lying below the previous one. Then the final velocity is less than \( u_f \) and is reached in a time which depends on the rate of
decay of the wave behind the initial shock. Clearly it takes a longer time to reach the final state if \( OC \) is very steep.

In Figure 9.14 is illustrated the somewhat more complicated situation at the inner shell, \( A \). Here again it is assumed that the incident wave is a uniform shock and the geometry is plane. To take the real situation into account is straightforward but tedious. The final state reached in this case is found just as in the previous problem, but instead of ringing up to states along the \( p = 0 \) axis, the material in \( A \) rings up to \( u_f \) on the Hugoniot of \( B \), which is assumed here to lie below \( A \). Here, too, the effect of the rarefaction following the incident shock or detonation wave is to replace the single cross-curve 1, 2, 4, \ldots by others lying successively below one another until a final state to the left of \( u_f \) is reached on \( OB \).

The analyses shown in Figures 9.13 and 9.14 are reasonably applicable to a burster in which the cases are very thin. Then the rise time associated with ringing up can be ignored. Otherwise the more complicated analysis taking account of rarefactions as indicated above is required.

Although it is helpful to break the problem into pieces and analyze these by characteristic methods, any detailed calculations are better done by direct numerical integration using a \( Q \)-code of the kind described in Chapter 5. Such calculations are useful in describing the early stages of burster behavior, but they are useless beyond the point of fragmentation of the outer shell. Then considerations beyond those discussed in this book control the situation and, in fact, the later behavior is very poorly understood.

### 9.4.2 Penetration of Armor by Projectiles

Protection of a target by armor and penetration of armor by projectiles are very complicated problems, and their complete understanding requires much more in the way of mechanical and physical consideration than is the subject of this book. However, impact and shock do play major roles in the process of penetration, and by using the concepts developed in preceding chapters we can gain some understanding of the process.

First of all we note that there are three possible modes of failure for any armored target. The one which predominates when large, slow projectiles impinge on it is structural failure. In the case of a simple plate this occurs initially by bending, then by stretching and, finally, fractures may occur. At high velocities, penetration is controlled by local impact effects without involvement of bending or gross structural failure. Roughly speaking this will occur when
the time required for the projectile to penetrate the target is small compared to the time for a bending wave to reach the nearest support member. At intermediate velocities, both local and structure effects are important. The third mode is spall, associated usually with direct attack by explosive in contact with the armor, although it may result from high velocity projectile impact: if a layer of explosive of thickness $1/16$ to $1/2$ the thickness of steel armor plate is placed in contact with the plate and detonated, a layer of thickness the order of half the explosive thickness or greater and of area somewhat less than the explosive area will be ripped off and projected inward at high velocity. The mechanisms of spall have been discussed by Rinehart [9.33] and others and will not be considered here.

Low velocity penetration is apt to be controlled by bending, as indicated above. In a simple approximation we can suppose that the plate is subjected only to membrane forces and is supported at radius $c$. If the target has been stressed to its yield point, $o_0$, then the force resisting penetration is

$$F_1 = o_0 \pi dh \sin \theta = o_0 \pi dx/c$$

where $d, h, x, c$ are defined in Figure 9.15. Then if perforation of

![Figure 9.15. Low velocity penetration.](image)

the plate occurs at displacement $x_0$, the energy required for perforation is

$$W_1 \approx \pi o_0 dch(x_0/c)^2$$
Equating this to the kinetic energy of the projectile having mass \( m \), we get for the minimum velocity for perforation,

\[
v_c = 2\sqrt{\frac{\pi \sigma_0 d h}{m}} \frac{x_0}{\sqrt{c}}
\]

(9.14)

At somewhat higher velocities the force resisting penetration will be augmented by shear resistance of the plate itself. In Figure 9.16 we envision a situation in which penetration of the target is achieved by the projectile pushing out a plug of the same diameter. We again suppose that the target is stressed to the failure point \( \sigma_0 \) and that the shear represents a drag stress acting on the projectile:

\[
F_2 = \pi d \sigma_0 x
\]

(9.15)

The work done in pushing out the plug is

\[
W_2 = \pi d \sigma_0 h^2 / 2
\]

(9.16)

Adding Eqs. (9.13) and (9.16) yields the expression

\[
\frac{W}{d} = \frac{W_1 + W_2}{d} = S(hc + ah^2)
\]

(9.17)

where \( S = \pi \sigma_0 (x_0/c)^2 \) and \( a = c^2 / 2x_0^2 \). Supposing that \( \sigma_0 x_0/c \) is a constant of the target material, we find that Eq. (9.17) yields a reasonable representation of the threshold energy required to penetrate steel plates up to 0.3 inches thick with flat ended rods for
W/d up to 1500 ft-lbs/inch [9.34]. This is within the range of incidence one might expect for reactor control rods ejected by accident and incident on the protecting shell of the reactor complex. If the projectile is very long, the time required for penetration of the target may not be large compared to the time for a wave to travel from one end of the projectile to the other. In that case, it is appropriate to match the wave impedance of the rod to that of the plate instead of considering it a rigid mass. For example, suppose the rod is infinitely long and penetration is resisted by a force \( F(x) \). Then the resistance generates a simple wave in the rod, and the equation of motion becomes

\[
\frac{dx}{dt} = u_o - \frac{c}{\rho v} = u_o - \frac{4F(x)}{\pi d^2 \rho v}
\]  

(9.18)

For \( F(x) \) given by \( F_1 + F_2 \) in Eqs. (9.12) and (9.15), this yields

\[
x = \left( \frac{u_o}{a} \right) \left[ 1 - \exp(-at) \right]
\]  

(9.19)

where

\[
a = \frac{4a_0(1 + h/c)}{d\rho v}
\]

\[
\rho = \text{density of projectile}
\]

\[
v = \text{speed of thin bar waves in projectile}
\]

\[
u_o = \text{initial velocity of projectile}
\]

If \( u_o \) is sufficiently large \( x = x_0 \) for finite \( t \) and the projectile penetrates with some residual velocity. Figure 9.17 is a micrograph of a target which has not been completely penetrated by a projectile. Both the shearing out of the plug and bending of the target are evident.

At still higher velocities complete perforation of a thin target may be easily achieved, but the velocity of the projectile is significantly reduced. This reduction can be estimated from the forces of Eqs. (9.12) and (9.15) and from momentum exchange with the target. As projectile velocity increases, momentum exchange dominates and the final velocity can be calculated simply by equating the initial momentum of the projectile with the final momentum of projectile plus a plug from the target having the same area as the projectile. Then the velocity loss for initial velocity \( v_o \) is

\[
\Delta v/v_o = \alpha(1 + \alpha)
\]  

(9.20)
Figure 9.17. Micrograph of 1/4” steel target partially penetrated by 1/4” diameter steel sphere. Target Material — 4130 tempered marzinsite. Projectile — 2100 steel at 1.24 am/insec. Courtesy of Marvin E. Backman, USN Ordnance Station, China Lake, California.

This micrograph is reproduced through the courtesy of Dr. Marvin Backman of the Naval Weapons Center, China Lake. An analysis is contained in a paper by Dr. Backman to be published in the Proceedings of the Conference on Metallurgical Effects at High Strain Rates, held February 5-8, 1973, Albuquerque, N.M.

where \( \alpha = \rho Ah/m \)
\( \rho \) = target density
\( A \) = cross section of projectile
\( h \) = target thickness
\( m \) = projectile mass.

The principal mechanism of energy absorption for slow projectiles is probably plastic bending of the target plate. On impact a plastic bending wave radiates outward and the radius affected after a time \( t \) is proportional to \( \sqrt{t} \). As projectile speed increases, time for penetration decreases and the plate area subject to bending gets smaller. Thus, bending becomes less important as projectile speed increases. From these concepts, one can understand why pointed projectiles penetrate more easily than flat ended ones. As the pointed end penetrates into the target it generates bending waves, but these bending waves travel outward at a slower rate than the projectile radius increases, therefore the mechanism of bending is removed or effectively reduced as a source of energy absorption.
So far we have been discussing ideal situations in which the projectile is undeformed by the impact and subsequent penetration. This approximation is reasonably accurate up to velocities of a few thousand feet per second at most, and it may fail well below a thousand feet per second. Sir Geoffrey Taylor has described the process of projectile distortion for flat-ended steel projectiles on armor plate [9.35]. By allowing the impact to generate elastic-plastic waves in the projectile, with elastic waves reflecting between the plastic wave front and the rear of the projectile, he was able to describe mushrooming of the projectile at a few hundred feet per second. At the order of a thousand feet per second the approximations in his theory failed as distortion became more extreme. In general it can be assumed that the contact area between projectile and target will be increased by plastic distortion.

At velocities of six to ten millimeters per microsecond hydrodynamic behavior of both projectile and target can be invoked. Then the penetration procedure becomes analogous to digging into the earth with a garden hose: a hole is “washed” in the target and the projectile is consumed in the process. The mechanics of jet penetration, treating both projectile and target as incompressible fluids was first developed during World War II [9.36]. When applied to a semi-infinite target as in Figure 9.18, the

![Figure 9.18. Penetration of semi-infinite target by high velocity jet. v = jet velocity, U = penetration velocity.](image)

theory yields depth of penetration, $d$, in terms of the projectile or jet length, $L$:

$$d = L\sqrt{\frac{\rho_j}{\rho}}$$

where $\rho_j = \text{density of jet material and } \rho = \text{density of target material.}$

This theory has been widely used in connection with shaped charges
and is reasonably successful for ductile materials with high melting points. It does not work well for glass or for lead.

At extremely high projectile velocities, say 50 mm/\(\mu\)sec, new phenomena come into play. A small pellet striking a thick target can be expected to come to rest very quickly and at a short distance into the target. Its total energy has been given to the target in this time and is confined to a volume bounded by the stopping time and the shock propagation velocity. The latter limit expresses the inability of the target material to carry energy away from the impact point as rapidly as it is delivered. Consequently the energy density in the target may be very high; much higher, for example, than in a chemical explosive, so the effect of the impact on the target is the same as a very intense, nearly point explosion.

In this discussion of penetration an effort has been made to describe the kinds of physical and mechanical behavior which can be expected in various material and velocity regimes. The formulae given are at best approximate, but the idea that penetration results from competition between mechanisms for carrying energy away from the impact point and rate of delivery of energy in impact is sound. Unfortunately, implementation of this idea is not simple.

It has been tacitly assumed, for the most part, that both projectile and target are ductile. If they are brittle, crack propagation must be added as a mechanism for energy transport. The penetration problem is not fundamentally changed in this case, but effects on both projectile and target can be dramatic because of the large Hugoniot elastic limits and compression moduli which can be obtained in brittle materials. This is well illustrated by a program being carried on at the Lawrence Livermore Laboratories by Mark L. Wilkins and his colleagues [9.37 - 9.41]. They are concerned with the penetration of ceramic-faced two-component armor by small-caliber projectiles with impact velocities from about 1000 to 3000 ft/sec. They have conducted parallel numerical and experimental studies which have led to a new understanding of the penetration process and to new concepts in armor design.

The geometry of their experiments is shown in Figure 9.19. Some significant features of a typical calculation are shown in Figure 9.20. The dark regions radiating from the point of impact and growing from the interface toward the projectile represent regions of fracture. This work deals almost exclusively with ceramic materials which have large Hugoniot elastic limits and large compression moduli. Consequently the stress developed at the point of impact is very much greater than the yield strength of the projectile, causing it to flow laterally and to be essentially removed.
from further consideration. While this destruction of the projectile tip is occurring, the fracture conoid shown in Figure 9.20 is spreading toward the interface of ceramic and the backup plate. The backup plate itself is subjected to a large pressure over an area approximately defined by the extension of the fracture conoid, and as a result of this pressure there is a strongly localized movement of the interface away from the impact surface. This movement arises from a combination of material compression under the impact point, deformation produced by strong shearing stresses caused by the non-uniform loading, and bending response of the backup plate. The initial deflection produces tension in the ceramic near the interface. The ceramic is weak in tension, so it fractures in the region adjacent to the interface and beneath the impact point.

As time passes the region of fracture spreads to encompass the entire fracture conoid, the local compression modulus is reduced so that the impact stresses lie below the yield stress of the projectile, deterioration of the projectile tip is arrested and the penetration proceeds. The ceramic turns out to retain its effective modulus well beyond the time when fracture is complete within the fracture conoid. For the case shown, fracture is nearly complete at six microseconds after impact, but projectile erosion continues for approximately 9 more microseconds. The net result of this is that only about 60% of the projectile energy is delivered to the target. The rest of it is carried away by the ejecta.

Dramatic evidence of the correctness of the above ideas is contained in a series of experiments in which ceramic thickness, backup thickness and materials were varied. Some of the most germane are briefly described below.
Figure 9.20. Calculation of development of fracture conoid and axial crack in alumina [9.39].

(i) 0.34" of Al$_2$O$_3$ (Coors Ad-85 Alumina) was backed by a one inch plate of tool steel. A projectile striking it at 2300 ft/sec was completely destroyed and, except for a few cracks in the ceramic, radiating from the impact area, the target was intact and undamaged. Here the axial fracture region resulting from plate motion was suppressed, so the compressive modulus of the ceramic remained high.
(ii) Aluminum backup plate thickness, S, was varied while ceramic thickness, \( \Delta \), was held constant. The ballistic limit, \( V_{BL} \), increased steadily with S until \( S \approx 0.23'' \). At this thickness there was a nearly discontinuous increase in \( V_{BL} \), and for larger S, \( V_{BL} \) increased only slowly. This change results from a transition of backup plate response from the bending mode for thin plates to shear or plug fracture, like that shown in Figure 9.17, for thick plates.

(iii) Ceramic thickness, \( \Delta \), was varied while backup plate thickness was held constant. It was found that \( V_{BL}/\Delta \) was constant for any particular ceramic. The numerical value of the constant depends on the ceramic material and on the dynamic strength of the backup material. Surprisingly, the dynamic strengths of 6061-T6 Al and woven fiberglass roving turn out to be nearly the same, though their bending moduli are much different. The constancy of \( V_{BL}/\Delta \) is suggested by the following simple argument. Suppose that the ceramic responds elastically to impact even at these high pressures. Then the stress produced at any point in the ceramic is proportional to impact velocity and decreases approximately with distance, \( r \), from the point of impact as \( 1/r \). Then at the ballistic limit the stress at the ceramic-backup interface is proportional to \( V_{BL}/\Delta \). The constancy of \( V_{BL}/\Delta \) implies that motion of the interface is the primary reason for failure of the target to defeat the projectile, and that this motion depends upon the stress applied to the backup plate.

(iv) Simultaneous measurements were made of positions vs time of rear surface of the projectile, projectile-ceramic interface, ceramic-backup interface, and back face of the Al backup plate using flash x-rays and streak camera. From these it is evident that erosion of the projectile continues until almost twenty microseconds after impact and that penetration into the target does not start until about that time. In this particular case the projectile velocity was 2800 ft/sec and the residual length of the projectile, after erosion was complete, was 0.55 inches. With a fiberglass backup plate, penetration started earlier, perhaps as early as ten microseconds, and erosion of the projectile continued until almost 30 microseconds, though the final length was the same as for aluminum backup. This difference is apparently due to the lower bending modulus of fiberglass.

\* \( V_{BL} \) is the impact velocity at which the probability of penetration is 0.5.
APPLICATIONS

(v) Geometric scaling was verified for Coors Ad-85 Alumina, B₄C and BeO ceramic targets using 0.25", 0.30" and 0.45" projectiles. When target dimensions were changed in the same ratio, \( V_{BL} \) was unchanged, indicating that the penetration process does not depend significantly on dynamic effects such as dislocation motion, and that it does not involve any characteristic physical lengths.

(vi) The effects of projectile strength were verified by experiments in which the projectile was both "stronger" and "weaker" than the target. If the projectile is stronger, it goes through the target with but little deformation. If it is weaker, it erodes in the fashion described above, and it makes little difference how much weaker. In this context, "stronger" means having a larger compression modulus, a larger Hugoniot Elastic Limit and a larger yield strength in tension. The relative importance of these is ill-defined. If the projectile is weaker than the ceramic, penetration seems to depend primarily on the kinetic energy of the projectile.

From the above discussion it is clear that a high ballistic limit for a two component armor requires a ceramic with high compressive strength and modulus which will resist tensile stresses, perhaps because of ductility, at the ceramic-backup interface. The backup plate should have a high bending modulus and strength and a high shear strength. Since fiberglass and aluminum backup give similar results, it is apparent that the ability to withstand large deflections compensates in some way for lack of bending stiffness. Since \( V_{BL}/\Delta \) is constant for a given ceramic, it is clear also that lightweight ceramics are advantageous because \( \Delta \) is larger for a given weight and \( V_{BL} \) is thus increased.

A search for new materials, including beryllium-boron compounds, is underway and it is apparent that this detailed study will lead to significant improvements in armor.

The computations described above were made with the two dimensional "HEMP" Code [9.42]. There are a number of other two dimensional codes which are suitable for these problems; all require a great deal of machine time for detailed analysis.
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Impacts at ultrahigh velocities (hypervelocities) have been studied for the past two decades because of their importance to fundamental materials science and their applications to space and military technology. Shockwaves generated by hypervelocity impacts compress solids to pressures well above those achievable with any other laboratory technique (typically one to ten megabars). Under such pressures, all materials flow freely and exhibit a number of other unique properties. Perhaps the greatest impetus to hypervelocity impact research arose from the potential hazard of meteoric impacts to space vehicles. Large-scale programs were devoted to establishing the damage potential of various meteoric impact situations to space vehicles and to developing techniques for coping with identified impact hazards. Finally, concepts involving hypervelocity impact have been considered widely as alternatives to nuclear explosions for attacking enemy space weapons systems.

Before discussing recent developments of hypervelocity impact research, let us consider some basic facets of the field. The definition of hypervelocity impact has been the subject of considerable discussion since the concept was first advanced. The most generally accepted definition at present is that hypervelocity covers the impact velocity regime where the peak stress induced by the primary shock wave greatly exceeds the material strengths of both target and projectile. This definition assures that the projectile and target material behave as compressible fluids during the early phases of the impact process and that the shock stresses may be treated as pressures. Relatively simple relationships developed to describe fluid dynamic processes can, thus, be employed to describe
the early phase of hypervelocity impact processes with considerable rigor. Of course, the peak shock stresses decay quite rapidly as the wave propagates outward from the initial impact site, and is overtaken by release waves emanating from free surfaces encountered by the primary shock wave. A point is reached during any impact process where the stress falls to the point where material strength must be considered. Analysis of the impact process from this point onward is complicated both by substitution of the more complex tensor representation of stress for the relatively simple pressure concept and the more involved response of materials to these rapidly-applied stresses—an area of materials response that is not yet well understood. The simplification afforded by considering early parts of the impact processes hydro-dynamic allowed computer codes of manageable size to be developed more than a decade ago for describing hypervelocity impacts [A.1]. Similar programs have been perfected only relatively recently for handling strength dependent phenomena well enough to compute the later stages of hypervelocity impacts effectively or to consider lower velocity impacts where the initial hydrodynamic approximations cannot be used.

A problem associated with the above definition of hypervelocity impact is that the lower velocity limit is materials dependent. Analysis of impact-induced shockwaves presented elsewhere in this book show that peak shock stress during an impact is dependent upon shock impedences of the projectile and target materials as well as impact velocity. Material strength is also dependent upon the materials considered, of course. For these reasons, lower velocity limits of the hypervelocity impact regime vary typically from below 1 km/sec for impacts between very soft materials such as lead and wax through approximately 4 km/sec for intermediate density and strength materials such as aluminum, copper, and iron to probably greater than 12 km/sec for extremely rigid, low density materials like beryllium.

Descriptions of hypervelocity research efforts up to the past two to three years have been compiled in a number of sources. Perhaps the most complete are the proceedings of a group of seven hypervelocity impact symposia held at regular intervals between 1955 and 1965, [A.2] to [A.8]. An independent AIAA conference held during the Spring of 1969 effectively updates this sequence [A.9]. In addition, a group of three conferences were held discussing techniques used for hypervelocity research, [A.10] to [A.12]. A coherent discussion of hypervelocity impact science and engineering is contained in a book entitled, “High Velocity Impact
HYPERVELOCITY IMPACT

Phenomena," which discusses most subjects of general interest currently through sometime in 1969 [A.13].

The remainder of this article is an update of selected topics in the overall field of hypervelocity studies covering the period from 1968 to the present. Emphasis has been placed upon experimental investigations since theoretical developments of hypervelocity impact phenomena covering the same time period are described elsewhere in this book.

THICK TARGET RESEARCH

Thick target impacts are those where the impact process is not affected significantly by the rear or side surfaces of the target. Early studies of hypervelocity impacts into thick targets concentrated upon establishing the qualitative nature of the impact process and developing empirical relationships for describing the resulting cratering.

Many general attributes of hypervelocity impacts have been observed and recorded prior to 1968 of which the following are examples. Crater shape becomes essentially independent of projectile shape in the hypervelocity regime as long as no projectile dimension differs greatly from any other. Projectile strength does not affect the final crater dimensions for a hypervelocity impact. Crater volume is approximately proportional to the kinetic energy of the projectile, but the proportionality constant is dependent upon both projectile and target materials. The primary factors controlling this constant appear to be the shock impedance of the projectile material and both the shock impedance and strength of the target material. Finally, craters from hypervelocity impacts at oblique angles to the target surface are nearly symmetric about a line perpendicular to the target surface at the impact point. The impact velocity component perpendicular to the target must exceed the minimum for the hypervelocity regime for symmetry to be achieved. This criteria represents an effective approach for identifying the hypervelocity threshold velocity and may even serve as an operational definition for the hypervelocity regime.

More recently, emphasis in the study of hypervelocity impact has shifted to detailed studies of the impact process. These studies have been relatively quantitative and have succeeded in resolving the impact event into its various time domains.

An early study that pioneered this approach was carried out by Geiring [A.14] who used early flash x-ray equipment to radiograph aluminum targets struck by steel pellets at various times
after initial contact. Exposure times for the radiographs were short enough to effectively "freeze" the crater growth process. Crater depth and diameter were measured from these radiographs and crater volumes were computed. Later, Gehring et al. extended this work and included crater growth data from several other target materials inferred from photographic ciné records of the crater plume growth [A.15].

Recently, Prater expanded this early work using modern flash x-ray equipment to carry out an intensive study of crater growth in a number of aluminum alloys [A.16]. Figure A.1 is a schematic of

![Figure A.1. Experimental arrangement for taking 10 sequenced radiographs of a crater during its growth. The 4 generators over the target produce radiographs showing crater depth and diameter: The 6 units behind the targets provide measures of crater diameter only.](image-url)

his experimental setup. Up to ten flash x-ray generators were placed around and behind a cylindrical aluminum target impacted normally on the center of one face. The generators were fired in sequence and the firing times were measured precisely relative to initial contact time. Measurements were made of instantaneous crater diameter from pictures taken through the rear of the target.
and both crater depth and diameter from pictures taken through the target side wall. In this way, from ten to forty crater diameter vs. time points and six to twenty-five depth vs. time points were accumulated during a series of nearly identical impacts.

Prater discovered that crater dimensions grow approximately exponentially to their final dimensions. No dimensional overshoot and recovery of the crater depths or diameters were observed, although this phenomena had been reported earlier [A.14]. By carrying out identical experiments using several aluminum alloys and heat treatments, Prater discovered that all the hypervelocity craters grew at the same rate for the first part of the impact process, i.e., independent of target strength. Later, the strength dependence became evident as crater growth was arrested. Arrestment started first in the strongest target, and last in the weakest (see Figure A.2).

Figure A.2. Comparison of crater growth rates in four aluminum alloy targets. Crater diameter “D” is plotted against time from impact start “t”. Both are normalized with projectile diameter “d”.

Finally, Prater observed that the final crater shape was achieved very early in the impact process and was then maintained until
crater growth was complete.

The results of Prater's studies — particularly with regard to the effect of target strength upon both early and late phases of crater growth rates — bore out the widely believed qualitative concepts of hypervelocity cratering phenomena. More important, this data has been compared in detail with predictions of several computer codes that embody both the most recently developed theoretical models of the impact process and numerical techniques [A.16]. Results of these comparisons indicate general agreement between experiment and code predictions, but significant differences in detail. The importance of the differences — and their source or sources — have not yet been determined.

A second area of recent hypervelocity impact investigation involves determining the peak stresses induced in impacted targets as a function of position relative to the impact point. These stresses are controlled by the peak stress developed near the original contact point, the interaction of the waves with the free surfaces of both the target and projectile, and the wave propagation characteristics of the target material. Mapping of stress fields produced by hypervelocity impacts provides a very fruitful approach for evaluating and guiding the development of modern impact theories as well as assaying in detail the damage potential of such impacts.

An early investigation of these phenomena was carried out by Charest [A.17], who impacted a series of aluminum plates of varying thickness and observed rear surface motions. The peak velocity achieved by the rear surface of a target as it is subjected to a shock wave can be related to the peak velocity of the material behind the shock and to the peak shock stress via straightforward analytical techniques presented elsewhere in this book. Charest argued that the shock wave breakout on the rear surface of a target directly opposite the impact was unaffected by the remainder of the rear surface which had not yet been reached by the impact-induced wave; and, therefore, that the stress inferred from the motion was just that which would have been achieved at the equivalent depth in a thicker target. For thin plates where the stresses were very large, Charest measured rear surface velocity by simply observing the surface edge-on with a high speed ciné camera. This technique became progressively less accurate as thicker plates were impacted, because the stress levels fell to the point where target strength effects decelerated the rear surface before its velocity could be sensed. Charest alleviated this problem by using classic pellet fly-off techniques, i.e., pellets of the same material as the targets were placed flat against the rear surface. When the rear
surface accelerates to its peak velocity, the pellet is likewise accelerated and separates from the surface as it is decelerated by strength effects. The pellet retains the peak rear surface velocity which is measured with a ciné camera as the pellet flies.

On the basis of a relatively small study, Charest concluded that pressure in 2024-T3 aluminum targets impacted by aluminum spheres reduced from its peak value directly under the point of initial contact by the $-1.6$ power of the depth into the target, i.e.

$$\frac{\sigma_n}{\sigma_H} = 1.234 \left( \frac{R_s}{R_{so}} \right)^{-1.6} \quad \text{for } R_s \geq 1.14 R_{so} \quad (A.1)$$

where $\sigma_n$ is the stress at a depth $R_s$ into the target; $\sigma_H$ is the one-dimensional Hugoniot pressure associated with the impact; and $R_{so}$ is the projectile radius.

Figure A.3. Experimental setup used to measure rear surface motion of small half-cylindrical targets. The projectile enters from the right and strikes the flat face of the target. Rear surface expansion is photographed with a fast ciné camera aligned with the thin wires. (The wires are used to mark the debris cloud so material direction can be observed.)
Prater [A.16] expanded Charest's approach to measure the peak stress in all parts of the target. His basic target configuration, shown in Figure A.3, is half a cylinder struck normally in the center of the plane defining a diameter. The approximately spherical shock wave expanding from the impact point reaches all points nearly simultaneously on a line across the cylindrical surface opposite the point of initial contact. Ciné photographic sequences were analyzed to determine peak surface velocity which was used to compute maximum shock stress at one distance from the impact point but at all angles from the target surface. Cylinders of various diameters were fired to determine dependence of peak shock stress upon depth into the target. When cylinder radii became large enough so that peak stresses fell below values where the target

![Diagram](image)

Figure A.4. Target design for measuring peak shock stress in large targets. The rear surfaces are each normal to shockwaves from the impact point and, are equidistant from it. Fly-off pellets and piezoelectric gages are mounted on these surfaces to monitor peak shock stress.
strength could be ignored, the shape of the target was changed to that shown in Figure A.4. These shapes have the property that the flat rear surfaces are each perpendicular to the shock wave emanating from the impact and are all the same distance from the impact point. Fly-off pellets were mounted on these surfaces and their motions were observed with a high-speed cine camera. Piezoelectric pressure sensors of a very simple design were mounted adjacent to the pellets. In several instances, these gages yielded stress vs. time records of the on-coming shock waves.

The results of many of these experiments carried out with various aluminum alloy targets show that the peak stress of the shock wave falls with the \(-1.46\) power of the depth into the target during the early phases of the impact for all of the alloys. A sharp transition occurs to pressure drop rate with the \(-2.13\) power of the radius for each target material tested (see Figure A.5). These powers apply to equations of the same form as Eq. A.1. The stress at which this transition occurs and, hence, the position in the target is dependent upon target material with the transition occurring at the
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Figure A.5. Measured values of peak shock stress are plotted vs. target depth directly below the impact for 6.2 mm aluminum spheres striking various alloy aluminum targets at 7 km/sec. Note the sharp transition in attenuation rate occurring at stress levels between 20 and 50 Kb.
lowest stress for the softest alloy and at the highest stress for the hardest. The stresses at which these transitions occur, however, are well in excess of any strengths associated with the target materials. Prater hypothesized that the transition occurs when release waves from the front target surface overtake the primary shock wave and attenuate it. The rate at which the release waves move is dependent upon the strength of the target material.

Prater's data indicates that pressure at a particular radial distance from the impact point is independent of angle measured from the normal from the impact point as long as this angle is less than approximately 45°. At higher angles, peak stresses attenuate monotonically with increasing angle until they reach zero at 90° (i.e., along the impacted surface). The pressure reductions are almost certainly caused by the progressively increasing effects of front surface rarefaction waves. The existence of the transition between the two rates of stress reduction with depth into the target was not heretofore expected. Data from earlier experiments was too sparse to resolve the transition and computer codes did not predict it although, in at least one instance, such a phenomena was observed in a code prediction but was interpreted as a numerical difficulty [A.18].

Again, the principal value of the shock field data lies in its use for evaluating present codes for investigating dynamic mechanical processes and for guiding the development of future codes. In the future, work along these lines is expected to continue with emphasis being shifted to studying impact situations where homogeneous metals are struck obliquely and where targets of non-homogeneous material are impacted. The oblique impact studies will provide time resolved data for guiding the development of codes for simulating three dimensional mechanical events and impacts into composite materials will provide much-needed data concerning the propagation of shock waves in composites and the behavior of composite materials subjected to them. Finally, the currently available techniques for measuring impact phenomena are still in an early stage of development. Progressive development of these techniques will provide data of continually increasing resolution and relevance to the solution of particular theoretical problems.

THIN TARGET IMPACTS

Impacts with targets as thin or thinner than characteristic projectile dimensions have been studied extensively as part of both
basic and applied research programs. Thin target impacts allow the early hydrodynamic phase of impact processes to be separated from later phases so that phenomenology associated with hydrodynamic flow of solids can be investigated directly. Before the hydrodynamic phase of the impact process is completed, material from the target and projectile is projected behind the plate as a debris cloud (see Figure A.6). Residual shock stresses in the material are relieved within this cloud without affecting the overall cloud characteristics significantly so that the dynamic characteristics of the cloud may be considered as “frozen” information about the original impact process. Cloud characteristics may be studied over relatively long time periods.

Thin target impact phenomena also control the operation of extremely effective particle shields developed for protecting space vehicles from hypervelocity impacts. Whipple originally suggested placing a thin plate some distance outboard from the hull of a space vehicle to protect the vehicle from meteoroid impacts [A.19]. An incoming pellet is destroyed by impact with the plate, and the material forms a debris cloud which expands rearward against the vehicle hull. The cloud strikes the hull over an extended surface so that the areal density of the impulse and energy delivered by the cloud is much less than that of the original impact, thus providing
the desired protection. The effectiveness of such particle shields increases with increases in impact velocity over a wide velocity range since the violence of the original impact determines the amount the debris cloud spreads before it intercepts the hull. Optimized shield designs for protection against simulated meteor impacts have been shown to be as much as seven times more effective than homogeneous armor on a weight-per-unit-area basis [A.20].

Early studies of thin-target impact established engineering design criteria for two-plate particle shields designed to protect satellites against meteoroid hazards [A.21]. Later, emphasis shifted toward obtaining a quantitative understanding of the various phenomena governing shield performance so that shield design could be optimized in a sensible manner. The most extensive of these studies was carried out by investigators at the General Motors Defense Research Laboratory. The results are compiled as a chapter in Reference A.13.

A number of investigators found that the most important parameter governing shield performance is the size distribution of fragments in the debris cloud. Although mean fragment size is diminished slowly with increasing impact velocity, the largest and most important changes occur when the debris material changes state due to material heating by the impact processes [A.22]. Large increases in shield effectiveness have been observed upon melting and upon vaporizing of the pellet and plate materials [A.23]. The second most important parameter affecting shield performance is the spacing between the two plates — which determines the area of the hull impacted by the debris cloud and, hence, the areal density of the delivered impulse and energy [A.20]. Many other characteristics of the debris cloud and hull plate response have been identified and are described in the cited references.

Computer codes designed to analyze dynamic mechanical events have a great potential for guiding the development of two-plate particle shields. Their accuracy and reliability in such situations must be established before they can be used with confidence, however. For this reason, considerable interest has been developed recently for comparing the results of carefully controlled impacts with computer simulations. In addition, the analysis of thin plate impacts by such codes offers a unique opportunity to observe code performance for analyzing the hydrodynamic phases of energetic events without the results being distorted by later phases of the events which complicate both the analysis and verifying experiments.
A recent study was carried out to investigate the dynamics of vaporous debris clouds under the supervision of the Air Force Weapons Laboratory, [A.24] to [A.27]. Impacts of cadmium spheres against thin cadmium plates were considered at velocities near 7.6 km/sec where virtually all the debris from the impact is vaporized by shock heating. The volume between the front and rear plate was evacuated for some experiments and filled with low-density foam for others. The experimental phase of the program consisted of analyzing motion of the debris clouds with both high-speed ciné cameras and flash radiographic equipment and observing the response of various rear plates to cloud impingement Pressure-time histories at various positions on the plates were recorded with piezoelectric gauges [A.26], and with a specially-developed photo stress technique, [A.27].

The impact situations were also examined with a two-dimensional multiple material code for analyzing dynamic events called DORF [A.24]. The code calculations provide specific predictions of the measured parameters. Detailed intercomparisons between code predictions and experimental results are now being made. Initial results indicate good qualitative agreement in most cases, and surprisingly good quantitative agreement in several important areas such as peak pressure vs. position on the rear plate (see Figure A.7).

A more extensive study of debris cloud dynamics has been conducted at the Air Force Materials Laboratory [A.28]. Debris clouds made up of vapor, liquid drops, and solid-liquid mixtures were produced by impacts against cadmium, copper, and aluminum plates respectively. The projectiles were spheres of like material traveling at velocities near 7.5 km/sec. Profiles of cloud material distribution, velocity, and momentum content were recorded. In addition, the trajectories of selected cloud segments were measured. The experimental results were compared with the predictions from a computer code called STEEP used to analyze identical impact situations [A.29]. The STEEP code is functionally similar to the DORF code used to analyze the cadmium-cadmium impacts described above.

As with the AFML study, the code predictions are generally in qualitative agreement with the experimental results. Many of the quantitative comparisons are also excellent. Several comparisons such as material distribution within the clouds and impulse profiles indicate that the code did not provide accurate descriptions of the clouds in detail. In particular, the predictions tended to overestimate velocity gradients between front and rear of the cloud.
and also overestimated the impulse reduction at the center of the cloud due to cloud spreading radially in planes parallel to the target sheets. These difficulties are not severe enough to eliminate use of codes for shield investigations, but they demonstrate that the codes need further development before they can yield detailed descriptions of mechanical events — even in the fluid dynamic regime.

The remainder of this section is a short description of the
AFML thin target impact study. It is included to present the results and code comparisons in some detail and as an example of a modern research project in this area.

The most important techniques used for investigating cloud dynamics were the selective interception of cloud segments which allowed the remainder of the cloud to be observed more clearly [A.30]. A graphic example of this technique is the measurement of material distribution within expanding clouds (see Figure 8). The cloud expands against a massive plate perforated by a slot that permits only a slice across the cloud to pass. This slice is flash radiographed to yield a film record whose exposure level is proportional to material density within the original cloud. The results for typical clouds are presented as plots of material boundary position at the time the radiograph was taken. Note that the clouds are actually empty bubbles with relatively thin shells.
containing almost all the debris. The forward boundary of the
clouds, observed by an optical camera viewing undisturbed clouds
from identical impacts, are also shown as are the cloud boundaries
as predicted by the STEEP code.

Expansion velocities of individual cloud segments were
measured by intercepting a cloud with a similar plate to that used
to determine material distribution except that fine wires are
stretched across the slot so that the front surface of the cloud slice
is marked. A high-speed ciné camera is used to view subsequent
expansion of each marked segment of the cloud slice. Figure A.9
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Figure A.9. Comparison of measured and predicted cloud velocity profiles for
aluminum, copper, and cadmium debris clouds behind thin plates struck by
hypervelocity projectiles.

presents results for the three clouds used in the AFML study. The
crosses about each data point represent one standard deviation of
velocity and trajectory angle as determined from least-squares fits
to the position-time data from the ciné camera record. Again, the
predictions from the code are included on the same plot. Note that
the measured velocity of a segment of the leading cloud edge is that
of all material moving in the same direction since the clouds are
thin shells of material and, therefore, the material does not separate
as the cloud moves.

Cloud momentum profiles were measured by allowing the
cloud material to impinge upon a line of small freely-suspended
metal plates [A.31]. Each plate is launched rearward by the cloud
impulse it intercepts. Measurement of pellet velocities from the
records of medium-speed ciné cameras and the masses of the
recovered pellets are used to evaluate the momentum they
intercepted. The role of cloud stagnation in affecting cloud
Figure A.10. Comparison between experimental and code-predicted momentum profiles for aluminum, copper and cadmium debris clouds. Momentum intensity (momentum per unit area) normalized to the average momentum intensity of the projectile is plotted vs. radial position along a plane parallel to the target and 10.16 cm behind it.
momentum was evaluated by repeating the experiments with the pellets suspended within holes through a solid rear plate. Data from some typical runs, presented in Figure A.10, show that impulse intensity falls monotonically with increasing angle from the normal and that no difference between pellets mounted in the open or in plates was observed. The impulse profile predicted by the code has a maximum at approximately 80°, and drops to a significantly lower value at the origin.

The trajectories of various debris elements have been evaluated with the setup presented in Figure A.11. The debris cloud is allowed to impinge upon a precision grid of fine wires that interrupt and scatter the debris striking them. The overall effect is to produce an "image" of the screen on a witness plate mounted some distance behind the screen. Triangulation of particular image points (such as grid intersections) with the positions of the same points on the original grids allows the trajectory of many individual cloud segments to be determined precisely. Figure A.12 shows an isometric plot of approximately 100 such trajectories for a typical cloud as well as their intersection with the target plate. Note that they seem to be clustered under the projection of the impacting sphere and do not emanate from the entire area of the final hole.

Future investigations of thin-plate impact will probably
include increasing the scope, resolution, and reliability of currently available measurement techniques for debris clouds. In addition, interest in oblique impact of thin targets is likely to increase both for reasons paralleling those for thick target studies, and because actual encounters of space vehicles with natural or man-made pellets will generally be oblique. Perhaps the most important new area of interest is the study of projectile and target fragmentation during hypervelocity impact of thin plates. The size distribution of solid fragments in debris clouds is the most important single parameter controlling cloud lethality to vehicle structures. To date, almost nothing is known about these size distributions or the material shattering processes that produce them; and, no quantitative results relating such distributions to cloud damage potential are available.
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Irrotational stretch, 131
Isentrope, 484
Isentropic elasticity, 256
Isothermal bulk modulus, 119
Isothermal condition, 47
Isotropy, 150
Isotropy group, 236
Iteration technique, 51, 358

Jacobian, 128, 241, 293
Jet penetration, 508
Jump discontinuity, 296
Jump history, 197
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Shock amplitude, 163
Shock compression, 94
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Viscoelastic material, 127, 194
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