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Introduction

These notes were prepared for a course on optimization given in the Computer Science Department at Stanford University during the fall quarter of 1971. In part they are based on lectures given during the year of study in numerical analysis funded by the United Kingdom Science Research Council at the University of Dundee, and on courses given at the Australian National University.

The choice of material has been regulated by limitations of time as well as by personal preference. Also, much material appropriate to the development of algorithms for linearly constrained optimization problems was covered in the parallel course on numerical linear algebra given by Professor Golub. Thus, despite some ambition to cover a larger range, the course eventually consisted of three main sections. These notes cover these sections and have been supplemented by brief additional comments and a list of references. A more extensive bibliography is also included. This is an amended version of a bibliography prepared by my former student Dr. D. M. Ryan.

The first section is intended to provide a solid introduction to the main results in mathematical programming (or at least to those results which appear to be the most important for the development and analysis of practical algorithms). The main aim has been to characterize local extrema, so that convexity and duality theory are not treated in any great detail. However, the material given is more than adequate for the purposes of the remaining sections. Opportunity has been taken to prevent the recent results of Gould and Tolle which provide an accessible and rather complete description of the first order conditions for an extremum. The second order conditions are also considered in detail.
The second section on unconstrained optimization is largely restricted to that subclass of descent methods which (a) requires the evaluation of first derivatives of the objective function, and (b) has some family connection with the so-called conjugate direction methods. This is an area in which there has been considerable recent activity, and here an attempt is made both to summarize significant recent developments and to indicate their algorithmic possibilities. An appendix (prepared with the help of M. A. Saunders) summarizes numerical results obtained with a program based on this material. One significant omission from this section is any detailed discussion of convergence. However, the convergence of certain algorithms (those that reset the Hessian estimate periodically or according to appropriate criteria) is an easy consequence of the material given.

In the third section, penalty and barrier function methods for nonlinear programming are considered. This turns out to be a very nice application, in particular, of the results of the first section. These methods have advantages of robustness and simplicity but carry a definite cost penalty. However, attempts to remedy this situation show some promise. The material presented in this section has important connections with other areas: for example, with the method of regularization for the approximate solution of improperly posed problems.
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I. Introduction to Mathematical Programming
1. **Minimum of a constrained function.**

Consider a function \( f(x) \) on \( S \subseteq \mathbb{R}^n \rightarrow \mathbb{R} \) where \( S \) is a given point set.

**Definition:** \( x^* \) is the **global minimum** of \( f \) on \( S \) if

\[
f(x^*) \leq f(x) \quad \forall x \in S.
\] (1.1)

**Remark:** \( x^* \) exists, for example, if \( S \) is finite, or if \( S \) is compact and \( f(x) \) continuous on \( S \).

**Definition:** \( x^* \) is a **local minimum** of \( f \) on \( S \) if \( \exists \delta > 0 \) such that

\[
f(x^*) < f(x) \quad \forall x \in B(x^*, \delta)
\] (1.2)

where

\[
B(x^*, \delta) = \{ t : S \cap \{ t ; \| t - x \| < \delta \} \}
\] (1.3)

If strict inequality holds in either (1.1) or (1.2) whenever \( x \neq x^* \) then the minimum is said to be isolated.

**Definition:** \( S \) is **convex** if \( x, x_2 \in S \Rightarrow \theta x_1 + (1-\theta)x_2 \in S \) for \( 0 \leq \theta \leq 1 \).

**Example:** If \( S \) is convex all finite combinations of points in \( S \) is again in \( S \). That is \( \sum_{i=1}^{m} \lambda_i x_i \in S \) where \( x_i \in S \), \( \sum_{i=1}^{m} \lambda_i = 1 \), \( \lambda_i \geq 0 \), \( 1 \leq m < \infty \).

**Definition:** \( f(x) \) is a **convex function** on the convex set \( S \) if

\[
f(\theta x_1 + (1-\theta)x_2) \leq \theta f(x_1) + (1-\theta)f(x_2), \quad 0 \leq \theta \leq 1.
\] (1.4)

\[
||t|| = \left\{ \sum_{i=1}^{n} t_i^2 \right\}^{1/2}, \text{ the euclidean vector norm of } t.
\]
If strict inequality holds when $0 < \theta < 1$ then $f$ is strictly convex. Say $g(x)$ is concave (strictly concave) if $-g$ is convex (strictly convex).

**Lemma 1.1:** If $f(x)$ is a convex function on the convex set $S$ then a local minimum of $f$ is the global minimum. If $f$ is strictly convex then the minimum is unique.

**Proof:** It is necessary to consider only the case $f$ bounded below. If $x^*$ is a local minimum but not the global minimum $\exists x^{**}$ such that $f(x^{**}) < f(x^*)$. Now, by assumption, $\exists \delta > 0$ such that $f(x) > f(x^*)$ for $x \in N(x^*, \delta)$. Choose $\theta > 0$ sufficiently small for 
$$\theta x^{**} + (1-\theta)x^* \in N(x^*, \delta)$$

then

(i) $f(x^*) \leq f(\theta x^{**} + (1-\theta)x^*)$ as $x^*$ is a local minimum, and

(ii) $f(\theta x^{**} + (1-\theta)x^*) \leq \theta f(x^{**}) + (1-\theta)f(x^*)$ by convexity

$$< f(x^*)$$

unless $f(x^*) = f(x^{**})$.

Now assume $x^*$, $x^{**}$ both are global minima and that $f$ is strictly convex. Then
$$f(\theta x^* + (1-\theta)x^{**}) < \omega f(x^*) + (1-\omega)f(x^{**}), \quad 0 < \omega < 1$$

which gives a contradiction. \[\square\]

**Definition:** A set $C$ is a cone with vertex at the origin if $x \in C \Rightarrow \lambda x \in C, \lambda \geq 0$. $C$ is a cone with vertex at $p$ if 
$$\{x-p \; ; x \in C\}$$

is a cone with vertex at the origin.
Definition: \( x \) is in the tangent cone \( T(S, x_0) \) to \( S \) at \( x_0 \) if
\[ \exists \text{ sequences } \{\lambda_n\} > 0, \{x_n\} - x_0, \{x_n\} \subset S \text{ such that} \]
\[ \lim_{n \to \infty} \|\lambda_n(x_n - x_0) - x\| = 0. \] (1.5)

Example: 
(i) \( S = \{x; \|x - w\| = r\} \), \( T(S, x_0) = \{x; x^T(x_0 - w) = 0\} \).
(ii) \( S = \{x; \|x - w\| \leq r\} \). \( T(S, x_0) = \mathbb{R}^n \) if \( x_0 \) in interior of \( S \), otherwise \( T(S, x_0) = \{x; x^T(x_0 - w) \leq 0\} \).

Lemma 1.2: \( T(S, x_0) \) is closed.

Proof: Consider a sequence \( \{t_i\} \subset T(S, x_0) \) such that \( \|t_i - t\| \to 0 \), \( i \to \infty \).
It is required to show that \( t \in T(S, x_0) \). Now \( t_i \in T(S, x_0) = D \)
\[ \{\lambda_j^i\} > 0, \{x_j^i\} \subset S \text{ such that} \lim_{j \to \infty} \|\lambda_j^i(x_j^i - x_0) - t_i\| = 0. \] Prescribe
\[ \{\epsilon_j\} > 0. \] Select \( t_i \) such that \( \|t_i - t\| < \epsilon_j^i/2 \), and \( j = i(j) \) such
that \( \|\lambda_j^i(x_j^i - x_0) - t_i\| < \epsilon_j^i/2 \). Then \( \|\lambda_j^i(x_j^i - x_0) - t\| < \epsilon_j^i = t \in T(S, x_0) \).

Lemma 1.3: (Necessary condition for a local minimum.) If \( f(x) \in C^1 \)
and if \( x_0 \) is a local minimum of \( f \) on \( S \) then \( \forall x \in T(S, x_0) \),
\[ \forall x \in T(S, x_0). \]

Proof: Let \( x \) be defined by sequences \( \{\lambda_n\}, \{x_n\} \). As \( x_0 \) is a local
minimum \( \exists \delta > 0 \) such that \( f(x^*) \geq f(x_0) \forall x \in N(x_0, \delta) \). Consider now
the restriction of the sequences \( \{\lambda_n\}, \{x_n\} \) such that \( x_n \in N(x_0, \delta) \).

\( f \in C^1 \) at \( x_0 \) if \( f(x) = f(x_0) + vf(x_0)(x - x_0) + o(||x - x_0||) \). Higher
order continuity classes are defined similarly. For example, \( f \in C^2 \)
if the \( o(\cdot) \) term can be estimated in the form
\[ \frac{1}{2} (x - x_0)^T \nabla^2 f(x_0)(x - x_0) + o(||x - x_0||^2). \]
We have
\[ 0 \leq f(x_n) - f(x_0) \]
\[ \leq \nabla f(x_0)(x_n - x_0) + o(\|x_n - x_0\|) \]
whence (note it is sufficient to consider \( x \) such that \( \|x\| = 1 \))
\[ 0 \leq \nabla f(x_0)\lambda_n (x_n - x_0) + o(\lambda_n \|x_n - x_0\|) \]
\[ \leq \nabla f(x_0)x + o(1) \quad \text{as} \quad n \to \infty . \]

Example: (i) If \( x_0 \in S_0 \) (the interior of \( S \)) then \( \mathcal{T}(S,x_0) = E_n \).
Thus \( x \) can be chosen arbitrarily so that \( \nabla f(x_0) = 0 \).

(ii) If \( S = \{ x; \|x - w\| = r \} \) then \( \mathcal{T}(S,x_0) = \{ x; x^T(x_0 - w) = 0 \} \).
In particular if \( x \in \mathcal{T}(S,x_0) \) then \( -x \in \mathcal{T}(S,x_0) \). Thus we must have
\[ \nabla f(x_0)x = 0 \quad \forall x \text{ such that } x^T(x_0 - w) = 0 . \]
Thus \( \nabla f(x_0) = \alpha(x_0 - w) \) for some \( \alpha \).

(iii) If \( S = \{ x; \|x - w\| \leq r \} \) and \( \|x_0 - w\| = r \) then
\( \mathcal{T}(S,x_0) = \{ x; x^T(x_0 - w) \leq 0 \} \). In this case we have \( \nabla f(x_0)x \geq 0 \)
\( \forall x \) such that \( x^T(x_0 - w) \leq 0 \). Thus \( \nabla f(x_0) = \alpha(w - x_0) \) for some nonnegative \( \alpha \).

Let \( A \) be a set in \( E_n \).

Definition: The polar cone to \( A \) is the set \( A^* = \{ x; x^Ty \leq 0 \ \forall y \in A \} \).
\( A^* \) has the following properties.

(i) \( A^* \) is a closed convex cone.

(ii) If \( A_1 \subseteq A_2 \) then \( A_2^* \subseteq A_1^* \).

(iii) \( A^{**} = A \) if and only if \( A \) is a closed convex cone.
(iv) $A^* = (A^c)^*$ -- the polar cone of the closure of the convex hull of $A$. The convex hull of a set is the smallest convex set containing it. Thus $A^c = \cap X$, $A \subseteq X$, $X$ convex.

(v) If $A$ is a subspace then $A^1 = A^*$.

Remark: Lemma 1.3 can be restated; 'if $x^*$ is a local minimum of $f$ on $S$ then $-vf(x^*) \in \mathcal{T}(S,x^*)$'.

Lemma 1.4: If $y \in \mathcal{T}(S,x_0)^*$ then $-y$ is the gradient of a function having a local minimum on $S$ at $x_0$.

Remark: It is sufficient to consider the case $\|y\| = 1$, $x_0 = 0$.

Proof: Let $C_e = \{x : x^Ty \leq \|x\|/e \}$, $e = 1, 2, \ldots$. We first show that for each $e$, $\exists \varepsilon(e) > 0$ such that $N(0, \varepsilon(e)) \subseteq C_e$. For assume this is not the case. Then $\exists [x_p] \in \mathbb{R}^n - C_e$ with $x_p \in N(0, 1/p)$, $p = 1, 2, \ldots$ such that

$$\frac{x_p^Ty}{\|x_p\|} > \frac{1}{e}, \quad p = 1, 2, \ldots \quad (1.6)$$

The sequence $\{\frac{x_p}{\|x_p\|}\}$ is bounded and therefore contains a convergent subsequence $\{\frac{x_1}{\|x_1\|}\} \rightarrow z$. By definition $z \in \mathcal{T}(S,0)$, but, by (1.6),

$$z^Ty > \frac{1}{e} > 0$$

which contradicts $y \in \mathcal{T}(S,0)^*$. 
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Now let \( \hat{\epsilon}_k = \sup \{ \epsilon, N(0, \epsilon) \subset C_k \} \). We define
\[
\epsilon_1 = \min(1, \hat{\epsilon}_1),
\]
\[
\epsilon_k = \min\left(\frac{1}{2} \epsilon_{k-1}, \hat{\epsilon}_k\right), \quad k > 1,
\]
and
\[
P(z) = 2\|z\|, \quad \|z\| \geq \epsilon_2 \]
\[
\frac{2\|z\|}{k-1} \frac{\|z\| - \epsilon_{k+1}}{\epsilon_k - \epsilon_{k-1}} + \frac{2\|z\|}{k} \frac{\epsilon_k - \|z\|}{\epsilon_k - \epsilon_{k+1}} , \quad \|z\| \in [\epsilon_{k+1}, \epsilon_k],
\]
\[0, \quad \|z\| = 0.
\]

It is clear that \( \epsilon_k > 0 \) and \( \epsilon_k \) monotonically decreasing. Further \( P(z) > 0 \), \( P(z) \) is an increasing function of \( \|z\| \), and
\[
\|z\| \leq \epsilon_k \Rightarrow P(z) \leq \frac{2\|z\|}{k-1}.
\]
Thus \( P(z) = \alpha(\|z\|) \) so that \( \forall P(0) = 0 \).

Now let \( z = x - (x^T y)y \). We show that, under appropriate conditions, \( x^T y < P(z) \). It is sufficient to consider \( x^T y > 0 \), and in this case
\[
\|x\| - x^T y \leq \|z\| \leq \|x\| + x^T y . \tag{1.7}
\]
If \( z \in C_e \) then \( x^T y \leq \frac{\|x\|}{e} \). Using (1.7) we have
\[
\frac{e-1}{e} \|x\| \leq \|z\| \leq \frac{e+1}{e} \|x\| . \tag{1.8}
\]
Now assume \( z \in N(O, \epsilon) \), \( \epsilon < \epsilon_2 \). Then \( \|x\| \in [\epsilon_{k+1}, \epsilon_k] \) for some \( k \geq 3 \) whence \( x \in C_k \). This gives
\[ \frac{x^T y}{\frac{\|x\|}{k}} \leq \frac{\|z\|}{k-1} \]  \hspace{1cm} (1.9)

However, \( \|z\| \geq \frac{k-1}{k} \) whence

\[ P(z) \geq \frac{2\|z\|}{k+1} \]  \hspace{1cm} (1.10)

so that, combining (1.9) and (1.10)

\[ \frac{x^T y}{\frac{\|z\|}{k-1}} \leq \frac{1}{2(k-1)} P(z) \leq P(z) \]  \hspace{1cm} (1.11)

Thus the function

\[ f(x) = -x^T y + P(x - (x^T y)y) \]  \hspace{1cm} (1.12)

has a local minimum on \( S \) at \( x_0 = 0 \). Further \( f \in C^1 \) at \( 0 \), and

\[ v_f(0) = -y \]. \hspace{1cm} \Box

2. Some properties of linear inequalities.

Definition: The set \( H(u, \nu) = \{x; u^T x = \nu\} \) is a hyperplane. Note that
the hyperplane separates \( \mathbb{R}^n \) into two disjoint half spaces

\[ R_+ = \{x; u^T x \geq \nu\}, \ R_- = \{x; u^T x < \nu\} \].

Lemma 2.1: (Lemma of separating hyperplane). Let \( S \) be a closed convex set
in \( \mathbb{R}^n \), and let \( x_0 \notin S \). Then \( \exists \) a hyperplane separating \( x_0 \) and \( S \).

Proof: Let \( x_1 \) be any point in \( S \). Then

\[ \min_{x \in S} \|x - x_0\| \leq \|x_1 - x_0\| = r \].

The function \( \|x - x_0\| \) is continuous on the closed set \( S \cap \{x; \|x - x_0\| \leq r\} \)
and hence the minimum is attained. Let this point be \( x^* \). From
Figure 2.1 it is suggested that

\[ (x - x^*)^T (x^* - x_0) = 0 \]  \hspace{1cm} (2.1)
is an appropriate hyperplane. To verify this, note that \( x_0 \in R_- \) so that it remains to show that \( S \subset R_+ \). Let \( x \in S \) then for \( 0 \leq \theta \leq 1 \),

\[
\|\theta x + (1-\theta)x^* - x_0\|_2^2 \geq \|x^* - x_0\|_2^2
\]

so that

\[
\theta^2 \|x - x^*\|_2^2 + 2\theta(x - x^*)^T(x^* - x_0) \geq 0
\]

and, letting \( \theta \to 0 \),

\[
(x - x^*)^T(x^* - x_0) \geq 0
\]

whence \( x \in R_+ \). \( \Box \)

**Definition:** \( C \) is finitely generated if

\[
C = \{x; x = \sum_{i=1}^{p} \lambda_i c_i, \lambda_i \geq 0, i = 1,2,\ldots,p\} . \text{ It is clear that } C
\]

is a cone. It can be shown that \( C \) is closed.

**Lemma 2.2:** (Farkas Lemma). Let \( A \) be a \( p \times n \) matrix. If for every solution \( y \) of the system of linear inequalities

\[
Ay \geq 0
\]  

(2.2)
it is true that

\[ a^T y \geq 0 \quad (2.3) \]

then \( 3x \geq 0 \) such that \( A^T x = a \).

Proof: Let \( C \) be the cone generated by \( p_i(A), \ i = 1,2,\ldots,p \).

Then the result of Farkas lemma is that if \((2.2) \Rightarrow (2.3)\) then \( a \in C \).

We assume \( a \not\in C \) and seek a contradiction. By Lemma 2.1 there exists a separating hyperplane. To construct it let \( x^* \) be the closest point in \( C \) to \( a \). Then \( \|x^* - a\|^2 \) has a minimum at \( \lambda = 1 \). Differentiating and setting \( \lambda = 1 \) gives

\[ (x^* - a)^T x^* = 0 \quad (2.4) \]

By \((2.1)\) the equation of the separating hyperplane is

\[ (x - x^*)^T (x^* - a) = x^T (x^* - a) = 0 \quad (2.5) \]

which shows that it passes through the origin.

By Lemma 2.1 \( C \subset R^+ \) whence

\[ v^T A(x^* - a) \geq 0 \]

for arbitrary \( v \geq 0 \) so that

\[ A(x^* - a) \geq 0 \quad (2.6) \]

but \( a \in R^- \) whence

\[ a^T (x^* - a) < 0 \quad (2.7) \]

which gives the desired contradiction. \( \Box \)
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Remark: Another way of looking at this result is that at most one of the following pair of systems can have a solution.

(i) \[ Ax = b \quad \text{and} \quad x > 0. \]

(ii) \[ A^T x \geq 0, \quad b^T y < 0. \]

This is an example of a 'theorem of the alternative'.

3. Multiplier relations.

We consider now the mathematical programming problem (MPP)

\[
\begin{align*}
\text{min } & f(x) \quad \text{subject to} \\
& g_i(x) \geq 0, \quad i \in I_1, \\
& h_i(x) = 0, \quad i \in I_2.
\end{align*}
\]

We assume that \( f, g_i, i \in I_1, \) and \( h_i, i \in I_2, \) are in \( C^2 \) and that the constraints on the problem are not contradictory. This corresponds to the problem discussed in Section 1 with \( S \) given by

\[ S = \{ x; g_i(x) \geq 0, \quad i \in I_1, \quad h_i(x) = 0, \quad i \in I_2 \}. \quad (3.1) \]

At any point \( x_0 \in S \), let \( B_0 \) be the index set for the constraints satisfying \( g_i(x_0) = 0 \). If \( i \in B_0 \), we say that \( g_i \) is active at \( x_0 \).

Definition: \( S \) is Lagrange regular at \( x_0 \) iff for every \( f \) such that

(i) \( f \) has a minimum on \( S \) at \( x_0 \), and

(ii) \( f \in C^1 \) at \( x_0 \) (i.e., \( f \in F_0 \)).

\[ \exists u, v \quad \text{such that} \]

\[ \begin{align*}
(1) & \quad \nabla f(x_0) = \sum_{i \in B_0} u_i \nabla g_i(x_0) + \sum_{i \in I_2} v_i \nabla h_i(x_0), \\
(2) & \quad u_i \geq 0, \quad i \in B_0.
\end{align*} \quad (3.2) \]
This can also be written

\begin{align*}
(1) \quad \nabla f(x_0) &= \sum_{i \in I_1} u_i \nabla g_i(x_0) + \sum_{i \in I_2} v_i \nabla h_i(x_0), \\
(2) \quad u^T g(x_0) &= 0, \quad \text{and} \\
(3) \quad u &\geq 0
\end{align*}

where zero multipliers are introduced corresponding to the inactive constraints.

Remark: If (3.2) holds for \( f \in F_0 \), then \( f \) satisfies the Kuhn-Tucker conditions.

Example: It is important to realize that (3.2) need not hold. Consider the MPP

\[ \min f = -x_1, \]
subject to \( g_1 = x_1 \geq 0, \ g_2 = x_2 \geq 0, \ g_3 = (1 - x_1)^3 - x_2 \geq 0. \]

From Figure 3.1 it is clear that the minimum is attained at \( x_1 = 1, \ x_2 = 0 \), and here \( g_1 \) and \( g_3 \) are active. We have

\[ \nabla g_1 = -\nabla g_3 = e_2 \]

while

\[ \nabla f = -e_1 \]

so that a relation of the form (3.2) is impossible.

Figure 3.1
Let
\[ H_0 = \{ x ; \varphi_1(x_0) x = 0 , i \in I_2 \} , \]
\[ G_0 = \{ x ; \varphi_2(x_0) x \geq 0 , i \in B_0 \} . \]

**Lemma 3.1:** $S$ is Lagrange regular at $x_0$ iff $-\varphi(x_0) \in (G_0 \cap H_0)^*$ for all $f \in F_0$.

**Proof:** If $-\varphi(x_0) \in (G_0 \cap H_0)^*$ then
\[-\varphi(x_0) y \geq 0 \]
for all $y \in G_0 \cap H_0$.

Thus, by Farkas Lemma, $\varphi(x_0)$ is a linear combination with nonnegative weights of $\varphi_1(x_0)$, $i \in B_0$, and $\varphi_1(x_0)$, $i \in I_2$. Thus (3.2) holds. On the other hand, if (3.2) holds then $\varphi(x_0) y \geq 0$ for all $y \in G_0 \cap H_0$.

**Remark:** Lemma 3.1 shows the difficulty with the above example. Here $\tau = \{ x = -\alpha e_1 , \alpha \geq 0 \}$, $G_0 \cap H_0 = \{ x = \alpha e_1 , \alpha \text{ unconstrained} \}$. We have $\tau^* = \text{right half plane}$, $(G_0 \cap H_0)^*$ the $x_2$ axis. By Lemma 1.4 for every $x \in \tau^*$ there is a function with a minimum at $(1,0)$ and such that $-\varphi = x$. Thus the conditions of Lemma 3.1 are not met in this case.
Lemma 3.2: \((G_0 \cap H_0)^* \subseteq \mathcal{T}(S, x_0)^*\).

Proof: This result follows if we show that \(\mathcal{T}(S, x_0) \subseteq H_0 \cap G_0\). If \(x \in \mathcal{T}(S, x_0) \exists \{x_n\} \rightarrow x\), \(\{x_n\} \subset S\), \(\{\lambda_n\} \geq 0\) such that

\[\{\lambda_n(x_n - x_0)\} \rightarrow x.\]

We have

\[0 = h_1(x_n) = h_1(x_0) + \nabla h_1(x_0)(x_n - x_0) + o(||x_n - x_0||), \quad i \in I_2,
\]

and

\[0 \leq g_1(x_n) = g_1(x_0) + \nabla g_1(x_0)(x_n - x_0) + o(||x_n - x_0||), \quad i \in B_0.\]

Multiplying by \(\lambda_n\) and repeating the argument used in Lemma 1.3 we have

\[\nabla h_1(x_0)_n = 0, \quad i \in I_2, \quad \nabla g_1(x_0)_n \geq 0, \quad i \in B , \]

so that \(x \in G_0 \cap H_0\). 

Theorem 3.1: The set \(S\) is Lagrange regular at \(x_0\) iff

\(\mathcal{T}(S, x_0)^* = (G_0 \cap H_0)^*\).

Proof: If \(\mathcal{T}(S, x_0)^* = (G_0 \cap H_0)^*\) then \(-\nabla f(x_0) \in (G_0 \cap H_0)^* \forall f \in F_0\) by Lemma 1.3. Thus (3.2) holds by Lemma 3.1. If \(S\) is Lagrange regular at \(x_0\) then by Lemma 3.1 \(-\nabla f(x_0) \in (G_0 \cap H_0)^* \forall f \in F_0\). \(\therefore\), by Lemma 1.4, \(\mathcal{T}(S, x_0)^* \subseteq (G_0 \cap H_0)^*\). Thus \(\mathcal{T}(S, x_0)^* = (G_0 \cap H_0)^*\) by Lemma 3.2. 

Remark: Conditions which ensure that \(S\) is Lagrange regular at \(x_0\) are called restraint conditions. Theorem 3.1 gives a necessary and sufficient restraint condition.

Corollary 3.1: (Kuhn Tucker restraint condition). If \(\nabla g_1(x_0)_t \geq 0\), \(i \in B_0\), and \(\nabla h_1(x_0)_t = 0\), \(i \in I_2\) \(\rightarrow\) \(t\) is tangent at \(x_0\) to a once
differentiable arc $x = x(\theta)$, $x(0) = x_0$ contained in $N(x_0, \delta)$ for some $\delta > 0$ then $S$ is Lagrange regular at $x_0$.

**Proof:** It is clear that $\theta \in \mathcal{T}(S,x_0)$ for consider a sequence $\{\theta_n\} \downarrow 0$ and define $\{x_n\} = \{x(\theta_n)\}$, $\{\lambda_n\} = \{\frac{1}{\theta_n}\}$ then

$$\{\lambda_n(x_n - x_0)\} - \frac{dx(0)}{d\theta} = t \in \mathcal{T}(S,x_0).$$

Thus the Kuhn Tucker restraint condition implies $(x_0 \cap H_0) \subseteq \mathcal{T}(S,x_0)$.

The result now follows from Lemma 3.2 and Theorem 3.1. □

**Lemma 3.2:** Let $k_i(x) \in C^2$, $k_i(x^*) = 0$, and $\forall k_i(x^*) t = 0$, $i = 1,2,\ldots,s < n$. We assume $\exists \varepsilon > 0$ such that the $\forall k_i(x)$, $i = 1,2,\ldots,s$ are linearly independent for $\|x - x^*\| < \varepsilon$. Then $\exists$ a smooth arc $x = x(\theta)$, $x(0) = x^*$, such that $k_i(x(\theta)) = 0$, $i = 1,2,\ldots,s$, for $\|x(\theta) - x^*\| < \varepsilon$ and $\frac{dx(0)}{d\theta} = t$.

**Proof:** Let $P(x) = K^T(K K^T)^{-1} K$ where $p_i(K) = \forall k_i(x)$, $i = 1,2,\ldots,s$.

Then $x(\theta)$ can be found by integrating the differential equation

$$\frac{dx}{d\theta} = (I - P(x))t \tag{3.3}$$

subject to the initial condition $x(0) = x^*$. □

**Remark:** Let the $k_i$ be as given in the statement of Lemma 3.3. Then the linear independence of the $\forall k_i$ in a region containing $x^*$ is a consequence of the linear independence at $x^*$. For consider the matrix $K K^T$. At $x = x^*$ this matrix is positive definite as $K$ has rank $s$. 18
Thus the smallest eigenvalue is positive. Clearly it is a continuous function of \( x \) so that it remains positive in a small enough neighborhood of \( x^* \), and in this neighborhood the \( \psi_k(x) \) are linearly independent.

**Lemma 3.4:** (Restraint condition A). \( S \) is Lagrange regular at \( x_0 \) if the set of vectors \( \psi_1(x_0) \), \( i \in I_0 \), \( \psi_1(x_0) \), \( i \in I_2 \) are linearly independent.

**Proof:** This is a consequence of Corollary 3.1 and Lemma 3.3. For let \( t \in G_0 \cap H_0 \), and let \( B(t) \) be the index set such that \( \psi_1(x_0)t = 0 \), \( i \in B(t) \). Then by Lemma 3.3 a smooth arc can be constructed such that \( x = x(\theta) \), \( \psi_1(x(\theta)) = 0 \), \( i \in B(t) \), \( h_1(x(\theta)) \), \( i \in I_2 \), \( \psi_1(x(\theta)) > 0 \), \( i \in I_1 - B(t) \), \( x(\theta) \in N(x_0) \) for some \( \delta > 0 \), and \( \frac{dx(\theta)}{d\theta} = t \).

**Lemma 3.5:** (Restraint condition B). If \( \psi_1(x_0) \), \( i \in I_2 \) are linearly independent, and if \( \exists t \) such that \( \psi_1(x_0)t > 0 \), \( i \in B_0 \), \( \psi_1(x_0)t = 0 \), \( i \in I_2 \), then \( S \) is Lagrange regular at \( x_0 \).

**Proof:** Assume \( w \in G_0 \cap H_0 \) but \( w \not\in T(S,x_0) \). Prescribe \( \{ \varepsilon_k \} \to 0 \) and set \( w_k = w + \varepsilon_k t \). Then \( \psi_1(x_0)w_k > 0 \), \( i \in B_0 \), \( \psi_1(x_0)w_k = 0 \), \( i \in I_2 \).

Now construct \( x_k = x_k(\theta) \) such that \( x_k(0) = x_0 \), \( \frac{dx_k(\theta)}{d\theta} = w_k \), \( h_1(x_k(\theta)) = 0 \), \( i \in I_2 \), for \( x_k(\theta) \) is some neighborhood of \( x_0 \). By continuity there will be a subneighborhood (say \( N(x_0,\delta_k) \)) for some \( \delta_k > 0 \) such that (1) \( \psi_1(x_k(\theta)) \frac{dx_k(\theta)}{d\theta} > 0 \), \( i \in B_0 \), and

(1) \( \psi_1(x_k(\theta)) > 0 \), \( i \in I_1 - B_0 \) for \( x_k(\theta) \in N(x_0,\delta_k) \). The argument of Corollary 3.1 now gives \( w_k \in T(S,x_0) \). But, by construction, \( \{ w_k \} \to w \). Thus \( w \in T(S,x_0) \) as \( T \) is closed.
4. Second order conditions.

In certain cases it is possible to further characterize local minima of \( f \) on \( S \) by looking at second derivative information.

**Lemma 4.1:** Let \( w(x) \in C^2 \), \( w \) have a local minimum on \( S \) at \( x_0 \), and \( \nabla w(x_0) = 0 \). Then \( \frac{\partial^2 w(x_0)}{\partial x} \geq 0 \) for all \( x, x_0 \) in some neighborhood of \( x_0 \). If \( \frac{\partial^2 w(x_0)}{\partial x} > 0 \) for all \( x, x_0 \) in some neighborhood of \( x_0 \), there exists a \( \delta > 0 \) such that \( w(x) \geq w(x_0) + \delta \frac{1}{2} \| x - x_0 \|^2 \), \( x \in N(x_0, \delta) \).

**Proof:** Let \( \{ x_n \}, \{ y_n \} \) be defining sequences for \( x, x_0 \). Then for \( n \) large enough we have, as \( \nabla w(x_n) = 0 \),

\[
0 \leq w(x_n) - w(x_0) = \frac{1}{2} (x_n - x_0)(x_n - x_0) + o(\| x_n - x_0 \|^2)
\]

\[
: 0 \leq \lambda_n^2 (w(x_n) - w(x_0)) = \frac{1}{2} \frac{\partial^2 w(x_0)}{\partial x} x_n - x_0 \text{ as } x_n \to x_0.
\]

Now assume \( \frac{\partial^2 w(x_0)}{\partial x} > 0 \) for all \( x, x_0 \) in some neighborhood of \( x_0 \), and there exists a \( \delta > 0 \) such that \( w(x) \geq w(x_0) + \delta \| x - x_0 \|^2 \) for \( x \) in any neighborhood of \( x_0 \). This implies that for any integer \( q \), there exists \( x_q \in S \) such that (i) \( x_q \in N(x_0, 1/q) \),

(ii) \( w(x_q) - w(x_0) < \frac{1}{q} \| x_q - x_0 \|^2 \). Select a subsequence of the \( x_q \) such that \( \left\{ \frac{x_q - x_0}{\| x_q - x_0 \|} \right\} \to \beta \in \mathcal{F}(S, x_0) \). Then (ii) gives a contradiction.

**Definition:** The Lagrangian function associated with the MPP is given by

\[
\mathcal{L}(x, u, \nu) = f(x) - \sum_{i \in I_1} u_i g_i(x) - \sum_{i \in I_2} \nu_i h_i(x) \quad (*4.1)
\]
It will frequently be convenient to suppress the dependence of $f$ on $u$ and $v$ in the case where these are implied by the Kuhn Tucker conditions. In this case (3.2) becomes

$$\nabla f(x_0) = 0 .$$

\hspace{1cm} (4.2)

**Lemma 4.2:** Let $S$ be Lagrange regular at $x_0$, $f(x)$ have a local minimum on $S$ at $x_0$, and $S_1 = \{x; x \in S, g_1(x) = 0, i \in B_0\}$ then

$$t^T v^2 f(x_0) t \geq 0, \forall t \in \mathcal{T}(S_1, x_0) .$$

\hspace{1cm} (4.3)

**Proof:** Note that $f = f$ on $S_1$ so that $f$ has a minimum on $S_1$ at $x_0$. Also, as $S$ is Lagrange regular at $x_0$, $\nabla f(x_0) = 0$. Thus the result follows from Lemma 4.1. □

**Remark:** If $S_1$ is Lagrange regular at $x_0$ then $t^T v^2 f(x_0) t \geq 0 \forall t$ such that $v_{g_1}(x_0)t = 0$, $i \in B_0$ and $v_{g_2}(x_0)t = 0$, $i \in I_2$.

**Example:** Consider

$$g_1 = x_1^2 + (x_2 + 1)^2 - 1 \geq 0 , \quad g_2 = 1 - x_1^2 - (x_2 - 1)^2 \geq 0 .$$

$S$ is illustrated diagramatically in Figure 4.1. At $x_1 = x_2 = 0$, $v_{g_1} = v_{g_2} = (0, 2)$. However $S$ is Lagrange regular at the origin --- for example, $e_2$ satisfies $v_{g_1}e_2 > 0$, $v_{g_2}e_2 > 0$ so that restraint condition B applies. In this case $S_1$ is the single point $x = 0$ so that $\mathcal{T}(S_1, 0)$ is null.

Figure 4.1
Lemma 1.5: If $t^T \nabla^2 f(x_0) t > 0 \forall t \in \mathcal{T}(S, x_0)$ such that $v g_1(x_0)t = 0$ \forall $t \in B_0$ such that $u_i > 0$ then \exists $m$, $s > 0$ such that

$$f(x) > f(x_0) + m \|x - x_0\|^2, \quad x \in N(x_0, s). \quad (4.4)$$

Proof: Assume \exists no $t$, $s > 0$ such that (4.4) holds. Then for each integer $q \geq x_q$ such that (i) $x_q \in N(x_0, 1/q)$, (ii) $f(x_q) - f(x_0)$

$$< \frac{1}{q} \|x_q - x_0\|^2.$$ Select a subsequence of the $x_q$ such that

$$\frac{x_q - x_0}{\|x_q - x_0\|} \rightarrow t \in \mathcal{T}(S, x_0). \quad \text{Set } G = \frac{\sum u_i g_i(x)}{i \in B_0}.$$ Then $G \geq 0$ on $S$,

$G(x_0) = 0$, and $f = f + G$. For the subsequence defining $t$ we have

$$\frac{f(x_q) - f(x_0)}{\|x_q - x_0\|^2} + \frac{G(x_q)}{\|x_q - x_0\|^2} < \frac{1}{q}, \quad (4.5)$$

Thus

$$t^T \nabla^2 f(x_0) t + \lim_{q \rightarrow \infty} \frac{G(x_q)}{\|x_q - x_0\|^2} \leq 0 \quad (4.6)$$

As $G(x_q) \geq 0$, the second term is bounded and nonnegative. Therefore

$$0 = \lim_{q \rightarrow \infty} \frac{G(x_q)}{\|x_q - x_0\|} = \sum_{i \in B_0} u_i v g_i(x_0)t. \quad (4.7)$$

Thus

$$v g_i(x_0)t = 0, \quad \forall i \in B_0 \quad \text{such that } u_i > 0 \quad (4.8)$$

so that (4.6) states that \exists $t \in \mathcal{T}(S, x_0)$ such that $t$ satisfies (4.8) and that $t^T \nabla^2 f(x_0) t \leq 0$. This gives a contradiction. \Box
Consider now the system

\[ \nabla f(x_0)^T = 0 \]

\[ u_i g_i(x) = 0, \quad i = 1, 2, \ldots, m, \]

\[ h_i(x) = 0, \quad i = 1, 2, \ldots, p \]

(4.9)

where explicit enumerations of \( I_1 \) and \( I_2 \) are assumed.

**Definition:** \( J(x_0) \) is the Jacobian of the system (4.9) with respect to \( (x, u, v) \).

\[
J(x_0) = \begin{bmatrix}
\nabla^2 f(x_0) & -v g_1(x_0)^T & \cdots & -v g_m(x_0)^T & -\nabla h_1(x_0)^T & \cdots & -\nabla h_p(x_0)^T \\
u_1 v g_1(x_0) & g_1(x_0) & & & & & \\
\vdots & & & & & & \\
u_m v g_m(x_0) & g_m(x_0) & & & & & \\
\nabla h_1(x_0) & & & & \cdots & & \\
\vdots & & & & & & \\
\nabla h_p(x_0) & & & & & & 
\end{bmatrix}
\]

(4.10)

**Lemma 4.4:** If \( J(x_0) \) is nonsingular, then \( x_0 \) is an isolated local minimum of \( f \) on \( S \).

**Remark:** Note that the condition \( J(x_0) \) nonsingular imposes strong conditions on the problem. For example,

1. the active constraint gradients must be linearly independent, and
(11) if \( g_1(x_0) = 0 \) then \( u_1 > 0 \) (this condition is called strict complementarity).

In particular \( S_1 \) is Lagrange regular at \( x_0 \).

**Proof:** If \( J \) is singular there is a vector \( \begin{bmatrix} y \\ a \\ b \end{bmatrix} \) satisfying

\[
J \begin{bmatrix} y \\ a \\ b \end{bmatrix} = 0 .
\]

(4.11)

This relation gives

(i) \( \nabla h_i(x_0)_y = 0 \), \( i = 1, 2, \ldots, p \),

(ii) \( u_i \nabla g_i(x_0)_y + a_i g_i(x_0) = 0 \), \( i = 1, 2, \ldots, m \), and

(iii) \( \nabla^2 f(x_0)_y - \sum_{i=1}^{m} a_i \nabla g_i(x_0)_y - \sum_{i=1}^{p} b_i \nabla h_i(x_0)_y = 0 . \)

From (ii) we see that \( u_i > 0 \Rightarrow \nabla g_i(x_0)_y = 0 \) while \( u_i = 0 \Rightarrow a_i = 0 \).

Now consider the problem

\[
\min_y \nabla^2 f(x_0)_y
\]

subject to \( \nabla h_i(x_0)_y = 0 \), \( i \in B_0 \), \( \nabla h_i(x_0)_y = 0 \), \( i \in I_2 \), and \( \| y \|^2 = 1 \).

Clearly the constraint gradients are linearly independent as

\( 2y = \nabla(\| y \|^2) \) is in the orthogonal complement of the set spanned by the other constraint gradients. Thus the set of feasible \( y \) is Lagrange regular at every point by restraint condition A. Let \( y_0 \) minimize the objective function (the minimum exists as the constraint set is compact), then the Lagrange regularity ensures that \( \exists \) multipliers \( \lambda, a_i, i \in B_0, b_i, i \in I_2 \) such that
\[ 2\nu^2 f(x_0)y_0 - 2\lambda y_0 - \sum_{i \in B_0} a_i \nu \varsigma_i(x_0)^T - \sum_{i \in I_2} b_i \nu h_i(x_0)^T = 0 \]  
whence

\[ \lambda = \frac{y_0^T \nu^2 f(x_0)y_0}{\nu^T \nu} = \min \frac{y^T \nu^2 f(x_0)y}{\nu^T \nu} \geq 0 \]

Now if \( \lambda = 0 \), (4.12) shows that conditions (i) - (iii) above are satisfied and hence \( J(x_0) \) singular. Thus if \( J(x_0) \) nonsingular, then \( \lambda > 0 \). In this case Lemma 4.3 shows that the minimum of the MPP is isolated. \( \square \)

5. **Convex programming problems.**

If \( g_i(x) \) concave, \( i \in I_1 \), then the set \( S = \{ x ; g_i(x) > 0 , i \in I_2 \} \) is convex. The problem of minimizing a convex function on \( S \) is called a **convex programming problem**. In this section certain properties of this problem are studied. We require the following characterization of convex functions.

**Lemma 5.1:** If \( f(x) \in C^1 \) then \( f(x) \) is convex on \( S \) iff

\[ f(x) + \nu f(x)(y-x) \leq f(y) \quad , \quad x,y \in S \]

**Proof:** If \( f \) convex then, for \( 0 \leq \lambda \leq 1 \),

\[ f(x + (1-\lambda)(y-x)) \leq f(x) + (1-\lambda)(f(y) - f(x)) \]

whence, if \( \lambda < 1 \),

\[ \frac{f(x + (1-\lambda)(y-x)) - f(x)}{1-\lambda} \leq f(y) - f(x) \]
The necessity follows on letting \( \lambda \to 1 \). Now if (5.1) holds then

\[
f(\lambda x + (1-\lambda)y) + \lambda \nabla f(\lambda x + (1-\lambda)y)(y-x) \leq f(y) ,
\]

\[
f(\lambda x + (1-\lambda)y) - (1-\lambda)\nabla f(\lambda x + (1-\lambda)y)(y-x) \leq f(x) .
\]

Multiplying (5.2) by \((1-\lambda)\), (5.3) by \(\lambda\) and adding gives (1.1) which demonstrates sufficiency. \(\square\)

**Lemma 5.2:** If \( S = \{x: g_{i_1}(x) \geq 0, g_{i_1} \text{ concave}, i \in I_1\} \) has an interior point \( x^* \), then every point of \( S \) is Lagrange regular.

**Proof:** Consider \( x_0 \in S \). Let \( i \in B_0 \) then Lemma 5.1 gives

\[
\nabla g_{i_1}(x_0)(x^* - x_0) \geq g_{i_1}(x^*) > 0
\]

as \( g_{i_1}(x_0) = 0 \), \( i \in B_0 \). Thus restraint condition B is satisfied. \(\square\)

**Lemma 5.3:** If \( f \) convex satisfies the Kuhn Tucker conditions at \( x_0 \) then \( f \) has a minimum on \( S \) at \( x_0 \).

**Proof:** In this case (3.2) gives

\[
\nabla f(x_0) = \sum_{i \in I_1} u_i \nabla g_{i_1}(x_0) , \ u^T g(x_0) = 0 , \ u_i \geq 0 .
\]

Let \( x \) be any other point of \( S \), then

\[
f(x) \geq f(x) - \sum_{i \in I_1} u_i g_{i_1}(x) = f(x_0)
\]

(5.5)

where \( f(x) \) is convex on \( S \) as the \( g_{i_1}(x) , i \in I_1 \), are concave. Thus

\[
f(x) \geq f(x_0) + \nabla f(x_0)(x - x_0)
\]

\[
= f(x_0) \ . \ \square
\]
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Remark: If \( f \) has an interior the Kuhn Tucker conditions are both necessary and sufficient for a minimum of the convex programming problem.

**Definition:** The **primal function** for the convex programming problem is

\[
\tilde{w}(z) = \inf_{x \in S_z} f(x) , \quad S_z = \{ x ; g(x) \geq z \} .
\]  

(5.6)

Note that if \( z_1 \geq z_2 \) then \( S_{z_1} \subseteq S_{z_2} \) so that \( \tilde{w}(z_1) \geq \tilde{w}(z_2) \) and that if \( S \) has an interior then \( S_z \) nonempty for \( z \geq 0 \) and small enough.

**Lemma 5.3:** \( \tilde{w}(z) \) is convex.

**Proof:** If \( x_1 \in S_{z_1} , x_2 \in S_{z_2} \) then, by concavity of \( g_i , i \in I_1 \),

\[
g(\lambda x_1 + (1-\lambda) x_2) \geq \lambda z_1 + (1-\lambda) z_2 , \quad 0 \leq \lambda \leq 1 .
\]

Thus \( \lambda x_1 + (1-\lambda) x_2 \in S_{\lambda z_1 + (1-\lambda) z_2} \). We have

\[
\tilde{w}(\lambda z_1 + (1-\lambda) z_2) \leq \inf_{x_1 \in S_{\lambda z_1} , x_2 \in S_{z_2}} f(\lambda x_1 + (1-\lambda) x_2)
\]

\[
\leq \inf_{x_1 \in S_{\lambda z_1} , x_2 \in S_{z_2}} (\lambda f(x_1) + (1-\lambda) f(x_2)) \quad \text{by convexity}
\]

\[
\leq \lambda \inf_{x_1 \in S_{z_1}} f(x_1) + (1-\lambda) \inf_{x_2 \in S_{z_2}} f(x_2)
\]

\[
\leq \lambda \tilde{w}(z_1) + (1-\lambda) \tilde{w}(z_2) . \quad \square
\]

**Definition:** The **dual function** is

\[
\phi(z^*) = \inf_{x \in \Omega} f(x) - g^T(x) z^* , \quad z^* \geq 0
\]

(5.7)

where \( \Omega \) is the region on which \( f , -g_i , i \in I_1 \), are convex.
Lemma 5.4: \( \phi(z^*) \) is concave.

Proof: Let \( 0 \leq \lambda \leq 1 \), and \( \frac{z_1^*}{z_2}, \frac{z_2^*}{z_2} \geq 0 \), then

\[
\phi(\lambda \frac{z_1^*}{z_1} + (1-\lambda) \frac{z_2^*}{z_2}) = \inf_{x} \{ f(x) - g^T(x)(\lambda \frac{z_1^*}{z_1} + (1-\lambda) \frac{z_2^*}{z_2}) \}
\]

\[
= \inf_{x} \{ \lambda (f - g^T \frac{z_1^*}{z_1}) + (1-\lambda)(f - g^T \frac{z_2^*}{z_2}) \}
\]

\[
\geq \lambda \inf_{x} (f - g^T \frac{z_1^*}{z_1}) + (1-\lambda) \inf_{x} (f - g^T \frac{z_2^*}{z_2})
\]

\[
\geq \lambda \phi(z_1^*) + (1-\lambda)\phi(z_2^*) . \quad \square
\]

Lemma 5.5: Let \( \Gamma = \{ z ; \exists x \in \Omega \text{ such that } g(x) > z \} \). Then

\[
\phi(z^*) = \inf_{z \in \Gamma} (w(z) - z^T z^*) . \quad (5.8)
\]

Proof:

\[
\phi(z^*) = \inf_{x} (f(x) - g^T \frac{z^*}{z}) ,
\]

\[
\leq \inf_{x} (f(x) - z^T z^*) ,
\]

\[
= w(z) - z^T z^*
\]

\[
\therefore \phi(z^*) \leq \inf_{z \in \Gamma} (w(z) - z^T z^*) . \quad (5.9)
\]

Now let \( g(x_1) = z_1 \). Then
\[ f(x_\ast) - g^T(x_\ast)z^* \geq \inf_{x \in S} (f(x) - z_{\ast}^T z^*) \]

\[ \geq w(z_{\ast}) - z_{\ast}^T z^* \]

\[ \geq \inf_{z \in \Gamma} (w(z) - z^T z^*) \]

\[ \therefore \inf_{x \in S} (f(x) - g^T(x_\ast)z^*) \geq \inf_{z \in \Gamma} (w(z) - z^T z^*) \quad (5.10) \]

The result follows from the inequalities (5.9) and (5.10). \( \square \)

**Theorem 5.1** (Duality theorem). (i) \( \sup_{z^* \geq 0} \phi(z^*) \leq \inf_{x \in S} f(x) \).

(ii) If \( S \) has an interior, and \( \exists x_0 \) such that the Kuhn Tucker conditions are satisfied, then \( \exists z^* \) maximizing \( \phi(z^*) \) and equality holds in (i).

**Proof:** From Lemma 5.5 we have that

\[ \phi(z^*) \leq w(\varphi) = \inf_{x \in S} f(x) \]

holds for each \( z^* \geq 0 \). Thus

\[ \sup_{z^* \geq 0} \phi(z^*) \leq \inf_{x \in S} f(x) \quad (5.11) \]

If \( \exists x_0 \) such that the Kuhn Tucker conditions are satisfied then \( x_0 \) minimizes \( f \) on \( S \). Defining \( z^* = [u_1, \ldots, u_m]^T \) where the \( u_1 \geq 0 \) are the multipliers in the Kuhn Tucker conditions we see that

\[ \phi(z^*) = f(x_0) \quad \square \]
Corollary 5.1: (Wolfe’s form of the duality theorem). Consider the primal problem minimize the convex function \( f(x) \) subject to the concave constraints \( g_i(x) \geq 0, \ i = 1, 2, \ldots, m \), and the dual problem maximize \( \xi(x, u) \) subject to \( \nabla_x f = 0, \ u \geq 0 \). If a solution to the primal exists then the dual problem has a solution and the objective function values are equal.

Remark: (i) The linear programming problem

\[
\min \ a^T x \ \text{subject to} \ Ax - b \geq 0 \tag{5.12}
\]

is a special case of a convex programming problem as linear functions have the special property of being both convex and concave -- this is an immediate consequence of Lemma 5.1. This property of linear constraints permits the previous discussion to be extended to permit linear equality constraints. Note that if the linear equality constraints are not to be contradictory, then their gradients must be linearly independent.

(ii) If the restraint condition \( B \) is satisfied at \( x_0 \), and \( f(x) \) has a minimum on \( S \) at \( x_0 \) then \( x_0 \) also solves the linear programming problem

\[
\min \ f(x_0) + \psi f(x_0)(x - x_0)
\]

subject to

(i) \( g_1(x_0) + \psi g_1(x_0)(x - x_0) \geq 0, \ i \in I_1 \), and

(ii) \( h_1(x_0) + \psi h_1(x_0)(x - x_0) \geq 0 \),

\[-h_1(x_0) - \psi h_1(x_0)(x - x_0) \geq 0, \ i \in I_2 \],

as the Kuhn Tucker conditions are both necessary and sufficient for a
solution to the linear programming problem. That the converse need not be true is readily seen from the example \( \min -x \) subject to \( 1 - x^2 - y^2 \geq 0 \) which has a minimum at \( x = 1, y = 0 \). The associated linear programming problem is \( \min -x \) subject to \( 1 - x \geq 0 \) which has the solution \((1, y)\) for any \( y \). Thus additional conditions are required if the converse is to hold (for example, Lemmas 4.3 or 4.4 could be used).

Example: (i) (Duality in linear programming). Consider the primal problem

\[
\text{minimize } a^T x \quad \text{subject to } Ax - b \geq 0 .
\]

The corresponding dual is

\[
\text{maximize } b^T u \quad \text{subject to } A^T u - a = 0 , \quad u \geq 0 .
\]

If the primal has a solution then so does the dual and the objective function values are equal.

(ii) (The cutting plane algorithm).

(a) Consider the set \( S = \{x; g_1(x) \geq 0 \text{ and } g_1 \text{ concave, } i \in I_1\} \).

If \( x^* \notin S \) then \( g_1(x^*) < 0 \) for at least one \( i \). Let \( \alpha \) satisfy

\[
g_\alpha(x^*) \leq g_1(x^*) , \quad i \in I_1 .
\]

Consider the half space

\[
U = \{x; g_\alpha(x^*) + v g_\alpha(x^*)(x - x^*) \geq 0\} .
\]

Then \( x^* \notin U \). Now if \( g_\alpha(x) \geq 0 \) then, as \( g_\alpha \) concave,

\[
g_\alpha(x^*) + v g_\alpha(x^*)(x - x^*) \geq g_\alpha(x) \geq 0 .
\]

Thus \( g_\alpha(x) \geq 0 \Rightarrow x \in U \) so that

\[
S_\alpha = \{x; g_\alpha(x) \geq 0\} \subseteq U .
\]
We have $S \subseteq S_\alpha \subseteq U$. Thus the hyperplane $g_\alpha(x^*) + v_\alpha(x^*)(x - x^*) = 0$ separates $x^*$ and $S$.

(b) The convex programming problem minimize $f(x)$ subject to $x \in S$ is equivalent to the problem minimize $x_{n+1}$ subject to $x \in S$, $x_{n+1} - f(x) > 0$ where $x_{n+1}$ is a new independent variable (note that the new constraint is concave). This equivalence follows from the Kuhn-Tucker conditions by noting that the new constraint must be active. Thus a convex programming problem can be replaced by the problem of minimizing a linear objective function subject to an enlarged constraint set.

(c) Consider the problem of minimizing $c^T x$ subject to $x \in S$ and $S$ bounded. In particular we assume that $S \subseteq R_0 = \{x; Ax - b \geq 0\}$. We can now state the cutting plane algorithm

$$(0) \quad i = 0 .$$

$$(i) \quad \text{Let } x_i \text{ minimize } c^T x \text{ subject to } x \in R_i .$$

$$(ii) \quad \text{Determine } \alpha \text{ such that } g_\alpha(x_i) \leq g_j(x_i), \quad j \in I_1 .$$

$$(iii) \quad \text{If } g_\alpha(x_i) \geq 0 \text{ go to (v).}$$

$$(iv) \quad \text{Set } R_{i+1} = R_i \cap \{x; g_\alpha(x_i) + v_\alpha(x_i)(x - x_i) \geq 0\} , \quad i := i + 1 , \text{ go to (i)}$$

$$(v) \quad \text{Stop.}$$

Note that step (i) requires the solution of a linear programming problem.

(d) The cutting plane algorithm generates a sequence of points $x_i$ with the property that

$$c^T x_0 \leq c^T x_1 \leq \ldots \leq c^T x_i \leq \ldots \leq \min_{x \in S} c^T x$$

as $R_0 \supseteq R_1 \supseteq \ldots \supseteq S$. Thus the sequence $\{c^T x_i\}$ is increasing and
bounded above and therefore convergent. Let $x^*$ be a limit point of the \{x_i\}. Then $x^* \in S$ and therefore solves the convex programming problem. To prove this, assume $x^* \notin S$. Then

$$\min_{i} g_i(x^*) = g_\alpha(x^*) = -\lambda < 0.$$  

Let a subsequence \{x_j\} \to x^*, then \exists k such that

(i) $\|x_k - x^*\| < \frac{\lambda}{2C}$, and

(ii) $g_\alpha(x_k) < -\frac{\lambda}{2}$

where $C \geq \|\nabla g_\alpha(x)\|$, $x \in \mathbb{R}_0$, $i \in I_1$.

Let

$$\min_{i} g_i(x_k) = g_\beta(x_k).$$

Then $g_\beta(x_k) < -\frac{\lambda}{2}$. Now $x^*$ a limit point of \{x_i\} = $x^* \in \cap R_1$. In particular, $x^* \in R_{k+1}$ whence

$$c_\beta(x_k) + \nabla g_\beta(x_k)(x^* - x_k) \geq 0.$$  

But

$$\|\nabla g_\beta(x_k)(x^* - x_k)\| < \frac{\lambda}{2C} C < \frac{\lambda}{2}$$

so that

$$g_\beta(x_k) + \nabla g_\beta(x_k)(x^* - x_k) < -\frac{\lambda}{2} + \|\nabla g_\beta(x_k)(x^* - x_k)\|$$

$$< 0$$

which gives a contradiction.
Notes

1. For properties of tangent cones, see Hestenes. Luenberger discusses polar cones (which he calls negative conjugate cones) on pp. 157-159. Lemma 1.4 is due to Gould and Tolle. The proof is due to Nashed et al.

2. Hestenes is a good general reference for this section and includes a proof that a finitely generated cone is closed. The proof given here of Farkas Lemma is standard (see for example Vajda's paper). An extensive list of alternative theorems is given in Mangasarian.

3. The main result is due to Gould and Tolle. The treatment of the other restraint conditions follows Fiacco and McCormick.

4. The treatment of second order conditions is based on Hestenes. Similar material is given in Fiacco and McCormick.

5. The treatment of duality is based on Luenberger. A related treatment is given by Whittle who is good value on applications. Vajda is a good reference for the mathematical programming application. Wolfe's papers in both the Abadie books discuss various aspects of the cutting plane method.
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II. Descent Methods for Unconstrained Minimization
1. General properties of descent methods.

The class of descent methods for minimizing an unconstrained function $F(x)$ solve the problem iteratively by means of a sequence of one dimensional minimizations. The main idea is illustrated in Figure 1.1. At the current point $x_i$, a direction $t_i$ is provided, and the closest minimum to $x_i$ of the function

$$G_i(\lambda) = F(x_i + \lambda t_i)$$

sought. At $x_{i+1}$ we have

$$G_i'(\lambda_i) = \nabla F(x_{i+1})^t = 0$$

where $x_{i+1} = x_i + \lambda_i t_i$.

**Definition:** A step in which $x_{i+1}$ is determined by satisfying the above conditions is said to satisfy the descent condition. We consider $t_i$ a profitable search direction if $F(x_i + \lambda t_i)$ decreases initially as $\lambda$ increases from zero. This condition is formalized as follows.

![Figure 1.1](image-url)
Definition: (i) The vector $t$ is **downhill** for minimizing $F$ at $x$ if $\nabla F(x)t < 0$. (ii) The sequence of unit vectors $\{t_i\}$ is downhill for minimizing $F$ at the sequence of points $\{x_i\}$ if $\exists \delta > 0$, independent of $i$, such that $\nabla F(x_i)t_i \leq -\delta \|\nabla F(x_i)\|$. 

Example: The sequence of vectors $\{-\nabla F(x_i)/\|\nabla F(x_i)\|\}$ satisfies the downhill condition with $\delta = 1$. In this case we say that $t_i$ is in the direction of steepest descent.

An estimate of the value of $\lambda$ minimizing $G_0$ is readily given. We have

$$0 = \nabla F(x_{i+1})t_i = \nabla F(x_i)t_i + \lambda_i \frac{t_i}{\|x_i\|^2} \nabla^2 F(x_i)t_i$$

where $\bar{x}_i = x_i + \lambda_i t_i$ is an appropriate mean value. Thus

$$\lambda_i = \frac{-\nabla F(x_i)t_i}{t_i^T \nabla^2 F(x_i)t_i} \geq \frac{\delta \|\nabla F(x_i)\|}{\|\nabla^2 F(x_i)\|} \quad (1.2)$$

Theorem 1.1: (Ostrowski's descent theorem). Let $R = \{x; F(x) \leq F^*\}$, and assume that $F$ bounded below and $t^T \nabla^2 F(x)t \leq K\|t\|^2$, $x \in R$. Define

$$x_{i+1} = x_i + \frac{\delta \|\nabla F(x_i)\|}{K} t_i,$$

and

$$\nabla F(x_i)t_i \leq -\delta \|\nabla F(x_i)\|, \quad \|t_i\| = 1,$$

for $i = 1, 2, \ldots$ where $\delta > 0$. Then $\{F(x_i)\}$ converges, and the limit points of $\{x_i\}$ are stationary values of $F$. 
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Proof: As \( \{t_i\} \) downhill then \( \{x_i\} \subset R \). Expanding by the mean value theorem we obtain

\[
F(x_{i+1}) = F(x_i) + \frac{\delta \|\nabla F(x_i)\|}{K} \nabla F(x_i) \cdot t_i + \frac{1}{2} \left( \frac{\delta \|\nabla F(x_i)\|}{K} \right)^2 t_i^T \nabla^2 F(x_i) t_i
\]

where \( \bar{x}_i \) is a mean value. We have

\[
F(x_{i+1}) \leq F(x_i) - \frac{\delta \|\nabla F(x_i)\|^2}{K} + \frac{1}{2} \left( \frac{\delta \|\nabla F(x_i)\|}{K} \right)^2 K
\]

\[
\leq F(x_i) - \frac{\delta^2 \|\nabla F(x_i)\|^2}{K} .
\]

Thus the sequence \( \{F(x_i)\} \) is decreasing and bounded below and therefore convergent. Further, from (1.3),

\[
\|\nabla F(x_i)\| \leq \frac{1}{\delta} \sqrt{2K(F(x_i) - F(x_{i+1}))}
\]

\[
\rightarrow 0 , \ i \rightarrow \infty .
\]

Thus \( \nabla F(x^*) = 0 \) if \( x^* \) is a limit point of \( \{x_i\} \). \( \Box \)

Remark: By (1.2) the step taken in the direction \( t_i \) underestimates the step to the minimum of \( G_i \). Thus (1.3) holds if the descent condition is satisfied so that the conclusions of the theorem are valid also in this case.

Theorem 1.2: (Goldstein's descent theorem). Let \( R = \{x; F(x) \leq F^*\} \) be bounded, and assume \( F \in C^1 \) and bounded below on \( R \). Define
\[ \Delta(x_i, \lambda) = F(x_i) - F(x_i + \lambda t_i) \]
\[ \psi(x_i, \lambda) = -\frac{\Delta(x_i, \lambda)}{\lambda \nabla F(x_i) t_i} \]

where \( \{t_i\} \) downhill, and the \( \{x_i\} \) are generated by the algorithm

(i) \( x_{i+1} = x_i \) if \( \Delta(x_i, \lambda) = 0 \).

(ii) If \( \psi(x_i, \lambda) < \sigma \) where \( 0 < \sigma < 1/2 \)
then choose \( \lambda_i \) such that \( \sigma \leq \psi(x_i, \lambda_i) \leq 1 - \sigma \),
else choose \( \lambda_i = 1 \).

(iii) \( x_{i+1} = x_i + \lambda_i t_i \).

Then the limit points of \( \{x_i\} \) are stationary points of \( F \).

**Proof:** \( \Delta(x_i, \lambda) = -\lambda \nabla F(x_i) t_i + o(\lambda) \).

Thus \( \Delta(x_i, \lambda) = 0 \Rightarrow \|\nabla F(x_i)\| \cdot o(1) \) as \( \{t_i\} \) downhill so that \( x_i \) is a stationary point. Otherwise \( \nabla F(x_i) t_i < 0 \) so that \( \psi(x_i, \lambda) = 1 + o(1) \)
whence \( \psi(x_i, 0) = 1 \). Also the boundedness of \( R \) implies that
\( \Delta(x_i, \lambda) < 0 \) for some \( \lambda \) large enough so that, as \( \psi(x_i, \lambda) \) is continuous,\( \lambda_i \) can be found to satisfy condition (ii) of the algorithm. Note that
\( \{x_i\} \subset R \). We have
\[ F(x_i) - F(x_{i+1}) = -\lambda_i \psi(x_i, \lambda_i) \nabla F(x_i) t_i \]
\[ \geq \lambda_i \sigma \|\nabla F(x_i)\| \]  
(1.5)

Thus \( \{F(x_i)\} \) decreasing and bounded below and therefore convergent. To show that the limit points of \( \{x_i\} \) are stationary values of \( F \) consider
the subsequence \( \{x_i\} \rightarrow x^* \) and assume \( \|\nabla F(x^*)\| > \varepsilon > 0 \). Then
\[
\|\nabla F(x_i)\| > \varepsilon \quad \text{for} \quad i > i_0.
\]
This implies that \( \inf_{i} \lambda_i = \lambda_0 > 0 \) as otherwise \( \sup_{i} \psi(x_i, \lambda_i) = 1 \) contradicting \( \psi(x_i, \lambda_i) \leq 1 - \sigma \). Thus
\[
\|\nabla F(x_i)\| \leq \frac{F(x_i) - F(x_{i-1})}{\lambda_0 \sigma \delta}.
\]
(1.6)

The right hand side \( \rightarrow 0 \) as \( i \rightarrow \infty \) which establishes a contradiction. \( \square \)

Remark: There are two aspects of this theorem which are of particular interest. (i) It is necessary to assume only that \( f \in C^1 \) in \( R \). However, the boundedness of \( R \) is used explicitly. (ii) The algorithm for determining the step length \( \lambda_i \) is readily implemented. A value of \( \lambda \) satisfying condition (ii) of the algorithm will be said to satisfy the Goldstein condition.

Theorem 1.3: (i) Let the vector sequence in the Goldstein algorithm be defined by
\[
s_i = -A_i \nabla F(x_i)^T, \quad t_i = s_i / \|s_i\|
\]
(1.7)
where \( A_i \) is positive definite, bounded, and \( X(A_i) = \frac{\lambda_{\min}(A_i)}{\lambda_{\max}(A_i)} \geq \omega > 0 \), \( i = 1, 2, \ldots \). Then \( \{t_i\} \) is downhill with constant \( \delta = \omega \).

(ii) Assume that \( \{x_i\} \rightarrow x^* \), and that \( \|A_i^{-1} \nabla^2 F(x_i)\| = o(1) \), then \( \lambda_i = \|s_i\| \) satisfies the Goldstein condition for \( i \) large enough.

(iii) The ultimate rate of convergence of the algorithm is superlinear for this choice of \( \lambda_i \).
Proof: (i) 

$$
\psi(x_i, \lambda) = \frac{\nabla F(x_i) A_i \nabla F(x_i)^T}{\|\nabla F(x_i) A_i\|} \leq - \frac{\lambda_{\min}(A_i) \|\nabla F(x_i)\|}{\lambda_{\max}(A)} \\
\leq - \omega \|\nabla F(x_i)\| . \quad (1.8)
$$

(ii) 

$$
\psi(x_i, \lambda) = - \frac{F(x_i) - F(x_i + \lambda t_i)}{\lambda \nabla F(x_i)^T t_i} = \frac{\lambda \nabla F(x_i)^T t_i + \frac{\lambda^2}{2} t_i^T \nabla^2 F(x_i) t_i}{\lambda \nabla F(x_i)^T t_i}
$$

where $\bar{x}_i$ is a mean value dependent on $\lambda$. Now, writing 

$$
\nabla^2 F(\bar{x}_i) = A_i^{-1} + E_i
$$

and noting that $\|E_i\| \to 0$ as $i \to \infty$, we have 

$$
\psi(x_i, \lambda) = 1 - \frac{\lambda}{2} \left\{ \frac{1}{\|s_i\|} + \frac{t_i^T E_i t_i}{\|s_i\| \nabla F(x_i)^T t_i} \right\}
$$

so that 

$$
|\psi(x_i, \lambda) - (1 - \frac{\lambda}{2\|s_i\|})| \leq \frac{\lambda}{2\|s_i\|} \frac{\|E_i\| \|s_i\|}{\omega \|\nabla F(x_i)\|} \leq \frac{\lambda}{2\|s_i\|} \frac{\|E_i\| \|A_i\|}{\omega} \quad (1.9)
$$
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In particular

\[ |\psi(x_i, \|s_i\|) - \frac{1}{2} | \leq \frac{1}{2} \frac{\|s_i\| \|A_1\|}{w} \to 0, \ i \to \infty. \]

(iii) Another application of the mean value theorems gives

\[ s_i = -A_1 \nabla F(x_i)^T = -A_1 (\nabla F(x^-) - \nabla F(x^*)^T \]

\[ = -A_1 (\nabla^2 F(x_i)(x_i - x^*) + o(\|x_i - x^*\|)) \]

\[ = - (x_i - x^*) + o(\|x_i - x^*\|) \quad . \tag{1.10} \]

Thus

\[ x_{i+1} - x^* = x_i + \gamma_i s_i - x^* \]

\[ = (1 - \gamma_i)(x_i - x^*) + o(\|x_i - x^*\|) \quad . \tag{1.11} \]

From (1.11) the choice \( \gamma_i = 1 \) \((\lambda_i = \|s_i\|)\) gives superlinear convergence. □

Remark: Theorem 1.5 shows that if \( \nabla^2 F \) is positive definite in the neighbourhood of an unconstrained minimum, then it is possible to have algorithms with superlinear convergence without the necessity of satisfying the descent condition. It is not generally considered economic to compute the second partial derivatives of \( F \), and considerable emphasis has been placed on developing approximations to the inverse Hessian using only first derivative information. Although the steepest descent direction is initially in the direction of most rapid decrease of the function it gives in general only linear convergence.
2. **Methods based on conjugate directions.**

The problem of minimizing a positive definite quadratic form is an important special case of the general unconstrained optimization problem. In particular it is frequently used as a model problem for the development of new algorithms. It is argued that in a neighborhood of the minimum, a general function having a positive definite Hessian at the minimum will be well represented by a quadratic form so that methods which work well in this particular case should work well in general.

Let $F$ be given by

$$F(x) = a + b^T x + \frac{1}{2} x^T C x$$

(2.1)

where $C$ is a positive definite, necessarily symmetric matrix. We have

$$\nabla F(x) = b^T + x^T C$$

(2.2)

Consider now a descent step from $x_i$ in the direction $t_i$. The descent condition gives

$$0 = \nabla F(x_i + \lambda t_i)^T t_i = t_i^T (C(x_i + \lambda t_i) + b)$$

whence

$$\lambda = -\frac{t_i^T \nabla F(x_i)}{t_i^T C t_i}$$

(2.3)

where $\nabla F(x_i)^T$. To calculate the change in the value of $F$ in a descent step we have
Example: (Linear convergence of the method of steepest descent).

Let $F = \frac{1}{2} x^T C x$. Then (2.4) gives

$$F(x_{i+1}^\prime) - F(x_i) = -\frac{1}{2} \left( x_i^T C x_i \right)^2$$

where $w_i = Cx_i$.

We have $F(x_i) = \frac{1}{2} w_i^T C^{-1} w_i$ so that

$$F(x_{i+1}^\prime) = \left( 1 - \frac{1}{2} \frac{w_i^T w_i}{w_i^T C w_i} \right) F(x_i).$$

The Kantorovich inequality gives

$$\frac{(w^T w)^2}{w^T C^{-1} w w^T C w} \geq \frac{4 \sigma_1 \sigma_n}{(\sigma_1 + \sigma_n)^2}$$

where $\sigma_1$ and $\sigma_n$ are the smallest and largest eigenvalues of $C$ respectively, whence
\[ F(x_{i+1}) \leq \left( \frac{\sigma_n - \sigma_1}{\sigma_n + \sigma_1} \right)^2 F(x_i) \]

which shows that the rate of convergence of steepest descent is at least linear.

To show that it is exactly linear consider the particular case in which

\[ x_1 = \alpha_1^n v_1 + \alpha_n^n v_n \]

where \( v_1 \) and \( v_n \) are the normalized eigenvectors associated with \( \sigma_1 \) and \( \sigma_n \) respectively. We have

\[ x_{i+1} = \alpha_1^{i+1} v_1 + \alpha_n^{i+1} v_n = (1 - \lambda_1 \alpha_1) \alpha_1^i v_1 + (1 - \lambda_n \alpha_n) \alpha_n^i v_n \]

with (from (2.3))

\[ \lambda_i = \frac{(\alpha_1^i)^2 \sigma_1^2 + (\alpha_n^i)^2 \sigma_n^2}{(\alpha_1^i)^2 \sigma_1^3 + (\alpha_n^i)^2 \sigma_n^3} \]

so that

\[ \alpha_1^{i+1} = \frac{(\alpha_1^i)^2 (\sigma_n - \sigma_1) \sigma_1^2}{(\alpha_1^i)^2 \sigma_1^3 + (\alpha_n^i)^2 \sigma_n^3} \alpha_1^i \]

and

\[ \alpha_n^{i+1} = -\frac{(\alpha_1^i)^2 (\sigma_n - \sigma_1) \sigma_n^2}{(\alpha_1^i)^2 \sigma_1^3 + (\alpha_n^i)^2 \sigma_n^3} \alpha_n^i \]

In particular

\[ \frac{\alpha_1^{i+1}}{\alpha_n^{i+1}} = -\frac{\sigma_n^2}{\sigma_1^2} \frac{\alpha_1^i}{\alpha_n^i} = \frac{\alpha_1^{i-1}}{\alpha_n^{i-1}} \]
so that the ratios \( \frac{\alpha^n_i}{\alpha^n_{n+1}} \) assume just two values for all \( i \) (depending on \( i \) even or odd). Now

\[
|\alpha^n_{i+1}| \geq \left( 1 - \frac{\sigma^1_i}{\sigma^n_i} \right) \frac{(\alpha^n_{n+1})^2}{(\alpha^n_{1})^2 + (\alpha^n_{1})^2} |\alpha^n_{1}|,
\]

and

\[
|\alpha^n_{n+1}| \geq \left( 1 - \frac{\sigma^1_{n}}{\sigma^n_{n}} \right) \left( \frac{\sigma^1_{n}}{\sigma^n_{n}} \right)^2 \frac{(\alpha^n_{1})^2}{(\alpha^n_{1})^2 + (\alpha^n_{1})^2} |\alpha^n_{1}|
\]

so that

\[
|\alpha^n_{1} + \alpha^n_{n+1}| \geq \left( 1 - \frac{\sigma^1_{1}}{\sigma^n_{1}} \right) \left( \frac{\sigma^1_{1}}{\sigma^n_{1}} \right)^2 \frac{\alpha^n_{1} \alpha^n_{n+1}}{(\alpha^n_{1})^2 + (\alpha^n_{1})^2} (|\alpha^n_{1}| + |\alpha^n_{n+1}|)
\]

\[
\geq \left( 1 - \frac{\sigma^1_{1}}{\sigma^n_{1}} \right) \left( \frac{\sigma^1_{1}}{\sigma^n_{1}} \right)^2 \gamma (|\alpha^n_{1}| + |\alpha^n_{n+1}|)
\]

where \( \gamma = \min \left\{ \frac{|\alpha^n_{1} + \alpha^n_{n+1}|}{\frac{\alpha^n_{1}}{\alpha^n_{1}}}, \frac{|\alpha^n_{1} + \alpha^n_{n+1}|}{\frac{\alpha^n_{1}}{\alpha^n_{1}}} \right\} < 1 \), and \( \gamma \) is independent of \( i \). This inequality shows that the rate of convergence of steepest descent is linear.

**Definition:** Directions \( t_1, t_2 \) are conjugate with respect to \( C \) if

\[
t^T_1 Ct_2 = 0.
\]

(2.5)

In what follows it will frequently be convenient to speak about a
'direction of search' without intending to imply that its norm is unity. However, the null vector is excluded from any set of mutually conjugate directions. It is clear that any set of mutually conjugate directions are linearly independent.

Example: The eigenvectors of $C$ are conjugate. The property of being both conjugate and orthogonal specializes the eigenvectors.

Lemma 2.1: Let $t_1, ..., t_n$ be a set of mutually conjugate directions (with respect to $C$). Starting from $x_1$ let $x_2, x_3, ..., x_{n+1}$ be points produced by descent steps applied to (2.1). Then

$$\mathbf{g}_i^T t_j = 0, \; j = 1, 2, ..., i-1.$$  \hspace{1cm} (2.6)

Proof: The descent condition gives $\mathbf{g}_i^T c_{i-1} = 0$ so it is necessary only to verify the result for $j < i-1$. We have

$$\mathbf{g}_i^T t_s = (C x + b)^T t_s$$

$$= (C x_{s+1} + b + \sum_{k=s+1}^{i-1} \lambda_k C t_k)^T t_s$$

$$= \mathbf{g}_{s+1}^T t_s + \sum_{k=s+1}^{i-1} \lambda_k t_k^T C t_s, \; s = 1, 2, ..., i-2$$

$$= 0 \; . \; \square$$

Corollary 2.1: The minimum of a positive definite quadratic form can be found by making at most one descent step along each of $n$ mutually conjugate directions.
Proof: From Lemma 2.1 we have \( \sum_{i=1}^{n} \mathbf{t}_i = 0 \), \( i = 1, 2, \ldots, n \).

Thus \( \mathbf{g}_{n+1} \) is orthogonal to \( n \) linearly independent directions and therefore vanishes identically. \( \Box \)

Remark: A method which minimizes a quadratic form in a finite number of steps is said to have a quadratic termination property.

Example: The sequence of vectors

\[
\mathbf{t}_1 = -\mathbf{g}_1, \\
\mathbf{t}_i = -\mathbf{g}_1 + \frac{\|\mathbf{g}_1\|^2}{\|\mathbf{g}_{i-1}\|^2} \mathbf{t}_{i-1}, \quad i = 2, \ldots, n
\]  

(2.7)

are conjugate. The algorithm based on this choice is called the method of conjugate gradients.

We now consider the generation of sequences of conjugate directions to provide a basis for a descent calculation. To do this we note that the minimum of (2.1) is at \( \mathbf{x} = -\mathbf{C}^{-1}\mathbf{b} \) so that if we minimize in the direction \( \mathbf{t} = -\mathbf{C}^{-1}(\mathbf{C}\mathbf{x} + \mathbf{b}) = -\mathbf{C}^{-1}\mathbf{F}(\mathbf{x}_1) \) then the minimum is found in a single step. In general \( \mathbf{C}^{-1} \) is not known in advance, so that we are lead to consider processes in which each step consists of two parts

(i) a descent calculation in the direction

\[
\mathbf{t}_1 = -\mathbf{H}_1\mathbf{g}_1
\]  

(2.8)

where \( \mathbf{H}_1 \) is the current estimate of \( \mathbf{C}^{-1} \), and (ii) the calculation of a correction to \( \mathbf{H}_1 \) which serves both the purposes of making the \( \mathbf{t}_1 \) conjugate and making \( \mathbf{H}_1 \) approach \( \mathbf{C}^{-1} \). It is convenient in what follows to assume that the \( \mathbf{H}_1 \) are symmetric. This seems a natural condition given the symmetry of \( \mathbf{C} \) but is in fact not necessary.
If we assume that \( t_s, s < i \), are mutually conjugate then the condition that each be conjugate to \( t_i \) is

\[
t^T_{-1} C t_s = g^T_{-1} H_i C t_s = 0, \quad s < i,
\]

and, by Lemma 2.1, this is certainly satisfied if

\[
H_i C t_s = \rho_{s-s} t_s, \quad s < i.
\]

We write this equation in the equivalent form (multiplying both sides by \( \lambda_s \))

\[
H_i y_s = \rho_{s-s} d_s, \quad s < i, \tag{2.9}
\]

where

\[
d_i = x_{i+1} - x_i, \quad y_i = g_{i+1} - g_i \tag{2.10}
\]

Consider the symmetric updating formula

\[
H_{i+1} = H_i + \xi_i d_{i-s} + \eta_i H_i y_i y_i^T H_i - \zeta_i (d_{i-s} y_i y_i^T H_i + H_i y_i d_{i-s}^T)
\]

(2.11)

where \( \xi_i, \eta_i, \zeta_i \) are to be determined (or prescribed). We have

\[
H_{i+1} y_{i+s} = H_i y_s = \rho_{s-s} d_s, \quad s < i, \text{ provided (2.9) holds as}
\]

\[
d_{i-s} y_s = \lambda_i \lambda_s d_{i-s} + \eta_i H_i y_i y_i^T H_i = 0, \quad \text{and} \quad y_i^T H_i y_s = \lambda_i \lambda_s y_i y_i^T H_i C t_s = \rho_{s-s} \lambda_s y_i d_{i-s} = 0.
\]

Thus (2.9) is satisfied for \( i := i+1 \) if

\[
0 = 1 + \eta_i (y_i^T H_i y_i) - \zeta_i (d_{i-s} y_i)
\]

(2.12)

and

\[
\xi_i = \xi_i (d_{i-s} y_i) - \zeta_i (y_i^T H_i y_i)
\]

(2.13)

If \( \xi_i \) and \( \eta_i \) are expressed in terms of \( \rho_i \) and \( \zeta_i \) from (2.12) and (2.13) we have
\[ \eta_i = -\frac{1}{y_i^T H_i y_i} + \zeta_i \frac{d_i^T y_i}{y_i^T H_i y_i} , \]

and

\[ \xi_i = \frac{\rho_i}{d_i^T y_i} + \zeta_i \frac{y_i^T H_i y_i}{d_i^T y_i} , \]

so that equation (2.11) becomes

\[ H_{i+1} = H_i + \rho_i \frac{d_i^T d_i}{d_i^T y_i} - \frac{H_i y_i y_i^T H_i}{y_i^T H_i y_i} \]

\[ + \zeta_i \left\{ \frac{y_i^T H_i y_i}{d_i^T y_i} d_i d_i^T + \frac{y_i^T y_i}{y_i^T H_i y_i} H_i y_i y_i^T H_i - \frac{d_i^T y_i}{y_i^T H_i y_i} H_i - \frac{d_i^T y_i}{y_i^T H_i y_i} y_i d_i \right\} \]

\[ = D(\rho_i, H_i) + \zeta_i \tau_i y_i y_i^T \]

(2.14)

where

\[ y_i = d_i - \frac{1}{\tau_i} H_i y_i \]

(2.15)

and

\[ \tau_i = \frac{y_i^T H_i y_i}{d_i^T y_i} \]

(2.16)

Example: The particular case \( \rho_i = 1, \zeta_i = 0, i = 1,2,\ldots \) gives the variable metric or DFP formula which is the most frequently used member of the family.

The class of formulae described by (2.14) generate recursively a set of conjugate directions so that the first of our aims is satisfied. It still remains to show the relationship between the \( H_i \) and \( C^{-1} \). To do
this note that (2.9) can be written (introducing the symmetric square root $C^{1/2}$ of the positive definite matrix $C$).

$$C^{1/2}H_iC^{1/2}t_s = \rho_s C^{1/2}t_s , \quad s = 1,2,\ldots,i-1 ,$$
or, more briefly,

$$\hat{H}_i t_s = \omega_s t_s , \quad s = 1,2,\ldots,i-1 .$$ \hfill (2.9a)

Defining the matrix $\hat{T}$ by

$$\kappa_i(\hat{T}) = \frac{\hat{t}_s}{(t_s^T C t_s)^{1/2}} , \quad i = 1,2,\ldots,n ,$$
and the diagonal matrix $P$ by $P_{ii} = \rho_i , \quad i = 1,2,\ldots,n$ , we can write (2.9a) in the case $i = n+1$ in the form

$$\hat{H}_{n+1} \hat{T} = \hat{T} P .$$ \hfill (2.9b)

Now $\hat{T}$ is an orthogonal matrix so that

$$\hat{H}_{n+1} = \hat{T} P \hat{T}^T ,$$
whence

$$H_{n+1} = C^{-1/2} P \hat{T}^T C^{-1/2} .$$ \hfill (2.17)

In particular, if $P = \rho I$ ,

$$H_{n+1} = \rho C^{-1} .$$ \hfill (2.18)

Remark: Remember the motivation for developing the recursion (2.14) is the search for efficient descent directions. Specifically we are looking not only for conjugate directions but also for good estimates of the inverse Hessian. This indicates that $\rho = 1$ is the natural choice (or at least $\rho = \text{constant}$) , and almost all published methods use $\rho = 1$ . However, from (2.17), the choice of $\rho$ variable may well have scaling advantages in the initial phases of a computation with a general objective function. Presumably the strategy for choosing $\rho$ should make $\rho \to \text{constant}$ to ensure a fast rate of ultimate convergence.
Lemma 2.2: Provided the descent condition is satisfied,\[ H_{i+1} g_{i+1} \parallel v_{i+1} \] or null.

Remark: In what follows it is convenient to drop the i subscripts. Quantities subscripted i+1 will be starred. In what follows we assume \( \rho \) is constant.

Proof: We have (using the descent condition, the definition of \( t \), and \( d = \lambda t \))

\[
D(\rho, H) \tilde{g}^* = \left( H + \rho \frac{d \tilde{t}}{\tilde{y}} - \frac{H \tilde{y}^T H}{\tilde{y}^T \tilde{y}} \right) \tilde{g}^*
\]

\[
= H \tilde{y} + Hg - \frac{H \tilde{y}^T H(y + g)}{\tilde{y}^T \tilde{y}}
\]

\[
= - \frac{1}{\lambda} \left( d - \frac{\tilde{y}^T d}{\tilde{y}^T \tilde{y}} \tilde{H} \tilde{y} \right).
\]

Whence

\[
H^* \tilde{g}^* = - \left( \frac{1}{\lambda} + \zeta \tau \tilde{y}^T \tilde{g}^* \right) \tilde{v}.
\]

(2.19)

Remark: (i) The condition that \( H^* \tilde{g}^* = 0 \) when \( \tilde{v} \neq 0 \) gives a condition which determines \( \zeta \). We have

\[
\tilde{v}^T \tilde{g}^* = - \frac{1}{\tau} \tilde{g}^T \tilde{H} \tilde{v} = - \frac{1}{\tau} \tilde{g}^T \tilde{H} \tilde{g}^*.
\]

so that (from (2.19))

\[
\zeta = \frac{1}{\lambda \tilde{g}^T \tilde{H} \tilde{g}^*}.
\]

(2.20)
Provided this value of $\zeta$ is excluded from consideration then $x^*$ is independent of $\zeta$. Note that this result is true for a general function as no properties specific to a quadratic form have been used in its derivation.

(ii) We can only have $v = 0$ with $d$ and $g^*$ nonnull if $H$ is singular, and in this case $H^*$ is also singular and the null space of $H^*$ is at least as large as that of $H$. This follows from (2.15) which can vanish only if (a) $Hg^* = 0$ and $1 + \frac{1}{\lambda} = 0$, or (b) $Hg$ and $Hg^*$ are parallel. Now if $H$ is singular $\exists w$, $w^TH = 0$. Thus $w^Td = 0$, and hence $w^TH^* = 0$.

Clearly it is important that $H_i$ positive definite $\Rightarrow H_{i+1}$ positive definite, $i = 1,2,...$ in order that premature termination should be avoided ($H_i^*g^* = 0$ and $H^*$ positive definite $\Rightarrow g^* = 0$ whence $x^*$ is a stationary point). Conditions which ensure this are given in the following lemma (due to Powell).

Lemma 2.3: If $0 < \rho, \tau < \infty$, $H$ positive semidefinite, and $HH^+v = v$ (where $H^+$ is the generalized inverse of $H$), then $H^*$ is positive semidefinite, and the null space of $H^*$ is equal to that of $H$ provided

$$\zeta > \frac{-y^Td}{(d^TH^+d)(y^TH^+y) - (y^T^2)} \quad (2.21)$$

Proof: We first note the identity

$$D(\rho, H) = (I + uy^T)H(I + yu^T) \quad (2.22)$$

where
\[ u \sqrt{\rho \frac{1}{\sqrt{\tau}}} H \gamma \left\{ \sqrt{\rho \frac{1}{\sqrt{\tau}}} H \gamma \right\} \]  

(2.25)

and

\[ \text{det}(I + uy^T) = 1 + y^T u = \sqrt{\frac{\rho}{\tau}} \]  

(2.24)

so that, by the assumptions, \( I + uy^T \) is nonsingular. Now \( y^T v = 0 \) so that \( H^* \) can be written

\[ H^* = (I + uy^T)(H + \zeta \tau vv^T)(I + uy^T) \]  

(2.25)

Thus the problem reduces to considering \( H + \zeta \tau vv^T \). We have

\[ H + \zeta \tau vv^T = H(I + \zeta \tau H^+ vv^T) \]  

The null spaces of \( H \) and \( H^* \) will agree provided \( I + \zeta \tau H^+ vv^T \) is nonsingular. The condition for singularity is

\[ 0 = \det(I + \zeta \tau H^+ vv^T) \]

\[ = 1 + \zeta \tau vv^T H^+ \gamma \]  

Noting that \( H^+ H = H \), and \( H^+ \gamma = \gamma = H^+ d = d \) we have

\[ 1 + \zeta \tau \gamma^T H^+ \gamma = 1 + \zeta \tau (d^T H^+ d - 2 \frac{d^T y}{\tau} + \frac{y^T H y}{\tau^2}) \]

\[ = 1 + \zeta \tau (d^T H^+ d - \frac{(d^T y)^2}{y^T H y}) \]

and this vanishes provided

\[ \zeta = \frac{-y^T d}{(d^T H^+ d)(y^T H y) - (y^T d)^2} \]
The stated result is a consequence of this and the observation that decreasing \( \zeta \) below this value will make \( H^* \) indefinite. □

Remark: (i) The condition on \( \tau \) is automatically satisfied if

\[ H \] is positive definite and the descent condition is satisfied for then

\[ d^T y = -g^T d = \lambda g^T H g. \]

However the lemma does not require that the descent condition be satisfied and remains valid even though the exact minimum in the direction \( \tau \) is not found. In this case the condition on \( \tau \) is necessary.

Corollary 2.2: If \( H_1 \) positive definite, and \( H_{i+1} = D(p, H_i) \),

\[ i = 1, 2, \ldots \]

then provided the descent condition is satisfied for

\[ i = 1, 2, \ldots \]

then \( H_{i+1} \) is positive definite.

Proof: This is a consequence of (2.22) and the above remark which shows that if \( H \) is positive definite, and if the descent condition is satisfied, then \( I + uy^T \) is nonsingular. □

Theorem 2.1: (Dixon's equivalence theorem). If (i) the formula (2.14) is used to generate descent directions, (ii) \( \zeta_i \) satisfies (2.21) for \n
\[ i = 1, 2, \ldots \]

and \( H_1 \) is positive definite, and (iii) the descent condition is satisfied in each descent step, then the sequence of points generated by the algorithm depends only on \( F \), \( H_1 \), \( \rho \), and \( x_1 \) and is independent of \( \zeta_i \), \( i = 1, 2, \ldots \).

Remark: It is important to note that \( F \) is not restricted to be a quadratic form in this result.
Proof: Let $D_i = H_i$, $D_i = D(p, D_{i-1})$, $i = 2, 3, \ldots$. We show that if $H_i = D_i + \alpha d_{i-1} d_{i-1}^T$, then $H_{i+1} = D_{i+1} + \alpha d_{i+1} d_{i+1}^T$. By Lemma 2.2 we have $H^* = D(p, H) + \gamma d^* d^{*T}$. Now

\[
D(p, H) = D + \rho \frac{d d^T}{d^T y} - \left( \frac{D + \alpha dd^T}{y^T (D + \alpha dd^T)} \right) y^T (D + \alpha dd^T) y - \left( \frac{D + \alpha dd^T}{y^T (D + \alpha dd^T)} \right) y^T y + \alpha d d^T
\]

\[
= D + \rho \frac{d d^T}{d^T y} - \frac{D y y^T D}{y^T y} + \alpha \left( y^T D y + \alpha (y^T d)^2 \right) - \frac{D y y^T D}{y^T y} + \alpha (y^T D y) d d^T
\]

\[
= D^* - \frac{\alpha (y^T D y)}{y^T y^T D y + \alpha (y^T d)^2} \left( d - \frac{y^T d}{y^T y} D y \right) \left( d - \frac{y^T d}{y^T y} D y \right)^T . \tag{2.26}
\]

By Lemma 2.2, $d^* \parallel D(p, H) d^*$. By (2.26) $D(p, H) d^* \parallel d^* d^*$. Thus $d_{i,j} \parallel D_{i,j} d_{i,j}$, $j = 1, 2, \ldots, i \Rightarrow d_{i+1,j} \parallel D_{i+1,j} d_{i+1,j}$. But the case $j = 1$ is a consequence of Lemma 2.2 so the result follows by induction. \qed

Example: Equivalence results for a wide class of conjugate direction algorithms applied to a given positive definite quadratic form can be demonstrated by noting that at the $i$-th stage we find the minimum in the translation to $x_{i,j}$ of the subspace spanned by $t_1, \ldots, t_i$, and that this subspace is also spanned by $H_{i,j} g_1, \ldots, H_{i,j} g_i$. Thus $x_{i+1,j}$ depends only on
Proof: We have (as $g^T d = 0$)

$$
g^T D g = g^T D g - \frac{(g^T D y)^2}{y^T D y},
$$

$$= g^T D g - \frac{(g^T D g)^2}{g^T D g + g^T D g},
$$

$$= \frac{(g^T D g) (g^T D g)}{g^T D g + g^T D g}. \quad (2.27)
$$

Thus

$$\frac{1}{g^T D g} = \frac{1}{g^T D g} + \frac{1}{g^T D g}. \quad (2.27)
$$

By Corollary 2.2, the $D_1$ are positive definite so that the desired result follows from (2.27). □

Remark: This result indicates a potential defect of the DFP algorithm. For if the choice of $D_1$ is poor in the sense that it leads to too small a value of $g^T D_1 g_1$ then the algorithm has no mechanism to correct this, and must initially generate a sequence of directions which are nearly orthogonal to the gradient. This must also happen if, for any
reason, an abnormally small value of $\frac{\gamma^T D \gamma}{\gamma}$ is generated at some stage. A possible cause of such behaviour is poor scaling of the problem.

Lemma 2.5: Corresponding to the formula (2.14) for updating $H$ there is a similar formula for updating $H^{-1}$. Specifically we have

$$H^{-1} = H - \frac{1}{\mu}(yH^{-1} + H^{-1}y)$$

where

$$D(\rho, H)^{-1} = H^{-1} + \frac{1}{\rho} + \mu \frac{y y^T}{y^T y} - \frac{1}{\mu} (yH^{-1} + H^{-1}y)$$

and $\mu$ is related to $\zeta$ by

$$\mu = \frac{\frac{T}{H^{-1} d}}{\frac{T}{y} y}$$

and $\gamma$ is related to $\zeta$ by

$$\gamma = -\frac{\zeta \frac{T}{y} y}{1 + \zeta \frac{T}{y} y H^{-1} y}$$

Proof: From (2.22) we have

$$D(\rho, H)^{-1} = (I - \sqrt{\frac{T}{\rho} y u^T}) H^{-1} (I - \sqrt{\frac{T}{\rho} u y^T})$$

and (2.29) follows from this by an elementary calculation. From (2.25)

$$H^{-1} = (I - \sqrt{\frac{T}{\rho} y u^T}) (H + \zeta \frac{T}{\rho} y v^T)^{-1} (I - \sqrt{\frac{T}{\rho} u y^T})$$

and

$$H^{-1} = (I - \sqrt{\frac{T}{\rho} y u^T}) (H^{-1} - \frac{\zeta \frac{T}{\rho} y v^T}{1 + \zeta \frac{T}{H^{-1} y} y^T H^{-1} y^T} (I - \sqrt{\frac{T}{\rho} u y^T}) y)$$

(2.33)
Now

\[
(I - \sqrt{\frac{1}{\rho} y y^T} H^{-1} y) = H^{-1} d - \left(\frac{1}{t} + \sqrt{\frac{1}{\rho} y y^T} H^{-1} d - \frac{1}{\sqrt{\rho t}} y^T y\right) y
\]

\[
= H^{-1} d - \mu y
\]

\[
= -\mu w
\]

(2.34)

so that (2.28) is a direct consequence of (2.33) and (2.34).

Remark: If we take \( \gamma = -\frac{1}{y d} \) in (2.28) then we obtain

\[
G(\rho, H^{-1}) = H^{-1} + \frac{1}{\rho} \frac{y y^T}{y d} - \frac{H^{-1} d d^T H^{-1}}{d^T H^{-1} d}
\]

\[
= (I + zd^T H^{-1} (I + d z^T))
\]

(2.35)

where

\[
z = \frac{1}{\sqrt{(d^T y)(d^T H^{-1} d)}} \left\{ \frac{1}{\sqrt{\rho}} y - \frac{1}{\sqrt{\mu}} H^{-1} d \right\}
\]

(2.36)

We have

\[
D(\rho, H^{-1})^{-1} = G(\rho, H^{-1}) + \frac{\mu}{y d} w w^T
\]

\[
= (I + z d^T)(H^{-1} + \frac{\mu}{y d} w w^T)(I + d^T z)
\]

(2.37)

as \( d^T w = 0 \).
To summarize these results we have the following:

(i) \[ D(p,H) = (I + uy^T)(I + yu^T), \]
\[ G(p,H^{-1}) = (I + zd^T)H^{-1}(I + dz^T). \]

(ii) \[ D(p,H)^{-1} = G(p,H^{-1}) + \frac{1}{y^Td}ww^T, \]
\[ G(p,H^{-1})^{-1} = D(p,H) + \frac{1}{y^Td}vv^T. \]

<table>
<thead>
<tr>
<th></th>
<th>update formula</th>
<th>update formula for inverse</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(p,H)</td>
<td>[ H + \rho \frac{dd^T}{y^T} - \frac{Hy^T}{d^T} ]</td>
<td>[ H^{-1} + \frac{1}{\rho} \frac{yy^T}{y^T} - \frac{1}{y^T}(yd^T H^{-1} + H^{-1} d^T y) ]</td>
</tr>
<tr>
<td>G(p,H^{-1})</td>
<td>[ H^{-1} + \frac{1}{\rho} \frac{yy^T}{y^T} - \frac{H^{-1} d d^T H^{-1}}{d^T d} ]</td>
<td>[ H + (p + \tau) \frac{dd^T}{y^T} - \frac{1}{y^T}(yd^T H + Hy d^T) ]</td>
</tr>
</tbody>
</table>

D(p,H), G(p,H^{-1}) have been called dual formulae by Fletcher.

**Lemma 2.6:** Let A be a symmetric matrix, \( A = TAT^T \) where \( A \) diagonal \( (\lambda_{1i} = \lambda_i, \ i = 1, 2, \ldots, n) \), and T orthogonal. Let \( \lambda_i^*, \ i = 1, 2, \ldots, n \) be the eigenvalues of \( A + \sigma \frac{a}{a^T} \), then either \( \sigma > 0 \) and \( \lambda_1 \leq \lambda_i^* \leq \lambda_{i+1}, \ i = 1, 2, \ldots, n \), or \( \sigma < 0 \) and \( \lambda_{i-1} \leq \lambda_i^* \leq \lambda_i \).
Proof: We have
\[
\det[A + \sigma a a^T - \lambda I] = \prod_{i=1}^{n} (\lambda_i - \lambda) \det[I + \sigma(\lambda - \lambda I)^{-1}(T^Ta)(T^Ta)^T]
\]
\[
= \prod_{i=1}^{n} (\lambda_i - \lambda)(1 + \sigma(T^Ta)^T(\lambda - \lambda I)^{-1}(T^Ta))
\]
\[
= \prod_{i=1}^{n} (\lambda_i - \lambda)[1 + \sigma \sum_{i=1}^{n} \frac{\nu_i^2}{\lambda_i^2 - \lambda^2}] , \ \ \ \nu_i = \rho_1(T^Ta)
\]
and the desired result is an easy consequence of this expression. \(\square\)

In the following theorem we consider specifically the minimization of a positive definite quadratic form. We assume that the initial estimate of the Hessian \(H_1\) is positive definite, and we make use of the following sequences of updates for the current Hessian estimates

(a) \(H_{i+1} = D(\rho, H_i)\) , \(i = 1,2,\ldots\), and

(b) \(\hat{H}_{i+1} = G(\rho, H_i^{-1})^{-1}\) , \(i = 1,2,\ldots\).

Further we do not assume that the descent condition is satisfied.

Theorem 2.2: (i) Let \(K_1 = C^{1/2}H_1C^{1/2}\), and let the eigenvalues of \(K_1\) ordered in increasing magnitude be \(\lambda_j^{(1)}\), \(j = 1,2,\ldots,n\). Then if \(\lambda_j^{(1)} \geq \rho\) then \(\lambda_j^{(1)} \geq \lambda_j^{(2)} \geq \ldots \geq \rho\), while if \(\lambda_j^{(1)} \leq \rho\) then \(\lambda_j^{(1)} \leq \lambda_j^{(2)} \leq \ldots \leq \rho\) for \(j = 1,2,\ldots,n\). (ii) Let \(\hat{K}_1 = C^{1/2}\hat{H}_1C^{1/2}\), and let the eigenvalues of \(\hat{K}_1\) be \(\hat{\lambda}_j^{(1)}\), \(j = 1,2,\ldots,n\). If \(\hat{\lambda}_j^{(1)} \geq \rho\) then \(\hat{\lambda}_j^{(1)} \geq \hat{\lambda}_j^{(2)} \geq \ldots \geq \rho\), while if \(\hat{\lambda}_j^{(1)} \leq \rho\) then \(\hat{\lambda}_j^{(1)} \leq \hat{\lambda}_j^{(2)} \leq \ldots \leq \rho\) for \(j = 1,2,\ldots,n\).
Remark: This result is important because it shows that we have a 'weak' convergence result for these Hessian estimates when minimizing a positive definite quadratic form even when the descent conditions is not satisfied at each step.

Proof: Noting that \( \frac{c^{1/2}}{d} = \frac{c^{-1/2}y}{a} \), we can write the formula for updating \( K \) as

\[
K^* = K + \rho \frac{a a^T}{a^T a} - \frac{K a a^T K}{a^T a}.
\]

We can break this into the two operations

\[
J = K - \frac{K a a^T K}{a^T a} \quad \text{and} \quad K^* = J + \rho \frac{a a^T}{a^T a}.
\]

Note that \( J \) has a zero eigenvalue, and that \( a \) is the corresponding eigenvector. By Lemma 2.6 we have \( \lambda_1(J) = 0 \), and \( \lambda_{j-1} \leq \lambda_j(J) \leq \lambda_j \) for \( j = 2, 3, \ldots, n \). The rank one modification which takes \( J \) into \( K^* \) changes the zero eigenvalue to \( \rho \) and leaves the other eigenvalues unchanged. Assume that \( \lambda_j(J) \leq \rho \leq \lambda_{j+1}(J) \) then reordering the eigenvalues in increasing order of magnitude we have \( \lambda_k^* = \lambda_{k+1}(J) \), \( k = 1, 2, \ldots, j-1 \), \( \lambda_j^* = \rho \), \( \lambda_k^* = \lambda_k(J) \), \( k = j+1, \ldots, n \). This establishes the first part of the theorem. The second is demonstrated in similar fashion by noting that \( K^{-1} \) satisfies a formally similar update relation. This establishes the result for the eigenvalues of \( K^{-1} \) and hence for their reciprocals. □
Remark: Note that both $H_1$ and $\hat{H}_1$ are positive definite if $H_1$ is positive definite. In this case the result does not depend on the descent conditions being satisfied.

Theorem 2.3: Let $H$ be positive definite, and consider a step $d$ in the direction $-Hg$. Let $H^* = D(\rho, H)$, $\hat{H} = G(H^{-1})^{-1} = D(\rho, H) + \frac{\tau T}{y_d} v v^T$, and $H^*_\theta = \Theta^* + (1-\theta)H^* = D(\rho, H) + \frac{\theta \tau T}{y_d} v v^T$. Let $K = C^{1/2} H C^{1/2}$, and define $K^*, \hat{K}, K^*_\theta$ similarly. Let the eigenvalues of $K$, $K^*$, $\hat{K}$, $K^*_\theta$ be $\lambda_j$, $\lambda^*_j$, $\hat{\lambda}_j$, and $\lambda^*_\theta_j$ respectively, $j = 1, 2, \ldots, n$. Let $0 \leq \theta \leq 1$. If $\lambda_j \geq \rho$ then $\lambda_j \geq \hat{\lambda}_j \geq \lambda^*_j \geq \lambda^*_\theta \geq \rho$ while if $\lambda_j \leq \rho$ then $\lambda_j \leq \lambda^*_j \leq \lambda^*_\theta \leq \hat{\lambda}_j \leq \rho$. If $\theta \notin [0,1]$ then $\lambda^*_\theta$ need not lie in the interval defined by $\lambda_j$ and $\rho$.

Proof: It follows from the definition of $H^*$, $\hat{H}$, and $H^*_\theta$ and Lemma 2.6 that $\lambda^*_j \leq \lambda^*_\theta \leq \hat{\lambda}_j$, $j = 1, 2, \ldots, n$, provided $0 \leq \theta \leq 1$.

The first part of the result is now a consequence of Theorem 2.2. To show that $\lambda^*_\theta$ need not lie in the interval defined by $\lambda_j$ and $\rho$, consider the example

$$C = \begin{bmatrix} 1+\varepsilon & \sqrt{\varepsilon} \\ \sqrt{\varepsilon} & \varepsilon \end{bmatrix}, \quad H = I, \quad \rho = 1, \quad a = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.$$  

We have $\lambda_1 = \eta$, $\lambda_2 = 1 + 2\varepsilon - \eta$ where $\eta = \frac{1}{2} (1 + 2\varepsilon - \sqrt{1 + 4\varepsilon})$. Thus $\eta$ is positive and $O(\varepsilon^2)$. In this case we have

$$K = C, \quad \tau = \frac{a^T Ka}{a^T \tilde{a}} = \varepsilon, \quad C^{1/2} y = a - \frac{1}{\varepsilon} K a = -\begin{bmatrix} 1/\sqrt{\varepsilon} \\ 0 \end{bmatrix}.$$
It is readily verified that \( K^* = \begin{bmatrix} \varepsilon & 0 \\ 0 & 1 \end{bmatrix} \), so that \( K_{-\varepsilon} = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \),
\( K_{1+\varepsilon} = \begin{bmatrix} 1+2\varepsilon & 0 \\ 0 & 1 \end{bmatrix} \). In both cases eigenvalues lie outside the prescribed interval. In the first case we have \( 0 < \eta \), and in the second \( 1+2\varepsilon > 1+2\varepsilon - \eta \).

Remark: This result shows that \( \hat{H} \) gives the best improvement in the eigenvalues \( < \rho \), while \( H^* \) has a similar property for those \( > \rho \). This suggests an algorithm in which a choice is made between updating \( H \) to \( \hat{H} \) or \( H^* \) depending on some appropriate criterion. Fletcher suggests that if \( \tau > 1 \) (that is, \( \tilde{y}^T \tilde{H} \tilde{y} > \tilde{y}^T \tilde{C}^{-1} \tilde{y} \)) then \( H^* \) should be used, while if \( \tau \leq 1 \) then \( \hat{H} \) is chosen. He has used this criterion in an implementation of Goldstein's algorithm, and has reported satisfactory results.
Notes


2. For background material see Kowalik and Osborne. The form of the update for the inverse Hessian is due to Powell 'Recent Advances in Unconstrained Optimization' to appear in Math. Prog. It is a specialization of a form derived in Huang, 'Unified approach to quadratically terminating algorithms for function minimization', JOTA, 1970. The form (2.14) and the result of Lemma 2.2 are probably due (in the case $\rho = 1$) to Fletcher 'A new approach to variable metric algorithms', Comp. J., 1970, and Broyden, 'Convergence of a class of double rank minimization algorithms', JIMA, 1970. Lemma 2.3 is due to Powell (to be published). The product update form (2.22) is due to Greenstadt (to be published). Dixon's paper containing Theorem 2.1 is to appear in Math. Prog. The significance of (2.27) for the successful performance of the DFP algorithm was noted in Powell's survey paper already cited. Attention was drawn to the dual updating formulae by Fletcher. This material together with Theorems 2.2 and 2.3 are included in his paper already cited.
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APPENDIX    Numerical Questions Relating to Fletcher’s Algorithm

1. **Implementation**

   In this section we consider two questions relating to the implementa-
   tion of Fletcher’s algorithm. These are

   (i) an appropriate strategy for determining \( \lambda \) to satisfy the
       Goldstein condition, and

   (ii) the use of the product updating formulae for the inverse Hessian
       estimate.

   In his program Fletcher uses a cubic line search to determine \( \lambda \). Here
   we use a somewhat simpler procedure which has the advantage of requiring
   only additional function values. Also we work with the Choleski decompo-
   sition of the inverse Hessian estimate. This has certain numerical
   advantages which have been outlined by Gill and Murray*. In particular,
   it is possible to ensure the positive definiteness of \( H_1 \), and this can
   be lost through the effect of accumulated rounding error when direct
   evaluation of the updating formulae is used. Another possible advantage
   of the Choleski decomposition is that we can work with an estimate of
   the Hessian (that is \( H^{-1} \)) rather than with \( H \) as division by a triangular
   matrix does not differ greatly in cost to multiplication. We felt this
   could well be an advantage in problems with singular or near singular
   Hessians, in which case \( H \) would be likely to contain large numbers.

   To implement the line search we note that by Theorem 1.2 we should
   test first if \( \psi(x_1, t_1, ||s_1||) = \psi(x_1, s_1, 1) \) satisfies the Goldstein condition.
   This requires the evaluation of \( F(x_1 + s_1) \), and this, together with the

known values $F(x_1)$ and $F'(x_1) = \nabla F(x_1)s_1$, gives sufficient information to determine a quadratic interpolating polynomial to $F$. We write this as

$$P(\lambda) = F(x_1) + F'(x_1)\lambda + A\lambda^2$$

(A.1)

where $A$ is to be determined by setting $P(1) = F(x_1 + s_1)$. This gives

$$A = F(x_1 + s_1) - F(x_1) - F'(x_1)$$

$$= F'(x_1)(\psi(x_1, s_1, 1) - 1)$$

(A.2)

The minimum of $P(\lambda)$ is given by

$$\lambda = -\frac{F'(x_1)}{2A} = \frac{1}{2(1 - \psi(x_1, s_1, 1))}.$$  

(A.3)

To test if this is an appropriate value we compute $\psi(x_1, s_1, \lambda)$. This gives

$$\psi(x_1, s_1, \lambda) = \frac{1}{2} + \frac{1}{2} \left\{ \frac{\frac{1}{2} F''(x_1 + \tilde{\lambda}s_1)}{A} \right\}$$

(A.4)

where $\tilde{\lambda}$ is a mean value. Thus, if $F$ is quadratic and

$$\psi(x_1, s_1, 1) < \sigma$$

then $\lambda$ given by equation (A.3) satisfies the Goldstein condition for any allowable $\sigma$ (normally $\sigma$ is chosen small -- say $10^{-4}$): For nonquadratic $F$ the test is satisfied if the relative error in estimating $\frac{1}{2} F''(x_1 + \tilde{\lambda}s_1)$ by $A$ is not too large.

This analysis provides the basis for our method which is given below.

Algorithm

(i) Calculate $\|s_1\|$, set $w = \min(1, \|s_1\|)$, $\lambda = 1$.

(ii) Evaluate $\psi = \psi(x_1, s_1, \lambda)$. 
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(iii) If \( \lambda < \sigma \) then begin \( p\lambda = \lambda \),
\[
\lambda = \frac{p\lambda}{2(1-\psi)} ,
\]
go to (ii), end.

(iv) If \( \lambda \leq 1-\sigma \) go to EXIT .
If \( \lambda > 1 \) then begin if \( \lambda \geq 1/w \) go to EXIT, 
\[
\lambda = 2\psi , \text{ end.}
\]
else \( \lambda = .5(\psi + p\lambda) \).
go to (ii).

Remark
(i) Numerical experience has shown that the value of \( \lambda \) predicted in (iii) can be too small, and that an additional instruction
If \( \lambda < s^p\psi \) then \( \lambda = s^p\psi \)
should be included. A value for \( s \) of about .1 has proved satisfactory (1/8 was used in the numerical experiments reported in the next section).

(ii) It is readily verified that \( \lim_{\lambda \to 0} \psi(\chi_1, s_1, \lambda) = 1 \). Thus the algorithm can be expected to return a value of \( \lambda \) satisfying the Goldstein condition unless \( \psi \) exhibits rather pathological behavior.

We write the Choleski decomposition of \( H \) as
\[
H = R^T R
\]
(A.5)
where \( R \) is an upper triangular matrix. Thus we require to find \( R^* \) such that
\[
R^* R^* = H^*
\]
(A.6)
where \( H^* \) is given by either
(i) \[ H^* = (I + vy^T)R^TR(I + yv^T), \] or

(ii) \[ H^* = (I + vy^T)[R^TR + \xi \tau vv^T](I + yu^T). \]

The second case can be reduced to the first if we write

\[ \hat{R}^T\hat{R} = R^T + \xi \tau vv^T. \tag{A.7} \]

To calculate \( \hat{R} \) note that

\[ R^T + \xi \tau vv^T = [R^T | \sqrt{\xi \tau}v] \left[ \begin{array}{c} R \\ \sqrt{\xi \tau}v^T \end{array} \right] \]

\[ = [R^T | \sqrt{\xi \tau}v]Q^TQ \left[ \begin{array}{c} R \\ \sqrt{\xi \tau}v^T \end{array} \right] \tag{A.8} \]

where \( Q \) is orthogonal. Thus we seek an orthogonal matrix \( Q \) such that

\[ Q \left[ \begin{array}{c} R \\ \sqrt{\xi \tau}v^T \end{array} \right] = \left[ \begin{array}{c} \hat{R} \\ 0 \end{array} \right]. \tag{A.9} \]

Let \( W(i,j,[p,q]) \) be the plane rotation such that \( W(i,j,[p,q])A \)
combines the \( i \)-th and \( j \)-th rows of \( A \), and reduces \( A_{pq} \) to zero. It
is necessary that \( p \) be either \( i \) or \( j \). Then \( Q \) is given explicitly by

\[ Q = \prod_{i=n}^{1} W(i,n+1,[n+1,i]). \tag{A.10} \]

It is readily verified that the zero introduced by each transformation
is preserved by the subsequent transformations provided they are carried
out in the order indicated.
Consider now the problem of constructing the Choleski decomposition of $S^T S$ where $S = T + a b^T$, and $T$ is upper triangular. This corresponds to our problem with the identifications $T = R$ or $\hat{R}$, $a = Ry$ or $\hat{R}y$, and $b = u$. In this case the decomposition is done in two stages. Our method uses ideas due independently to Stoer, Golub, and Gill and Murray.

(i) We determine an orthogonal matrix $Q_1$ such that

$$Q_1 a = \|a\|e_n \quad (A.11)$$

If we set

$$Q_1 = \prod_{i=1}^{n-1} W(i,n,[i,*]) \quad (A.12)$$

where the * indicates that the rotation is defined by being applied to zero an element of a vector, then $Q_1 S = Q_1 T + \|a\| e_n b^T$ differs from an upper triangular matrix only in having possible nonzero elements in the last row.

(ii) To complete the determination of $R^*$ we sweep out the elements in the first $(n-1)$ places in the last row of $Q_1 S$ by plane rotations. Thus $R^*$ is given by

$$R^* = Q_2 (Q_1 T + \|a\| e_n b^T) \quad (A.13)$$

where

$$Q_2 = \prod_{i=n-1}^{1} W(i,n,[n,i]) \quad (A.14)$$

It will be seen that the updating of the Choleski factorization can be carried out very cheaply. Depending on the update formula used, the major cost is either $2n$ or $3n$ plane rotations. It should be noted that
\[ y^T H y = \| R_y \|^2 = \| a \|^2 \] (A.15)

is required in the update formula. Thus \( a \) can be already available for \( S \).

2. Numerical Results

In this section we report the results of numerical experiments carried out to test some of our techniques. We consider four line search strategies:

(i) a standard cubic interpolation procedure with \( \lambda = 1 \) as initial search interval,

(ii) a standard cubic interpolation procedure with \( \lambda \) given by the step to the minimum in the previous line search,

(iii) a strategy for satisfying the Goldstein condition in which \( \lambda \) is reduced by the factor \( 1/8 \) if \( \psi < \sigma \), and

(iv) the method for satisfying the Goldstein condition given in the previous section.

Product form updating for the Choleski factorization of both \( H \) and \( H^{-1} = G \) has been implemented, and the results obtained for each are given.

The problems considered include:

(i) Hilbert: Minimization of a quadratic form with matrix given by the Hilbert matrix of order 5. Here

\[
F = \frac{3}{2} \sum_{i=1}^{5} \sum_{j=1}^{5} \frac{(x_i-1)(x_j-1)}{i+j-1},
\]

and the starting point is given by

\[ x_i = -\frac{1}{4}/i, \quad i = 1,2,\ldots,5. \]
(ii) **Banana(n):** The Banana function in the cases $n = 2$ (the Rosenbrock function) and $n = 8$. Here

$$ F = \sum_{i=1}^{n-1} \left[ 100(x_{i+1} - x_i^2)^2 + (1 - x_i)^2 \right], $$

and the starting point is given by

$$ x_i = -1.2 \text{ if } i \text{ odd, otherwise } x_i = 1. $$

(iii) **Woods:** Here

$$ F = 100(x_2 - x_1^2)^2 + (1 - x_1)^2 + 90(x_4 - x_3^2)^2 $$

$$ + (1 - x_3)^2 + 10.1((1 - x_2)^2 + (1 - x_4)^2) $$

$$ + 19.8(1 - x_2)(1 - x_4), $$

and the starting point is

$$ x^T = \{-3, -1, -3, -1\}. $$

(iv) **Singular:** Powell's singular function is designed to test the performance of algorithms on a function with a singular Hessian at the solution. Here

$$ F = (x_1 + 10x_2)^2 + 5(x_3 - x_4)^2 + (x_2 - 2x_3)^4 + 10(x_1 - x_4)^4, $$

and the starting point is

$$ x^T = \{3, -1, 0, 1\}. $$

(v) **Helix:** Here we define

$$ R = [x_1^2 + x_2^2]^{1/2}, $$

$$ T = \begin{cases} \frac{1}{2\pi} \arctan \left( \frac{x_2}{x_1} \right) & \text{if } x_1 \geq 0 \\ \frac{1}{2\pi} \arctan \left( \frac{x_2}{x_1} \right) + 0.5 & \text{if } x_1 < 0 \end{cases}, $$
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and set
\[ F = 100((x_2 - 10)^2 + (R - 1)^2) + x_3^2. \]

The starting vector is
\[ x^T = [-1, 0, 0]. \]

Numerical results are given in Table A.1. For historical reasons, the test for terminating the calculations was based on the size of \( \|s_1\| \) (\( \|s_1\| \leq \text{EPS}/n \) with \( \text{EPS} = 10^{-8} \)). This proved reasonably satisfactory for all cases except the singular function -- in fact in all other cases the ultimate convergence was clearly superlinear, and the results were accordingly only marginally affected by the size of EPS. In the case of singular the convergence test proved difficult to satisfy in most cases (indicated by * in Table A.1), and these computations were terminated by the number of iterations exceeding the specified limit. However, in all cases the answers were correct to at least six decimal places. There is some variation in the H and G columns. This shows the effect of rounding error, as these would be identical in exact arithmetic. The most interesting case is the H column in both cases of the Banana (8) when satisfying the Goldstein condition. In these cases both H and G formulae produce very similar results until the 10-th iteration at which point the H formulae produce much larger reductions in F than do the G. However, this progress is not maintained and at the 20-th iteration (in the case of the line search algorithm of Section 3) the H matrix becomes singular and the iteration is terminated. A restart procedure could have been used at this stage.

The numerical results indicate that the new algorithm is promising. In general, although more iterations are required, we make significantly...
fewer function evaluations in comparison with the routine using a
standard line search. As only one derivative evaluation is required in
each iteration, the real saving can be considerable. We note that on
the basis of the evidence presented it is not possible to draw conclusions
as to the relative values of the H and G algorithms. However, that
both manage to produce very comparable results provides some evidence of
their stability.

The program which gave the results presented here is coded in
ALGOL W for the IBM 360/67 at Stanford University. The calculations
were carried out using long precision (1½ hexadecimal digits).
A FORTRAN version of the program has been developed at the Australian
National University.
<table>
<thead>
<tr>
<th></th>
<th>cubic line search</th>
<th>Goldstein algorithm</th>
<th>parabolic interpolation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \lambda^* \text{ from prev. it} )</td>
<td>( \lambda^I = 1 )</td>
<td>((1/8)^P)</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>G</td>
<td>H</td>
</tr>
<tr>
<td>Hilbert</td>
<td>6</td>
<td>19</td>
<td>6</td>
</tr>
<tr>
<td>Banana (2)</td>
<td>23</td>
<td>70</td>
<td>24</td>
</tr>
<tr>
<td>Banana (8)</td>
<td>74</td>
<td>178</td>
<td>74</td>
</tr>
<tr>
<td>Woods</td>
<td>27</td>
<td>80</td>
<td>30</td>
</tr>
<tr>
<td>Singular</td>
<td>50</td>
<td>157</td>
<td>50</td>
</tr>
<tr>
<td>Helix</td>
<td>NC</td>
<td>45</td>
<td>24</td>
</tr>
</tbody>
</table>

Table A.1  Number of iterations and number of function values in numerical experiments
III. Barrier and Penalty Function Methods
1. Basic properties of barrier functions.

Consider the inequality constrained problem (ICP)

\[ \min_{\mathbf{x}} f(\mathbf{x}) \]

subject to \[ g_i(\mathbf{x}) > 0, \quad i = 1, 2, \ldots, m \ (i \in I_1), \]

where we assume (as before) that \( f, g_i, i \in I_1 \), are in \( C^2 \). We also assume that \( S = \{ x; g_i(x) > 0, \ i \in I_1 \} \) is compact, has a nonvoid interior \( S_0 \), and satisfies the regularity condition that every neighborhood of points of \( S \) contains points of \( S_0 \) (this precludes \( S \) having 'whiskers'). If \( x \in S \) and \( g_i(x) = 0 \) for some \( i \) then it is assumed that \( x \notin S_0 \).

Definition: \( \varphi(g(x)) \) is a barrier function for \( S \) if the following conditions are satisfied.

(i) \( \varphi > 0, \ x \in S \). If \( X \) closed set, \( X \subset S_0 \), then \( \varphi \in C^2 \) on \( X \).

(ii) \( \varphi \to \infty, \ g_i \to 0, \ i \in I_1 \).

(iii) \( \frac{\partial \varphi}{\partial g_i} < 0 \) if \( g_i < \rho_i \) where the \( \rho_i, \ i \in I_1 \), are fixed positive constants.

(iv) \( |\frac{\partial \varphi}{\partial g_i}| \) bounded on \( N(x, \delta) \) if \( g_i > 0 \) on \( N(x, \delta) \).

Example: (i) \( \varphi = \sum_{i=1}^{m} 1/g_i(x) \) (inverse barrier function),

(ii) \( \varphi = \sum_{i=1}^{m} (\log(1+g_i(x)) - \log g_i(x)) \).

Remark: In the second example the term with argument \( 1+g_i(x) \) merely ensures that the positivity condition is satisfied. It could be replaced by a bound \( k_i \) for \( \log(1+g_i(x)) \) on \( S \) if this is known. In
practice it is of no consequence. The barrier function
\[ \phi = \sum_{i=1}^{m} (x_i - \log g_i(x)) \] is called the log barrier function.

Definition: \( T(x,r) \) is a barrier objective function if
\[ T(x,r) = f(x) + r\phi(g(x)) \] (1.1)
where \( r > 0 \).

Lemma 1.1: \( \exists x = x(r) \in S \) such that \( T(x(r),r) = \min_{x \in S} T(x,r) \).

Proof: \( T(x,r) \) is bounded below on \( S \), and \( T(x,r) \to +\infty \) as \( x \to \partial S \). \( \square \)

Lemma 1.2: Let \( \{r_j\} \downarrow 0 \), and let \( x(r_j) = x_j \). Then
1. \( \{T(x_j,r_j)\} \) is strictly decreasing,
2. \( \{f(x_j)\} \) is nonincreasing, and
3. \( \{\phi(x_j)\} \) is nondecreasing.

Proof: Let \( r_i < r_j \) then
\[ f(x_i) + r_i\phi(g(x_i)) \leq f(x_j) + r_i\phi(g(x_j)) , \]
\[ < f(x_j) + r_j\phi(g(x_j)) , \]
\[ \leq f(x_i) + r_j\phi(g(x_i)) . \]
This demonstrates (1). Subtracting the inside and outside inequalities gives
\[ (r_j - r_i)\phi(g(x_i)) \geq (r_j - r_i)\phi(g(x_j)) \]
which gives (ii). From the first inequality we have

\[ f(x_i) \leq f(x_j) + r_i (\phi(g(x_j)) - \phi(g(x_i))) \]

\[ \leq f(x_j) \quad \Box \]

Remark: If \( T(x, r) \) is strictly convex, then all inequalities are strict.

**Theorem 1.1:** The sequence \( \{T_{\frac{x_i}{r_i}}\} \) converges, and

\[ \lim_{i \to \infty} T(x_i, r_i) = \min_{x \in S} f(x) \]

**Proof:** By Lemma 1.2, \( \{T_{\frac{x_i}{r_i}}\} \) is decreasing and bounded below and hence convergent. Let \( f^* = \min_{x \in S} f(x) \), then

\[ T(x, r_i) \geq f(x) \geq f^* \]

whence

\[ \lim_{i \to \infty} T(x_i, r_i) \geq f^* \quad \text{(1.2)} \]

Now let \( \epsilon > 0 \) be given. Choose \( x \in S_0 \) such that \( f(x) - f^* < \epsilon/2 \) (this is possible because of the regularity condition on \( S \)), and choose \( r_i \) such that \( r_i \phi(g(x)) < \epsilon/2 \). Then

\[ \min_{x} T(x, r_i) \leq T(x_i, r_i) < f^* + \epsilon \]

whence

\[ \lim_{i \to \infty} T(x_i, r_i) \leq f^* \quad \Box \quad \text{(1.3)} \]

**Corollary 1.1:** The limit points of \( \{x_i\} \) are local minima of the ICP.
Remark: The generality of these results should be noted. For example, we have not required \( S \) to be Lagrange regular at the limits points of \( \{x_i\} \).

Definition: \( Q(x, r) \) is a separable barrier objective function if

\[
Q(x, r) = f(x) + \sum_{i=1}^{m} r_i \phi_i(g_i(x)) = f(x) + r^T \phi(x)
\]

where \( r > 0 \), and \( \phi_i \) is a barrier function for \( S_i = \{x; g_i(x) > 0\}, i = 1, 2, \ldots, m \).

The previous results are readily extended to this case and are summarized in the following theorem.

Theorem 1.2: Let \( r_i > r_{i+1}, i = 1, 2, \ldots, \) and \( \lim_{i \to \infty} r_i = 0 \). Then

(i) \( \min_{x \in S} Q(x, r_i) \) is attained for some \( x_k \in S \),

(ii) \( \{Q(x_k, r_k)\} \) is strictly decreasing, \( \{f(x_k)\} \) is nonincreasing, and

(iii) \( \lim_{k \to \infty} Q(x_k, r_k) = f^* \), and the limit points of \( \{x_k\} \) are local minima of the ICP.

Remark: Given a sequence of positive vectors tending to zero then it is possible to select a subsequence which is strictly decreasing.

Conclusions (i) and (iii) remain valid in this more general case.
2. Multiplier relations (first order analysis)

In this section we assume sequences \( \{r_k\}_0^\infty \), \( \{x_k\} \to x^* \). The condition that \( T(x,r_k) \) is stationary at \( r_k \) gives

\[
\nabla T(x,r_k) = \nabla f(x_k) + \sum_{i=1}^m r_k \frac{\partial}{\partial g_i^1} v_g_i(x_k)
\]

\[
= \nabla f(x_k) - \sum_{i=1}^m u_i^k v_g_i(x_k) = 0
\]

(2.1)

where \( u_i^k = -r_k \frac{\partial}{\partial g_i^1} (g(x_k)) \). Note that \( u_i^k \to 0 \), \( k \to \infty \), if \( i \notin B_0 \), and \( u_i^k \geq 0 \) for \( i \in B_0 \) and \( k \geq k_0 \) by the conditions defining barrier functions. Equation (2.1) is formally similar to the multiplier relations given earlier (MP(3.2)), and it is comparatively straightforward to deduce these relations from (2.1) in certain special cases. We assume that \( B_0 = \{1,2,\ldots,t\} \), that the rank of the system of vectors \( v_g_i(x^*) \), \( i \in B_0 \) is \( s \leq t \), and that \( v_g_1(x^*),\ldots,v_g_s(x^*) \) are linearly independent. We define matrices \( C_1(x), C_2(x) \) by

\[
x_i(C_1) = v_g_i(x_k)^T, \quad i = 1, \ldots, s, \quad \text{and} \quad x_i(C_2) = v_g_{s+1}(x_k)^T,
\]

\( i = 1,2,\ldots,t-s \), and vectors \( u_1(k)^T = [u_1^k,\ldots,u_s^k] \), \( u_2(k)^T = [u_{s+1}^k \ldots u_s^k] \).

Lemma 2.1: If \( \{u_i^k\} \) is bounded then the Kuhn-Tucker conditions hold at \( x^* \).

Proof: From (2.1) we have

\[
\nabla f(x_k)^T = C_1(x_k)u_1(k)^T + C_2(x_k)u_2(k)^T + o(r_k)
\]

(2.2)

The linear dependence of the set of vectors \( v_g_i(x^*) \), \( i \in B_0 \), gives
\[ C_2(x^*) = C_1(x^*)R \]  

(2.3)

so that (2.2) can be written

\[
\varphi(x_k) = C_1(x_k)[u_1^{(k)} + R u_2^{(k)}] + [C_2(x_k) - C_1(x_k)R]u_2^{(k)} + O(r_k).
\]

(2.4)

Provided \( k \) is large enough the rank of \( C_1(x_k) \) will be \( s \) (see MP Remark following Lemma 3.3). Thus

\[
u_1^{(k)} + Ru_2^{(k)} = [C_1(x_k)^T C_1(x_k)]^{-1} C_1(x_k)^T \varphi(x_k) + (C_2(x_k) - C_1(x_k)R)u_2^{(k)} + O(r_k).
\]

(2.5)

As \( u_2^{(k)} \) bounded we conclude from (2.5)

(i) \( u_1^{(k)} \) bounded, and

(ii) \( \lim_{k \to \infty} u_1^{(k)} + Ru_2^{(k)} = [C_1(x^*)^T C_1(x^*)]^{-1} C_1(x^*)^T \varphi(x^*) \).

As \( \{u_1^{(k)}\} \), \( \{u_2^{(k)}\} \) are bounded and nonnegative (at least for \( k \) large enough) this property is shared by the limit points of the sequences.

Consider subsequences tending to \( u_1^* \), \( u_2^* \) respectively. From (2.2) we have

\[
\varphi(x^*) = C_1(x^*)u_1^* + C_2(x^*)u_2^*
\]

or

\[
\varphi(x^*) = \sum_{i \in B_0} u_1^* v \gamma_1(x^*_i).
\]

(2.6)

Thus the Kuhn-Tucker conditions are satisfied. \( \square \)

**Corollary 2.1:** If the Kuhn-Tucker conditions do not hold at \( x^* \), then \( \{u_1^{(k)}\} \), \( \{u_2^{(k)}\} \) are unbounded.
Corollary 2.2: If restraint condition A holds then the \( v_g(x^*) \) are linearly independent for \( i \in B_0 \). In this case \( \{u^k_{-2}\} \) is null, and \( \{u^k_{-1}\} \) converges. If restraint condition A holds then the multipliers in the Kuhn-Tucker conditions are uniquely determined.

Lemma 2.2: If restraint condition B holds then \( \{u^k_{-2}\} \) is bounded.

Remark: By MP Lemma 5.2, this implies that \( \{u^k_{-2}\} \) is bounded for the convex programming problem provided \( S \) has an interior.

Proof: If restraint condition B holds then \( \exists \, \delta \) such that \( v_g(x^d) > 0 \), \( i = 1,2,\ldots,t \). From (2.2) we have

\[
\sum_{i=1}^{k} u^k_1 v_g(x^d_k) = v_f(x^d) + o(r_k) .
\] (2.7)

As \( v_g(x^d) \) is a continuous function, we must have \( u^k_1 > 0 \) and \( v_g(x^d_k) > 0 \), \( i = 1,2,\ldots,t \), provided \( k \) large enough. Thus (2.7) gives

\[
\sum_{i=1}^{k} u^k_1 \leq \frac{v_f(x^d) + o(r_k)}{\min_{i} v_g(x^d_k)} .
\] (2.8)

This relation shows that the \( u^k_1 \) are bounded as \( k \to \infty \). ☐

Remark: The results of the first section showed that convergence of barrier function algorithms can be proved under very few assumptions. The results of this section show that valuable structural information on the problem is available as a by-product of the computation. Note that the condition that the \( u^k_1 \) be bounded is a weaker restraint condition than either A or B.
3. Second order conditions.

Consider now a barrier function \( \phi \) and a sequence \( \{r_k\} \) such that \( \{x_k\} \to x^* \), \( \{u_k\} \to u^* \). It is convenient to assume the following properties which are satisfied by all barrier functions of practical interest.

(i) \( u_k^i = -r_k \frac{\partial \phi}{\partial g_i}(x_k) > 0 \), \( r_k \frac{\partial^2 \phi}{\partial g_i^2}(x_k) > 0 \), \( i = 1, 2, \ldots, m, \forall k \).

(ii) \( r_k \frac{\partial^2 \phi}{\partial g_i^2}(x_k) \to +\infty \), \( k \to \infty \), \( i \in B_0 \). (But see Example 4(ii) p. 100 for qualification.)

(iii) \( \frac{\partial^2 \phi}{\partial g_i \partial g_j} = 0 \) if \( i \neq j \).

Lemma 3.1: If the matrices \( \nabla^2 T(x_k, r_k) \) are positive definite for \( k \geq k_0 \) and the \( \nabla g_i(x^*) \), \( i \in B_0 \), are linearly independent then

\[
\nabla^T \nabla^2 f(x^*, u^*) v > 0, \quad \forall v \neq 0 \text{ such that } \nabla g_1(x^*) v = 0, \quad \forall i \in B_0.
\]

Proof: Differentiating \( T(x, r_k) \) gives

\[
\nabla^2 T(x_k, r_k) = \nabla^2 f(x_k, u_k) + r_k \sum_{i=1}^{m} \frac{\partial^2 \phi}{\partial g_i^2} \nabla g_i(x_k)^T \nabla g_i(x_k) \tag{3.1}
\]

which can be written

\[
\nabla^2 T(x_k, r_k) = \nabla^2 f(x_k, u_k) + C_k(x_k) D_k C_k(x_k)^T + \sum_{i \in I_1 - B_0} r_k \frac{\partial^2 \phi}{\partial g_i^2} \nabla g_i(x_k)^T \nabla g_i(x_k)
\]

where

\[
(D_k)_{ii} = r_k \frac{\partial^2 \phi}{\partial g_i^2}(x_k), \quad i = 1, 2, \ldots, t.
\]
Let
\[ P_k = C_1(x_k)C_1(x_k)^+ \]  
then, for arbitrary nonzero \( v \) such that \( (I-P_k)v \neq 0 \)
\[
0 < v^T(I-P_k)v^2T(x_k^*, x_k)(I-P_k)v \\
= v^T(I-P_k)v^2(x_k^*, u_k)(I-P_k)v + o(1)
\]
as
\[
(I-P_k)C_1(x_k) = 0 .
\]
The desired result follows from this on letting \( k \to \infty \). \( \square \)

**Corollary 5.1**: If in addition to the conditions of Lemma 5.1 we have also strict complementarity then the second order sufficiency conditions (the conditions of MP Lemma 4.3) hold at \( x^* \).

**Remark**: The problem of generalizing this result to the case where the active constraint gradients are not linearly independent is the following.

In general, when \( k < \infty \), \( \text{rank}[C_1(x_k)|C_2(x_k)] > s \). Thus
\[
V_k = [v ; v_1g_1(x_k)v = 0, \forall i \in B_0] \subset U_k = [v ; v = (I-P_k)_v u, u \in E_n] .
\]
We have
\[
\lim_{k \to \infty} U_k = V^* = [v ; v_1g_1(x^*)v = 0, \forall i \in B_0] .
\]
It is not difficult to construct examples in which \( \lim_{k \to \infty} V_k \subset V^* \).

Consider \( C_1(x_k) = e_1 \), \( C_2(x_k) = e_1 + e_2(x-x^*)e_2 \). Then
$V_k = \{ v ; e_1^T v = e_2^T v = 0 \} = \lim_{k \to \infty} V_k \subset V^* = \{ v ; e_1^T v = 0 \}$. The argument of Lemma 3.1 shows only that $\frac{T^2}{\gamma} \langle x, u \rangle v > 0$ for $v \in \lim_{k \to \infty} V_k$.

**Lemma 3.2:** Let

$W = U + \gamma V V^T$,

$N = \{ t ; \| t \| = 1, V^T t = 0 \}$,

$M = \{ u ; \| u \| = 1, u \in N \}$,

$v = \min_{t \in N} t^T U t > 0$, $\sigma = \min_{u \in M} u^T U u$, $\mu = \min_{u \in M} \| v u \| > 0$,

$\eta = \min_{t \in N, u \in M} t^T U u$, $\rho = \min(0, \eta)$

then $W$ is positive definite provided

$$\gamma > \frac{\sigma^2 + \gamma \mu^2 - \sigma \gamma \nu^2}{\nu \mu^2} \quad (3.3)$$

**Proof:** Any unit vector $w$ can be written

$w = u + \beta t$ where $u \in M$, $t \in N$, and $\alpha^2 + \beta^2 = 1$.

Thus

$$w^T W w = \alpha^2 u^T U u + 2 \alpha u^T U t + \beta^2 t^T U t + \gamma \alpha^2 \| V^T u \|^2$$

$$\geq \alpha^2 (\sigma + \gamma \mu^2 - \nu) + 2 |\alpha| (1 - \alpha^2)^{1/2} + \nu$$

$$\geq \alpha^2 (\sigma + \gamma \mu^2 - \nu) + 2 |\alpha| \rho + \nu \quad (3.4)$$
as \( \rho \leq 0 \). Provided \( \gamma > \frac{\nu - \sigma}{\mu} \) (a weaker condition than (3.3)), the right hand side has a minimum at \( \alpha = \frac{-\rho}{\sigma + \gamma \mu - \nu} > 0 \). The value at this minimum is \( \frac{-\rho^2}{\sigma + \gamma \mu - \nu} + \nu \) which is positive if (3.3) holds. \( \square \)

**Corollary 3.2:** If \( W = U + VDV^T \) where \( D \) diagonal, and if the conditions of Lemma 3.2 hold, then \( W \) is positive definite provided

\[
\min_{i} D_{ii} > \frac{\rho^2 + \nu^2 - \sigma \nu}{\nu \mu^2}.
\]

If \( D \) is positive definite the result holds provided the smallest eigenvalue of \( D \) satisfies this inequality.

**Proof:** We have

\[
V^TVDV^T_W = \alpha^2 U^TVDV^T_U = \alpha^2 \left\{ \sum_{i=1}^{t} D_{ii} (\rho_i (V)_U)^2 \right\}
\geq \min_{i} D_{ii} \alpha^2 \|V^T_U\|^2.
\]

The result now follows as from equation (3.4) above. \( \square \)

**Lemma 3.3:** If the second order sufficiency conditions hold at \( x^* \) then \( V^T(x^*, u^*) \) is positive definite for \( k \) large enough.

**Proof:** We have

\[
V^* \subseteq U^* = \{ y ; \nabla g_i(x^*)_y = 0 \, , \, \forall_1 \in B_0 \ \text{such that} \ u_i^* > 0 \}.
\]

Thus the second order sufficiency conditions imply that

\[
V^T(x^*, u^*)_y > 0 \, , \, \forall_1 \in V^* \ \text{such that} \ y \neq 0 \, . \quad \text{From Corollary 3.2}
\]

it follows that \( \exists \ D_0 \) such that \( V^T(x^*, u^*) + [C_1(x^*) \mid C_2(x^*)] D [C_1(x^*) \mid C_2(x^*)]^T \)
is positive definite for $D \geq D_0$. By continuity this implies that the corresponding matrix evaluated at $x_k$ is positive definite for $k$ large enough. The desired result follows from this as $(D_k)_{i1} \to \infty$, $i = 1, 2, \ldots, t$ as $k \to \infty$. 

**Lemma 3.4:** If $U$ is nonsingular, $D$ diagonal, and $V$ of full rank, then the system of linear equations

$$[U + VD V^T]x = Vy$$

has the solution

$$x = U^{-1}V(I + M)^{-1}My$$

where $M = (V^T U^{-1} V)^{-1}D^{-1}$ provided $I + M$ is nonsingular. A sufficient condition for $I + M$ nonsingular is $\|M\| < 1$ which is satisfied if

$$\min_i |D_{ii}|$$

is large enough.

**Proof:** The result follows on substituting (3.6) into (3.5). 

**Remark:** From (3.6) it follows that

$$x \sim U^{-1}V(V^T U^{-1} V)^{-1}D^{-1}y$$

as

$$\min_i |D_{ii}| \to \infty.$$ 

**Corollary 3.3:** If the right hand side of equation (3.5) is $z$, a general vector, then the solution is given by

$$x = U^{-1}V(I + M)^{-1}M(V^T U^{-1} V)^{-1}V^T U^{-1}z$$

$$+ U^{-1}(I - \gamma(V^T U^{-1} V)^{-1}V^T U^{-1})z.$$ 

(3.8)
4. Rate of convergence results.

In this section, rate of convergence estimates for barrier function algorithms are considered. Unless stated otherwise the conditions imposed in Section 3 are assumed, together with the condition that 
$$\|v_{g_1}(x^*)\| \neq 0, \ i \in B_0.$$ 

Lemma 4.1: Provided \( \{u_k\} \) is bounded then

$$f(x_k) - f(x^*) = \sum_{i=1}^{t} u_i^k g_i(x_k) + O(\max[\|x_k - x^*\|^2, r_k \|x_k - x^*\|]). \quad (4.1)$$

Proof: The result follows by taking the scalar product of (2.2) with 
$$x_k - x^*$$ and identifying with terms in the Taylor series expansion. 

Definition: We say that \( u_k \) is SO\((v_k)\) (strict order \( v_k \)) provided

(1) \( u_k = O(v_k) \), and

(2) \( \exists k_0 < \infty \) and \( \mu > 0 \) such that \( |u_k| \geq \mu |v_k| \) for \( k \geq k_0 \).

Remark: (4.1) gives an error estimate provided the remainder term is small. A sufficient condition for this is

$$f(x_k) - f(x^*) = SO(\|x_k - x^*\|). \quad (4.2)$$

This implies that for at least one \( i \), \( u_i^k g_i(x_k) = SO(\|x_k - x^*\|) \).

If (4.2) does not hold then for \( i = 1, 2, \ldots, t \) either

(1) \( u_i^k \rightarrow 0, \ k \rightarrow \infty \), or

(2) \( g_i(x_k) = o(\|x_k - x^*\|) \).
If (ii) holds then the approach of $x_k$ to $x^*$ is tangential to the surface $g_i(x) = 0$ at $x = x^*$. 

**Lemma 4.2:** If the ICP is convex, then

1. $x_k$, $u_k$ are dual feasible, and
2. $f(x_k) - f(x^*) \leq \sum_{i=1}^{m} u_i g_i(x_k).$

**Proof:** The dual feasibility is a consequence of (2.1) and assumption (i) of Section 3. This follows directly from Wolfe's form of the duality theorem (MP Corollary 5.1). We have

$$f(x_k, u_k) = f(x_k) - \sum_{i=1}^{m} u_i g_i(x_k) \leq f(x^*, u^*) = f(x^*) \leq f(x_k) \quad (4.3)$$

which demonstrates the second part of the desired result. □

**Example:** For $i \in B_0$ let $g_i(x_k) = S0(||x_k - x^*||)$, $u_i > 0$.

(a) inverse barrier function. We have

$$u_i = r_k / g_i(x_k)^2$$

whence

$$g_i(x_k) = \sqrt{r_k / u_i}.$$

This gives

$$||x_k - x^*|| = O(r_k^{1/2}).$$

(b) log barrier functions. In this case

$$u_i = r_k / g_i(x_k)$$

which gives
Thus the strict order condition permits us to deduce a rate of convergence result. We now show that the SO condition is equivalent to the condition of strict complementarity for the inverse and log barrier functions. In these cases the remark following Lemma 4.1 gives us a geometric interpretation of strict complementarity.

To discuss this equivalence, consider the following system of equations which define \( x_r \) and \( u_r \) as functions of \( r \).

\[
\begin{align*}
\sum_{i=1}^{m} u_i^k \frac{\partial f_i}{\partial x_i} (x_r) &= 0, \\
\frac{u_i^k}{u_i} \frac{\partial \phi}{\partial g_i} (x_r) &= -r_k, \quad i = 1, 2, \ldots, m.
\end{align*}
\]

(4.4)

If the Jacobian \( H(x_r, u_r) \) of this system with respect to \( x_r, u_r \) or an appropriate transform of it is nonsingular then we can study the behavior of \( x(r), u(r) \) as a function of \( r \) by integrating the system of differential equations

\[
H(x_r, u_r) \begin{bmatrix} \frac{dx}{dr} \\ \frac{du}{dr} \end{bmatrix} = \begin{bmatrix} 0 \\ e^T \end{bmatrix}
\]

(4.5)

where \( e^T = [1, 1, \ldots, 1] \). We have
\[
H(x,u) = \begin{bmatrix}
  \nabla^2 f(x,u) & -\nabla g_1(x)^T & \ldots & -\nabla g_m(x)^T \\
  -\frac{\partial^2 \phi}{\partial g_1^2} \nabla g_1(x) & 1/\frac{\partial \phi}{\partial g_1} & & \\
  & \ddots & \ddots & \\
  -\frac{\partial^2 \phi}{\partial g_m^2} \nabla g_m(x) & & 1/\frac{\partial \phi}{\partial g_m} & \\
\end{bmatrix}
\]

Let \( D \) be the diagonal matrix

\[
D = \begin{bmatrix}
  I \\
  w_1 \\
  \ddots \\
  w_m
\end{bmatrix}
\]

where

\[
w_i = -\left(\frac{\partial^2 \phi}{\partial g_i^2}\right) \frac{\partial^2 \phi}{\partial g_i^2}
\]

then

\[
DH = \begin{bmatrix}
  \nabla^2 f(x,u) & -\nabla g_1(x)^T & \ldots & -\nabla g_m(x)^T \\
  u_1 \nabla g_1(x) & -\frac{\partial \phi}{\partial g_1} / \frac{\partial^2 \phi}{\partial g_1^2} & & \\
  & \ddots & \ddots & \\
  u_m \nabla g_m(x) & & -\frac{\partial \phi}{\partial g_m} / \frac{\partial^2 \phi}{\partial g_m^2}
\end{bmatrix}
\]
Provided \( \frac{\partial^2 \phi}{\partial g_1^2} \frac{\partial^2 \phi}{\partial g_1^2} - 0 \), \( k \rightarrow \infty \), \( \text{ie} \) \( B_0 \) then \( \text{DH} \) will be nonsingular for \( k \) large enough provided \( J(x^*) \) is nonsingular (see MP Lemma 4.4). This implies

(i) the second order sufficiency conditions hold,

(ii) the active constraint gradients are linearly independent, and

(iii) strict complementarity holds.

In this case

\[
\begin{bmatrix}
\frac{dx}{dr} \\
\frac{du}{dr} \\
\frac{dw}{dr}
\end{bmatrix} = -
\begin{bmatrix}
0 \\
0 \\
w
\end{bmatrix}
\]  

whence

\[
\begin{bmatrix}
x_k - x^* \\
u_k - u^*
\end{bmatrix} = - \int r_k (\text{DH})^{-1} \begin{bmatrix} 0 \\ 0 \\ w \end{bmatrix} dr
\]  

provided the components of \( w \) are integrable.

Example: (i) inverse barrier function.

We have

\[
\frac{\partial^2 \phi}{\partial g_1^2} \frac{\partial^2 \phi}{\partial g_2^2} = - \frac{\varepsilon_1}{2} , \quad \left( \frac{\partial^2 \phi}{\partial g_1^2} \right) \frac{\partial^2 \phi}{\partial g_1^2} = \frac{1}{2g_1} .
\]

In particular, it follows that \( \text{DH}(x_k) \) is nonsingular for \( k \) large enough, while \( -w_1 = \frac{1}{2} \sqrt{u_1/r} \). We have
whence, changing to $r^{1/2}$ as independent variable,

$$\begin{bmatrix}
\frac{dx}{d(r^{1/2})} \\
\frac{du}{d(r^{1/2})}
\end{bmatrix} = (DH)^{-1} \begin{bmatrix}
0 \\
\sqrt{u_1} \\
\vdots \\
\sqrt{u_m}
\end{bmatrix}$$

Thus we have

$$\begin{bmatrix}
x(r) - x^* \\
u(r) - u^*
\end{bmatrix} = r^{1/2}[DH(x^*)]^{-1} \begin{bmatrix}
0 \\
\sqrt{u_1^*} \\
\vdots \\
\sqrt{u_m^*}
\end{bmatrix} + o(r^{1/2}) \quad (4.14)$$

(ii) log barrier function. In this case

$$\frac{\partial \phi}{\partial g_1} = -g_1, \quad \left(\frac{\partial \phi}{\partial g_1}\right)^2 \frac{\partial^2 \phi}{\partial g_1^2} = 1$$

so that (4.10) becomes

$$\begin{bmatrix}
\frac{dx}{dh} \\
\frac{du}{dh}
\end{bmatrix} = J^{-1} \begin{bmatrix}
0 \\
g
\end{bmatrix} \quad (4.15)$$
In particular, \( x(r) \), \( u(r) \) inherit the differentiability properties of \( f \) and \( g_i \), \( i = 1, \ldots, m \) for \( r \) small enough (if \( f, g \in C^P \) then \( x^* u^* \in C^{P-1} \)). Thus

\[
\begin{bmatrix}
  \frac{x(r) - x^*}{r} \\
  \frac{u(r) - u^*}{r}
\end{bmatrix} = r \ J(x^* \ -1 \left[
\begin{array}{c}
  0 \\
  0
\end{array}
\right] + o(r^2) . \tag{4.16}
\]

Remark: These results can also be derived by differentiating (2.1) with respect to \( r \). We obtain

\[
\frac{\partial^2 T(x(r),r)}{\partial r} \frac{dx}{dr} = - \sum_{i=1}^{m} \frac{\partial g_i}{\partial x_i} \ n g_i(x(r))^T . \tag{4.17}
\]

In this case Lemma 3.3 guarantees that \( \partial^2 T(x(r),r) \) is positive definite for \( r \) small enough, and Corollary 3.3 can be used to give the solution to (4.17). Note that (4.17) results if \( \frac{du}{dr} \) is eliminated from (4.10).

We can now proceed to the main result.

**Theorem 4.1:** Provided \( J(x^*) \) is nonsingular, then the strict complementarity and strict order conditions are equivalent for the inverse and log barrier functions.

**Proof:** The argument is essentially the same for both barrier functions, but is simplest for the log function. Thus only this case is considered here.

For the log penalty function \( u_i^k = r_k / g_i(x^*_k) \) so that
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\[ f(x_k) - f(x^*) = \sum_{i \in B_0} \frac{r_k}{g_i(x_k)} g_i(x_k) + o(||x_k - x^*||) \]

\[ = r_k + o(||x_k - x^*||) \]  \hspace{1cm} (4.18)

If strict complementarity does not hold then for at least one \( i \in B_0 \)

\[ \lim_{k \to \infty} \frac{r_k}{g_i(x_k)} = 0 . \]

As \( g_i(x_k) = \nabla g_i(x_k)(x_k - x^*) + o(||x_k - x^*||) \) is \( o(||x_k - x^*||) \) at most, it follows that \( r_k = o(||x_k - x^*||) \) and hence, from (4.18), that

\[ f(x_k) - f(x^*) = o(||x_k - x^*||) . \] Thus the SO condition does not hold.

If strict complementarity does hold then asymptotically for small \( r \)

\[ \frac{r}{||\nabla g(x^*)||} \frac{||x(r) - x^*||}{||x(r)| - x||} \leq \frac{r}{g_i(x(r))} - u_i^* > 0 , \text{ i.e. B_0} . \]

Thus \( r = o(||x(r) - x^*||) . \) As \( J(x^*) \) is nonsingular (4.16) holds and this implies (as \( r = o(||x(r) - x^*||) \)) that

\[ ||x(r) - x^*|| \leq Kr + o(r^2) \]

for some \( K > 0 . \) This shows that \( r = SO(||x(r) - x^*||) \) so that, by (4.18), the strict order condition is satisfied. \( \square \)

Remark: The above argument shows that if strict complementarity does not hold then the strict order condition cannot. The condition that \( J(x^*) \) be nonsingular is required only for the second part of the theorem.
Example: (i) minimize \( x_1 + x_2 \)

subject to \( -x_1^2 + x_2 \geq 0 \), \( x_1 \geq 0 \)

![Diagram](image)

Figure 4.1

From Figure 4.1 it is clear that the minimum is \( f = 0 \) at \( x_1 = x_2 = 0 \), and that strict complementarity holds.

(a) inverse barrier function

\[
T = x_1 + x_2 + r \left\{ \frac{1}{x_2 - x_1^2} + \frac{1}{x_1} \right\}
\]

\[
\frac{\partial T}{\partial x_1} = 0 = 1 + r \left\{ \frac{2x_1}{(x_2 - x_1^2)^2} - \frac{1}{x_1^2} \right\}
\]

\[
\frac{\partial T}{\partial x_2} = 0 = 1 + r \left\{ \frac{-1}{(x_2 - x_1^2)^2} \right\}
\]
This gives a pair of equations for $x_1$ and $x_2$ as functions of $r$. We have

$$x_1 = r^{1/2} - r + O(r^{3/2}),$$

$$x_2 = r^{1/2} + r + O(r^{3/2}).$$

(b) log barrier function

$$T = x_1 + x_2 - r \log (x_2 - x_1^2),$$

$$\frac{\partial T}{\partial x_1} = 0 = 1 - r \left\{ \frac{-2x_1}{x_2 - x_1^2} + \frac{1}{x_1} \right\},$$

$$\frac{\partial T}{\partial x_2} = 0 = 1 - r \left\{ \frac{1}{x_2 - x_1^2} \right\}.$$

Solving for $x_1$ and $x_2$ as functions of $r$ gives

$$x_1 = r - 2r^2 + O(r^3),$$

$$x_2 = r + r^2 + O(r^3).$$

(ii) minimize $x_2$

subject to $x_2 - x_1^2 \geq 0$, $x_1 \geq 0$.

In this case the minimum is again $f = 0$ at $x_1 = x_2 = 0$. However, $\nabla f(0) = e_2^T$ is orthogonal to $\nabla g_2(0) = e_1^T$. Thus, as both constraints are active at zero, strict complementarity does not hold. Note that the constraint $g_2 = x_1 \geq 0$ is redundant, and that the barrier function trajectory is tangential to the constraint surface $g_1 = 0$. Note also that the rate of convergence is reduced, and that $r_k \frac{\partial^2 \phi}{\partial g_2^2}$ does not tend to $\infty$ for the constraint with the zero multiplier.
(a) Inverse barrier function.

\[ T = x_2 + r \left\{ \frac{1}{2} + \frac{1}{x_1} \right\} \]

\[ \frac{\partial T}{\partial x_1} = 0 = r \left\{ \frac{2x_1}{(x_2 - x_1)^2} - \frac{1}{x_1} \right\} \]

\[ \frac{\partial T}{\partial x_2} = 0 = 1 + r \left\{ \frac{-1}{(x_2 - x_1)^2} \right\} \]

whence

\[ x_1 = (r/2)^{1/3} , \quad u_1 = 1 , \quad r \frac{\partial^2 T}{\partial x_1^2} = \frac{2}{r^{1/2}} , \]

\[ x_2 = 3r/2 , \quad u_2 = (4r)^{1/3} , \quad r \frac{\partial^2 T}{\partial x_2^2} = 4 . \]

(b) Log barrier function.

\[ T = x_2 - r[\log(x_2 - x_1^2) + \log x_1] \]

\[ \frac{\partial T}{\partial x_1} = 0 = -r \left\{ \frac{-2x_1}{(x_2 - x_1^2)} + \frac{1}{x_1} \right\} \]

\[ \frac{\partial T}{\partial x_2} = 0 = 1 - r \left\{ \frac{1}{x_2 - x_1^2} \right\} \]

whence

\[ x_1 = (r/2)^{1/2} , \quad u_1 = 1 , \quad r \frac{\partial^2 T}{\partial x_1^2} = \frac{1}{r} \]

\[ x_2 = 3r/2 , \quad u_2 = (2r)^{1/2} , \quad r \frac{\partial^2 T}{\partial x_2^2} = 2 . \]
(iii) minimize \(-x_1\)

subject to \((1-x_1)^3-x_2 \geq 0\), \(x_2 \geq 0\).

This is the example used in MP Section 3 (see Figure 3.1). The optimum is \(f = -1\) at \(x_1 = 1\), \(x_2 = 0\). The Kuhn Tucker conditions do not hold at this point.

(a) inverse barrier function.
\[
T = -x_1 + r \left\{ \frac{1}{(1-x_1)^3-x_2} + \frac{1}{x_2} \right\}
\]

\[
\frac{\partial T}{\partial x_1} = 0 = -1 + r \left\{ \frac{3(1-x_1)^2}{((1-x_1)^3-x_2)^2} \right\}
\]

\[
\frac{\partial T}{\partial x_2} = 0 = r \left\{ \frac{1}{((1-x_1)^3-x_2)^2} - \frac{1}{x_2^2} \right\}
\]

whence

\[
x_1 = 1 - 2^{1/2} \cdot 3^{1/4} \cdot r^{1/4},
\]

\[
x_2 = 2^{1/2} \cdot 3^{3/4} \cdot r^{3/4}.
\]

In this case \(u_1(r) = u_2(r) = \frac{1}{2 \cdot 3^{3/2} \cdot r^{1/2}}\)

(b) log barrier function.
\[
T = -x_1 - r \{ \log((1-x_1)^3-x_2) + \log x_2 \}
\]

\[
\frac{\partial T}{\partial x_1} = 0 = -1 - r \left\{ \frac{-3(1-x_1)^2}{(1-x_1)^3-x_2} \right\}
\]
\[
\frac{\partial T}{\partial x_2} = 0 = -r \left\{ \frac{-1}{(1-x_1)^2} - x_2 \right\}
\]

whence
\[
x_1 = 1 - 6r,
\]
\[
x_2 = 108r^3.
\]

In this case \( u_1(r) = u_2(r) = \frac{-1}{108r^2} \).

The above examples confirm the predictions of our analysis, and for a given fixed sequence of \( r_k \) values effective convergence is attained more rapidly (i.e., for earlier members of the sequence) with the log barrier function.

Now let \( \phi \) be a barrier function. Then
\[
\phi_1 = \log(\sigma + \phi) , \quad \sigma \geq 1
\]

is a barrier function. Let \( x_k \) minimize \( f + r_k \phi \), \( \hat{x}_k \) minimize \( f + r_k \phi_1 \). Then comparing corresponding Lagrange multiplier estimates gives
\[
\frac{\partial \phi}{\partial g_1}(\hat{x}_k)

\frac{(\sigma + \phi(\hat{x}_k))}{(\sigma + \phi(x_k))} \frac{\partial \phi}{\partial g_1}(x_k) - 1 , \quad r_k \to 0
\]

whence
\[
\frac{\partial \phi}{\partial g_1}(x_k) = o \left( \frac{\partial \phi}{\partial g_1}(\hat{x}_k) \right) \quad \text{as} \quad r_k \to 0.
\]

Essentially this says that \( g_1(\hat{x}_k) \to 0 \) more rapidly than \( g_1(x_k) \), so that a faster rate of convergence is anticipated for the \( \phi_1 \) barrier function.
Consider now the sequence of barrier functions defined recursively by

\[ \phi^{(1)}_j = \log(k_j - \log(g_j(x))) \]

\[ \phi^{(i)}_j = \log(\sigma + \phi^{(i-1)}_j) \quad i = 2, 3, \ldots, \sigma > 1 \]

\[ \phi^{(i)} = \sum_{j=1}^{m} \phi^{(i)}_j \quad (4.20) \]

In this case the error estimate is

\[ f(x^{(i)}_k) - f(x^*) = -r_k \sum_{j=1}^{t} \frac{\partial \phi^{(i)}_j}{\partial g_j} g_j(x_k) = \frac{r_k}{\sum_{j=1}^{t} \frac{k_j - \log(g_j)}{s=2} \frac{1}{\sigma + \phi^{(s)}_j}} \]

\[ (4.21) \]

The right hand side of (4.21) tends to zero as \( i \to \infty \), and this suggests that increasingly rapid rates of convergence can be obtained by using barrier functions associated with large values of \( i \).

However, an even more interesting result is possible. This shows that in certain circumstances it is possible to choose a barrier function having the property that the solution to the ICP is approximated arbitrarily closely by the result of a single unconstrained minimization, without requiring \( r \) to be taken arbitrarily small. Let

\[ T^{(i)}(x, r) = f(x) + r \sum_{j=1}^{m} \lambda_j^{(i)}(g_j(x)) \quad \text{and} \]

\[ Q(x, \lambda) = f(x) + \sum_{j=1}^{m} \lambda_j(k_j - \log(g_j(x))) \]
Theorem 4.2: Let \( Q(x,\lambda) \) have a unique stationary value (necessarily a minimum) in \( S_0 \) for each \( \lambda > 0 \), and let \( x_{(1)} \) minimize \( T^{(1)}(x,r) \) for \( i = 1,2,\ldots \) and fixed \( r \). Then the limit points of \( \{x_{(1)}\} \) are local minima of the ICP.

Remark: Note that \( r \) does not have to be small in this result.

Proof: If \( x_{(1)} \) minimizes \( T^{(1)}(x,r) \) then

\[
\nabla f(x_{(1)}) - \frac{1}{k_j - \log(g_j(x_{(1)}))} \sum_{j=1}^{m} \frac{1}{\sigma + \phi_j^{(s)}(g_j(x_{(1)}))} \nabla g_j(x_{(1)}) = 0 ,
\]

(4.22)

and this expression has the form

\[
\nabla Q(x_{(1)},\lambda_{(1)}) = 0
\]

(4.23)

where \( \lambda_{(1)} \) has the numerical value

\[
\lambda_{j}^{(1)} = \frac{r}{k_j - \log(g_j(x_{(1)}))} \sum_{s=2}^{i-1} \frac{1}{\sigma + \phi_j^{(s)}(g_j(x_{(1)}))} , \quad j = 1,2,\ldots,m .
\]

(4.24)

Thus the \( \{x_{(1)}\} \) also correspond to a sequence minimizing \( Q(x,\lambda_{(1)}) \) by the assumed uniqueness of these stationary values. Now, as \( \sigma > 1 \), \( \phi_j^{(s)} > 0 \), \( s = 1,2,\ldots,i-1 \), \( \lambda_{j}^{(1)} \) can be made arbitrarily small for each \( j \) by choosing \( i \) large enough. The desired result is thus a consequence of the remark following Theorem 1.2. □
Remark: The conditions of the theorem are satisfied if $f(x)$ convex, $g_i(x)$, $i = 1, 2, ..., m$ concave, and strict convexity / concavity holds for at least one of these functions.

In what follows it is convenient to use the superscript $i$ to indicate the appropriate member of the log barrier function sequence (4.20).

Lemma 4.3:

$$
\frac{\partial^2 \phi^{(i+1)}}{\partial g_j^2} = \frac{\partial^2 \phi^{(i)}}{\partial g_j^2} = \frac{\partial \phi^{(i)}}{\partial g_j} + \frac{\partial^2 \phi^{(i)}}{\partial g_j^2} \frac{\partial g_j}{\partial g_j}, \quad i = 1, 2, ..., (4.25)
$$

where

$$\phi^{(i)}_j = \phi^{(i-1)}_j + g_j \frac{\partial \phi^{(i)}}{\partial g_j} < \phi^{(i-1)}_j, \quad (4.26)$$

and

$$\phi^{(i)}_j \rightarrow 1, \quad g_j \rightarrow 0. \quad (4.27)$$

Proof: Let $\phi^{(0)}_j = -\log g_j$ then

$$
\frac{\partial^2 \phi^{(0)}}{\partial g_j^2} = \frac{\partial \phi^{(0)}}{\partial g_j} = -\frac{1}{g_j} \quad (4.28)
$$

so that $\phi^{(0)}_j = 1$. Now, differentiating the relation

$$
\frac{\partial \phi^{(i+1)}}{\partial g_j} = \frac{1}{\sigma + \phi^{(i)}} \frac{\partial \phi^{(i)}}{\partial g_j} \quad (4.29)
$$

gives

$$
\frac{\partial^2 \phi^{(i+1)}}{\partial g_j^2} = -\frac{1}{(\sigma + \phi^{(i)})^2} \left( \frac{\partial \phi^{(i)}}{\partial g_j} \right)^2 + \frac{1}{\sigma + \phi^{(i)}} \frac{\partial^2 \phi^{(i)}}{\partial g_j^2}
$$
so that
\[
\frac{\partial^2 \phi^{(i+1)}}{\partial g_j^2} / \frac{\partial \phi^{(i+1)}}{\partial g_j} = - \frac{\partial^2 \phi^{(i+1)}}{\partial g_j^2} + \frac{\partial^2 \phi^{(1)}}{\partial g_j^2} / \frac{\partial \phi^{(1)}}{\partial g_j}
\]

\[
= - \frac{1}{g_j} \left( \rho_j^{(1)} + g_j \frac{\partial \phi^{(i+1)}}{\partial g_j} \right)
\]

This demonstrates (4.25) and (4.26), (4.27) follows on noting that 
\[\rho_j^{(0)} = 1,\] and that, from (4.29),
\[
g_j \frac{\partial \phi^{(1)}}{\partial g_j} \to 0, \quad g_j \to 0, \quad i = 1, 2, \ldots \quad \square
\]

A consequence of this lemma is that, provided \( J(x^*) \) nonsingular, then \( D^{(1)} \) is nonsingular for \( \eta(r) \) sufficiently close to \( x^* \).

**Lemma 4.4:** Let \( J(x^*) \) be nonsingular, and \( I_1 = B_0 \), then the SO condition is satisfied.

**Proof:** We have from (4.29) that
\[
w_j^{(1)} = - \left( \frac{\partial \phi^{(1)}}{\partial g_j} \right)^2 \frac{\partial^2 \phi^{(1)}}{\partial g_j^2} = \frac{g_j}{\rho_j^{(1)}} \frac{\partial \phi^{(1)}}{\partial g_j},
\]
so that \( w_j^{(1)} \to 0 \) as \( r \to 0 \) for \( j \in B_0 \). Now
\[
\left\| \begin{bmatrix} x_k - x^*_\eta \\ u_k - u^*_\eta \end{bmatrix} \right\| \leq \left\| [D^{(1)}]_{H(1)}(x_\eta)]^{-1} \begin{bmatrix} I \\ p^{(1)} \end{bmatrix} \begin{bmatrix} 0 \\ u_{1}^k g_1 \\ \vdots \\ u_{m}^k g_m \end{bmatrix} \right\| + \text{smaller terms}
\]
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where $p^{(1)}$ is diagonal, and $p_{jj}^{(1)} = 1/p_j^{(1)} - 1$, $r_k \to 0$, $j = 1, 2, \ldots, m$. This result implies that for $k$ large enough

$$\|x_k - x^*\| \leq K \sum_{j \in B_0} u^k_j g_j(x_k).$$

The SO condition is an immediate consequence of this inequality. □

Remark: If $B_0 \subset I_1$ then $w_j^{(1)}$ need not tend to zero for $j \notin B_0$. Thus eventually the largest components of $w^{(1)}$ will be those associated with the inactive constraints. This implies that $\|x_k - x^*\| = O(r_k)$.

But $g_j$, $j \in B_0$, is $O(r_k)$ which suggests that, in general, the SO condition does not apply. This case should be contrasted with the log and inverse cases where the contributions of the inactive constraints do not dominate in $w$ (in the inverse case the active constraints dominate). We note that the SO condition is only sufficient for (4.1) to provide an error estimate and numerical experience indicates that it is applicable in the calculations with the log sequence. However, the above discussion suggests that to attain the maximum rate of convergence with the members of the log sequence, the inactive constraints should be identified and discarded. A possible way to do this automatically is by the use of a separable barrier objective function

$$Q(x, x_k) = f(x) + r_k \sum_{i=1}^m u_{i}^{k-1} \phi(g_i(x))$$

(4.32)

where $x_k = r_k u_{k-1}$, $r_k$ is the usual barrier parameter, and $u_{i}^{k-1}$ is the multiplier estimate obtained from the previous minimization. This objective function has the property of forcing the multiplier estimates
for the inactive constraints to zero at a very fast rate. We have

\[ u_k^{k+1} = - r_k^{k+1} \frac{\partial \phi}{\partial g_i} (x_k^{k+1}) \]

\[ \leq r_k^{k+1} \rho_i u_i^k \leq \ldots \leq \rho_1 \prod_{j=1}^{k+1} r_j u_i^0 \]

(4.33)

where \( \rho_1 \) is a bound for \( \frac{\partial \phi}{\partial g_i} (x_k) \), \( k = 1,2,\ldots \).

This choice can also be favorable in the case of nonstrict complementarity. Consider the previous example

\[ \text{min } x_2 \text{ subject to } x_2 - x_1^2 \geq 0, \ x_1 > 0. \]

Set \( Q = x_2 - r_2 \{ \log(x_2 - x_1^2) + u_{k-1} \log x_1 \} \). Then \( \nabla Q = 0 \) gives

\[ x_2 - x_1^2 = r_k, \ 2x_1 = r_k u_{k-1}, \]

so that

\[ u_k = \frac{r_k u_{k-1}}{x_1} = 2^{1/2} r_k^{1/2} u_{k-1}^{1/2}. \]

Setting \( r_k = \alpha^{-k}, \ u_k/2 = \beta_k \) reduces this to

\[ \beta_k = \frac{1}{2} \beta_{k-1} - \frac{k}{2}. \]

The solution to this difference equation satisfying the initial condition \( \beta_0 = 0 \) is

\[ \beta_k = -k + (1 - (\frac{1}{2})^k). \]

From this it follows that \( u_k = O(r_k) \), and hence that \( x_1 = O(r_k) \).

Thus, for this example, we are able to obtain results as favorable as those in which strict complementarity holds.

Example. Show that the error estimate (4.1) is valid in this case.
There is a penalty to pay for the generality of the barrier function algorithms, and this is a significant burden of calculation associated with each of the successive unconstrained minimizations. This can be explained (at least in part) by looking at the Hessian of the barrier objective function. Experience (in part supported by theoretical results) indicates that the condition number of the Hessian is a good indicator of the degree of difficulty of an unconstrained optimization problem when it is solved by descent methods.

On the assumptions that the second order sufficiency conditions hold at $x^*$, and that the active constraint gradients are linearly independent, then it is possible to deduce fairly complete information on the eigenvalues and eigenvectors of $\nabla^2 T(x,^*, r_k)$ from (3.8).

(i) There are $n-t$ eigenvectors associated with eigenvalues of $\nabla^2 T(x,^*, r_k)$ that are $\mathcal{O}(1)$ as $r_k \to 0$. The smallest eigenvalue tends to

$$m = \min_{v} \frac{\nabla^2 f(x^*, u^*) v}{\nabla^2} , \forall v \text{ such that } \nabla g_i(x^*) v = 0 , \forall i \in B_0 .$$

(ii) There are $t$ eigenvectors associated with eigenvalues of $\nabla^2 T(x,^*, r_k)$ which tend to $\infty$ as $r_k \to 0$. These eigenvectors are asymptotic to vectors of the form $C_1(x^*) y_i$, where $y_i$ are eigenvectors of the problem

$$[C_1(x^*)^T C_1(x^*) - \mu_i A] y_i = 0$$

where $A$ is a diagonal matrix, $A_{ii} = \frac{\partial^2 \phi}{\partial g_i^2} \max_{1 \leq j \leq t} \frac{\partial^2 \phi}{\partial g_j^2}$, $i = 1, \ldots, t$. 
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The corresponding eigenvalues tend to \( \sim \) like
\[
\mu_i r_k \max_{1 \leq j \leq t} \frac{\partial^2 f}{\partial x_j^2}
\]

-- that is, like
\[
\mu_i \frac{u^*}{g_{\alpha}(x_k)}
\]

where \( \alpha \) is the maximizing index.

This shows that the condition number of \( \nabla^2 T(x_k, r_k) \) tends to \( \sim \)
like \( 1/g_{\alpha}(x_k) \) or like \( 1/\|x_k - x^*\| \), if the SO condition is satisfied.

In this latter case we have shown that our measure of the cost of a
barrier function calculation depends in the main on the accuracy desired
rather than on the choice of barrier functions. However, our estimates
for the log family indicate that these will be somewhat more expensive
than the above estimate except when all constraints are active.

Note that the device introduced to force more effective elimination
of the inactive constraints does not force the Hessian to be worse
conditioned in the case that strict complementarity does not obtain, at
least in the examples that have been worked out. The use of this
device would appear to be an important improvement in barrier function
algorithms.

5. Analysis of penalty function methods.

Consider now the equality constrained problem (ECP)

\[
\min_{x \in S} f(x) \quad S = \{ x \mid h_i(x) = 0, i = 1, 2, \ldots, q \ (i \in \mathbb{I}_2) \} \quad (3.1)
\]

It is assumed that \( S \) is nonempty, and that (3.1) has a bounded minimum
(say \( \bar{f} \)).
Remark: The inequality constraint $g(x) \geq 0$ can be written as the equality constraint

$$h(x) = \min (0, g(x)) = 0$$

(5.2)

so that formally the ICP is a special case of an ECP. However $h(x)$ given by (5.2) can have discontinuous first derivatives.

Definition: $F(x, \lambda)$ is a penalty objective function if

$$F(x, \lambda) = f(x) + \lambda \sum_{i=1}^{q} \psi(h_{i}(x))$$

(5.3)

where $\psi(h)$ is a monotonic increasing function of $|h|$, and $\psi(0) = 0$.

Example: Let $\psi(h) = |h|^{1+\alpha}$ then $\psi$ is a penalty function if $\alpha > -1$.

If $g(x)$ is concave then, from (5.2), so is $h(x)$, and $\psi(h)$ is convex provided $\alpha \geq 0$. If $\alpha < 0$ then $\frac{d\psi}{dh}$ is unbounded as $h \to 0$.

Theorem 5.1: Let $[\lambda_{r}] \uparrow \infty$, and $x_{r}$ minimize $F(x, \lambda_{r})$. Then $[f(x_{r})]$ nondecreasing, $[F(x_{r}, \lambda_{r})]$ strictly increasing unless $x_{r} \in S$, and $\left\{ \sum_{i=1}^{q} \psi(h_{i}(x_{r})) \right\}$ nonincreasing. If $[x_{r}] \to x^{*}$ then $x^{*}$ solves the ECP.

Proof: Let $\lambda_{r} \leq \lambda_{s}$. Then, provided $x_{r} \neq x_{s} \notin S$,

$$F(x_{r}, \lambda_{r}) \leq F(x_{s}, \lambda_{r}) < F(x_{s}, \lambda_{s}) \leq F(x_{r}, \lambda_{s})$$

Thus (compare Lemma 1.2) the results for the sequences follow as before.

We have

$$\min_{x} F(x, \lambda) \leq \min_{x \in S} F(x, \lambda) = \min_{x \in S} f(x) = \bar{f}$$

(5.4)
Thus the \( F(x^*, \lambda^*) \) are bounded, and hence \( x^* \in S \). Now
\[
x^* \in S \Rightarrow f(x^*) \geq \bar{f},
\]
but, by (5.4),
\[
f(x^*) \leq F(x^*, \lambda^*) \leq \bar{f}
\]
so that
\[
\lim_{r \to \infty} f(x^r) \leq \bar{f}.
\]
Thus \( f(x^*) = \bar{f} \), and \( x^* \) solves the ECP. \( \square \)

Remark: In the more general case in which \( \{x^r\} \) is bounded it follows, by restricting attention to convergent subsequences, that all limit points of \( \{x^r\} \) solve the ECP.

Theorem 5.2: Let \( \{x^r\} \to x^* \) and assume \( \psi(h_i) \) continuously differentiable, and \( \psi h_i(x^*) \), \( i \in I_2 \), linearly independent. Define \( u^r \) by
\[
u^r_i = -\lambda^r \frac{\partial \psi}{\partial [h_i]} \text{sgn}(h_i), \quad i = 1, 2, \ldots, q \tag{5.5}
\]
then \( \{u^r\} \to u^* \), the vector of Lagrange multipliers for the ECP.

Proof: Define the matrix \( B(x^r) \) by \( \kappa_1(B(x^r)) = \psi h_i(x^r)^T \), \( i = 1, 2, \ldots, q \). The condition that \( x^r \) minimize \( F(x^r, \lambda^r) \) gives
\[
0 = \nabla F(x^r, \lambda^r) = \nabla f(x^r) + \lambda^r \sum_{i=1}^q \frac{\partial \psi}{\partial [h_i]} \text{sgn}(h_i) \psi h_i(x^r) \tag{5.6}
\]
so that
\[
\nabla f(x^r)^T = B(x^r) u^r \tag{5.7}
\]
Now $B(x^*_r)$ has full rank for $\|x^*_r - x^*\|$ small enough. Thus

$$u^*_r = (B(x^*_r)^T B(x^*_r))^{-1} B(x^*_r)^T \nabla f(x^*_r)^T$$

$$- (B(x^*_r)^T B(x^*_r))^{-1} \lambda (x^*_r)^T \nabla f(x^*_r)^T = u^* . \quad \Box \quad (5.8)$$

Remark: (i) If strict complementarity holds so that $|u^*_i| > 0$, $i = 1, 2, \ldots, q$, then the convergence of the Lagrange multiplier estimates implies (from (5.5)) that $\text{sgn}(h_i)$ is constant for $i$ large enough as $\frac{\partial^2 \psi}{\partial |h_i|^2} > 0$, $x \in S$. Thus the minimizing sequence approaches $S$ from one side. In this sense $S$ acts like a barrier.

(ii) Note that $h_i(x) = \min(0, g_i(x)) = 0$ identically in a neighborhood of $x^*$ if $g_i(x^*) > 0$. Thus $\nabla h_i(x^*) = 0$ so that, in this trivial sense, the constraint gradients are not linearly independent. However, if strict complementarity holds, then a multiplier result can be proved for the active constraints (do this!). In fact, the strict complementarity restriction can be relaxed somewhat.

Theorem 5.3: If the conditions of Theorem 5.2 hold, and, in addition, $[u^*_r] - u^*$, and $\lambda_r \frac{d^2 \psi}{dh^2} \rightarrow \infty$, $i = 1, 2, \ldots, q$, as $r \rightarrow \infty$, then the second order sufficiency conditions hold at $x^*$ if and only if $\nabla^2 f(x^*_r, \lambda^*_r)$ is positive definite for $r$ sufficiently large.

Proof: This is essentially the same as that of Lemmas 3.1 and 3.2. \Box

Example: Derive the analogues of Lemmas 3.1 and 3.3 which apply when the BCP is obtained by transforming an ICP by means of (5.2).
Remark: The condition that \( \lambda_r \frac{d^2 \psi}{dh_i^2} \to 0 \) is related to strict complementarity. Consider \( \psi = |h_i|^{1+\alpha} \), \( \alpha > 0 \). Then

\[
\frac{d\psi}{dh_i} = (1+\alpha)|h_i|^\alpha \text{sgn}(h_i), \quad -\lambda_r \frac{d\psi}{dh_i} = u_i^r
\]

so that

\[
\lambda_r \frac{d^2 \psi}{dh_i^2} = (1+\alpha)|h_i|^{\alpha-1} = \frac{\alpha|u_i^r|}{|h_i|}.
\]

Thus \( \lambda_r \frac{d^2 \psi}{dh_i^2} \to 0 \), \( h_i \to 0 \) if \( |u_i| > 0 \). Strict complementarity is of particular importance for equality constraints derived from inequality constraints by (5.2). In this case, the one sided convergence implied by the multiplier relations is needed if we are to be able to talk about second derivatives at all.

The parallel development of the treatment of the ECP by penalty function methods and the treatment of the ICP by barrier functions can be completed by discussing convergence rates of penalty function algorithms in much the same way as we treated the barrier function case. For example, multiplying (5.6) by \( x^*_r - x^* \) gives

\[
f(x^*_r) - f(x^*_r) = \sum_{i=1}^q u_i^r h_i(x^*_r) + 0(||x^*_r - x^*||^2).
\]

The assumption that the SO condition is satisfied can now be used to provide estimates. From (5.9)

\[
(1+\alpha)\lambda_r |h_i|^{\alpha} \text{sgn}(h_i) = -u_i^r
\]

so that
This suggests a rate of convergence of $O\left(\frac{1}{R^\alpha}\right)$, which contrasts favorably with the estimates obtained for the barrier function algorithms. In particular as $\alpha \to 0$, (5.12) suggests that the convergence rate becomes arbitrarily great. However, the results of the previous section also indicate that the condition number of the Hessian will become arbitrarily large as $\alpha \to 0$. The next result provides information on the limiting case $\alpha = 0$.

Theorem 5.4: In the IGP let $f(x)$ be convex, and $g_i(x)$, $i \in I_1$, concave. Let $w$ be an infeasible point, $x_0$ an interior point of $S$, $a = \min_{i \in I_1} g_i(x_0)$, $b = f(x_0) - f(x^*)$, and $\lambda_0 = (b+1)/a$. Then $x^*$ minimizes

$$F(x, \lambda) = f(x) - \lambda \sum_{i=1}^p \min(0, g_i(x))$$

provided $\lambda \geq \lambda_0$.

Remark: It is necessary to demonstrate the result only for $\lambda = \lambda_0$. For all larger $\lambda$ it is then a consequence of Theorem 5.1.

Proof: Let $\bar{z}$ be the boundary point of $S$ on the join of $w$ and $x_0$, and $B_v$ be the index set of constraints active at $\bar{z}$. Define

$$s(x) = f(x) - \lambda_0 \sum_{i \in B_v} g_i(x)$$

then
\[ s(x_0) = f(x_0) - \lambda_0 \sum_{i \in B_v} g_i(x_0) \]

\[ \leq f(x_0) - (b+1) \]

\[ = f(x^*) - 1 \]

\[ \leq f(v) = s(v) = F(v, \lambda_0) \] \hspace{1cm} (5.15)

As \( s(x) \) is convex and \( v \) is on the join of \( x_0 \) and \( w \), \( \exists \theta \),

\[ 0 < \theta < 1 \], such that

\[ s(v) = \theta s(x_0) + (1-\theta) s(w) \]

\[ \leq \theta s(v) + (1-\theta) s(w) \]

whence

\[ s(v) \leq s(w) \] \hspace{1cm} (5.16)

Now \( s(w) \leq F(w, \lambda_0) \) so that, from (5.15) and (5.16)

\[ F(v, \lambda_0) \leq F(w, \lambda_0) \]

Thus \( \min F(x, \lambda_0) \) must be attained at a feasible point. \( \square \)

6. Accelerated penalty and barrier methods.

The problems of poor conditioning of the computational problem and

(comparatively) slow convergence make it worthwhile to search for methods

for accelerating the convergence of the penalty/barrier function

algorithms. Consider the (generalized) penalty objective function

\[ P(x, w, \eta) = f(x) + \sum_{i=1}^{q} w_i \eta_i (h_i(x) + \eta_i) \] \hspace{1cm} (6.1)
where $W$ is the diagonal matrix of penalty parameters, and the $\eta_i$ are further parameters to be used in the acceleration process.

At a minimum of $P$, $x(W, \eta)$ satisfies

$$\nabla f(x) - \sum_{i=1}^q u_i(W, \eta)\nabla h_i(x) = 0 \quad (6.2)$$

where $u_i(W, \eta) = -W_{ii} \frac{\partial}{\partial x_i}$. Provided $\|x(W, \eta) - x^*\|$ and $\|u(W, \eta) - u^*\|$ are sufficiently small, the second order sufficiency conditions hold at $x^*$, and $\nabla h_i(x^*)$, $i \in I_2$, are linearly independent, then (by Theorem 5.3) $x^*$ also solves the ECP

$$\min_{x \in S_{W, \eta}} f(x), \quad S_{W, \eta} = \{ x ; h_i(x) = h_i(x(W, \eta)), i \in I_2 \}$$

One sequential strategy for making $x(W, \eta) - x^*$ is to force

$$\lambda = \min_{i \in I_2} W_{ii} \downarrow \infty.$$  However, the parameter vector $\eta$ is also available, and we ask is it possible to adjust it to make

$$h_i(x(W, \eta)) = 0, \quad i \in I_2 \quad (6.3)$$

Let $\frac{\partial x}{\partial \eta}$ be the matrix with components $\frac{\partial x_i}{\partial \eta_j}$, $i = 1, \ldots, n$, $j = 1,2,\ldots,q$. If $\nabla^2 f(x(W, \eta), W, \eta)$ is nonsingular, then, by the implicit function theorem, we can solve (6.2) for $x = x(\eta)$ holding $W$ fixed. We have

$$\nabla^2 f \frac{\partial x}{\partial \eta} = -\sum_{i=1}^q W_{ii} \frac{\partial^2}{\partial h_i \partial \eta_i} \nabla h_i^T \quad (6.4)$$

where all quantities are evaluated at $x(W, \eta)$. Defining the diagonal
matrix \( V \) by \( v_{ii} = w_{ii} \frac{\partial^2 \eta}{\partial \eta_i^2} = w_{ii} \frac{\partial^2 w}{\partial \eta_i \partial \eta_i} \), \( i = 1, 2, \ldots, q \), and the matrix \( B \) by \( \kappa_i(B) = \nu h_i^T \), \( i = 1, 2, \ldots, q \), then (6.4) can be written
\[
(v^2 I + B V B^T) \frac{\partial \eta}{\partial \eta} = -B V. \tag{6.5}
\]

Choose \( V_0 \) to make \( U = v^2 I + B V_0 B^T \) positive definite, and set \( V_1 = V - V_0 \). Then, by (3.6), if \( \min v_{ii} \) is sufficiently large
\[
\frac{\partial \eta}{\partial \eta} \approx -U^{-1} B (B^T V^{-1} B)^{-1} + O(V^{-1}). \tag{6.6}
\]

This relation can be justified if
(i) the second order sufficiency conditions hold at \( x^* \) and \( \nu h_i(x) \), \( i \in I_2 \), are linearly independent,
(ii) \( ||x - x^*|| \) and \( ||u - u^*|| \) are sufficiently small,
(iii) \( \min v_{ii} \to \infty \) as \( \min w_{ii} \to \infty \) for \( \eta = \theta \), and
(iv) \( \min w_{ii} \) sufficiently large.

Consider now the use of Newton's method for solving (6.3). This suggests that a correction \( \delta \eta \) to \( \eta \) be found by solving
\[
\nu h \frac{\partial \eta}{\partial \eta} \delta \eta = B^T \frac{\partial \eta}{\partial \eta} \delta \eta = -\eta. \tag{6.7}
\]

But, by (6.6),
\[
B^T \frac{\partial \eta}{\partial \eta} \approx -I + O(V^{-1}) \tag{6.8}
\]
so that
\[
\delta \eta = \eta + O(V^{-1}) \tag{6.9}
\]
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Thus we expect the simple correction $\delta \eta = h$ to approximate arbitrarily closely to a second order process provided $V$ is sufficiently large.

**Algorithm (BCP)**

(i) Initialize $\eta^{(1)}$, $W^{(1)}$.

(ii) Minimize $P(\eta^{(k)}, \eta^{(k)})$ to determine $x_k$, $u_k$.

(iii) IF $\sum_{i=1}^{q} u_i^k h_i(x_k) < \text{TOL}$ THEN STOP.

(iv) FOR $i = 1$ STEP 1 UNTIL $Q$ DO

IF $\text{ABS}(h_i(x_k)) < \text{DECR} \times \text{ABS}(h_i(x_{k-1}))$ THEN $\eta_i^{k+1} = \eta_i^k + h_i(x_k)$ ELSE $W_i^{(k+1)} = \text{EXP} \times W_i^{(k)}$

$$\eta_i^{k+1} = \left( \frac{\partial \psi}{\partial h_i} \right)^{-1} \left( - \frac{u_i^k}{W_i^{(k+1)}} \right).$$

(v) $K := K + 1$.

(vi) GO TO (ii).

**Remark:** The idea behind the algorithm is that the correction (6.9) is used whenever the convergence of $h_i$ to zero is satisfactory. Otherwise it is assumed that $W_{ii}$ is too small and it is increased accordingly. $\eta_i$ is modified at the same time to ensure that $u_i^k - u_i^*$ as $h_i \to 0$. $(\frac{\partial \psi}{\partial h_i})^{-1}$ indicates the inverse function to $\frac{\partial \psi}{\partial h}$.

For the ICP we consider the modified barrier function

$$R(\eta^k, \eta^{(k)}) = f(x) + \sum_{i=1}^{m} W_{ii}^{(k)} u_i^{k-1} \beta(g_i(x) + \eta_i^k).$$

(6.10)
where \( \check{u}_{k-1} \) is the vector of multiplier estimates from the previous
minimization, and \( \tilde{W}(k) \) is now the diagonal matrix of barrier parameters.
We note that, in the particular case in which all constraints are
active, the previous analysis is applicable, at least formally, and
suggests a correction
\[
\dot{\eta}(k) = \eta(k) + g(x_k) \tag{6.11}
\]
with order of magnitude departure from a second order iteration of
\[ \begin{pmatrix} \min_i W_{ii}(k) u_{i}^{k-1} \tilde{\phi}_i \frac{\partial \tilde{\phi}}{\partial g_i} \end{pmatrix}^{-1} \].
However, we require automatic selection
of the active constraints if we are to make use of this result, and it
is important to note that this is provided naturally in the algorithm
by the options
(i) if \( g_i \to 0 \) at a satisfactory rate then \( \eta_{i}^{k+1} = \eta_{i}^{k} + g_i \), and
(ii) if the convergence rate is too slow, then decrease the barrier
parameter.

This second option can be expected to apply to the inactive constraints,
and will drive the contribution to (6.4) from this source rapidly to
zero by (4.33). Note that the boundedness of the barrier terms requires
that \( g_i + \eta_i \) be positive. If \( \eta_i^{(1)} \) is set to zero then (6.11) ensures
that this condition will be met initially. Provided strict complementarity
holds, the convergence of the multiplier estimates will ensure that it
must hold ultimately. Of course, the calculation must be started from
a feasible point.
Algorithm (ICP)

(i) Initialize $\eta^{(1)}, w^{(1)}, u_0$.

(ii) Minimize $R(\mathbf{x}, w^{(k)}, \eta^{(k)})$ to determine $\mathbf{x}_k, u_k$.

(iii) IF $\sum_{i=1}^{m} u^k_i g_i(x^*) < \text{TOL}$ THEN STOP.

(iv) FOR $I = 1$ STEP 1 UNTIL $M$ DO

   IF $\text{ABS}(g_i(x^*_k)) < \text{DECR} \times \text{ABS}(g_i(x^*_{k-1}))$

   THEN $w^{(k+1)}_{ii} = -1/\frac{\partial \phi}{\partial g_i}$,

   $\eta^{(k+1)}_i = \eta^{(k)}_i + g_i(x^*_k)$

   ELSE $w^{(k+1)}_{ii} = \text{DECR} \times w^{k}_{ii}$,

   $\eta^{(k+1)}_i = \left(\frac{\partial \phi}{\partial g_i}\right)^{-1} \left(-\frac{1}{w^{(k+1)}_{ii}}\right)$

   (v) $K := K+1$.

   (vi) GO TO (ii).

Remark: As in the previous algorithm $(\frac{\partial \phi}{\partial g})^{-1}$ denotes the inverse function to $\frac{\partial \phi}{\partial g}$. For example, if $\phi = -\log g$ then $\eta = w$.

Consider now another modified penalty function for the ECP

$$S(x) = f(x) - u(x)^T h(x) + h(x)^T W h(x)$$

where the matrix $W$ is positive definite.

Lemma 6.1: If the second order sufficiency conditions hold for $x = x^*$, and the $\nabla_1 h_1(x^*), i \in I_2$, are linearly independent then $S(x)$ has a
local minimum at \( x = x^* \) provided \( u(x) \to u^* \) as \( x \to x^* \) and the smallest eigenvalue of \( W \) is large enough.

Proof: We have

\[
\nabla S(x^*) = \nabla f(x^*) - u(x^*)^T \nabla h(x^*) \\
- h(x^*)^T (\nabla u(x^*) - 2W \nabla h(x^*)) \\
= \nabla f(x^*) - u^*^T \nabla h(x^*) \\
= 0
\]

as \( u^* \) is the vector of Lagrange multipliers for the ECP. Thus \( S \) has a stationary point for \( x = x^* \). Now

\[
\nabla^2 S(x^*) = \nabla^2 f(x^*, u^*) - \nabla u(x^*)^T \nabla h(x^*) \\
- \nabla h(x^*)^T \nabla u(x^*) \\
+ 2\nabla h(x^*)^T W \nabla h(x^*) \\
\tag{6.13}
\]

where terms which vanish at \( x^* \) have been ignored. Corollary 3.2 can now be applied to show \( \nabla^2 S(x^*) \) is positive definite. We set

\( V = \nabla h(x^*)^T \), \( U = \nabla^2 f(x^*, u^*) - \nabla u(x^*)^T \nabla h(x^*) - \nabla h(x^*)^T \nabla u(x^*) \), and note that

\[
\min_{V^T t = 0, \|t\|_1 = 1} t^T U t = \min_{V^T t = 0, \|t\|_1 = 1} t^T \nabla^2 f(x^*, u^*) t = m > 0
\]

as the second order sufficiency conditions hold at \( x^* \). \( \square \)
Theorem 6.1: Let the conditions of Lemma 6.1 hold at $x^*$ and set
\[ u(x) = B(x)^+ v f(x)^T \]  
(6.14)
where $B(x) = v h(x)^T$. Then (6.12) has a local minimum at $x^*$ provided the smallest eigenvalue of $W$ is large enough.

Proof: This result is an immediate consequence of Lemma 6.1. As the $v h_i(x^*)$, $i \in I_2$, are linearly independent, $B(x)^+$ is a bounded operator for $\|x - x^*\|$ small enough. Thus $u(x) \to u^*$ as $x \to x^*$. \qed

Remark: (i) By using (6.14) we can construct a penalty function which is differentiable in a neighborhood of $x^*$ (contrast with (5.13)) and which has a local minimum at $x = x^*$ for sufficiently large but finite values of the penalty parameter. However, (6.14) requires first derivatives of the problem functions so that minimization of (6.12) with a method that requires first derivatives of $S$ will require second derivatives of the problem functions. Two cases have been considered (Fletcher).

(i) $S(x) = f(x) - h(x)^T B(x)^+ v f(x)^T + \sigma \|h(x)\|^2$, and
(6.15)

(ii) $S(x) = f(x) - h(x)^T B(x)^+ v f(x)^T + \sigma \|B(x)^+ h(x)\|^2$,  
(6.16)
where $\sigma$ is a penalty parameter.

(ii) There is a close connection between the penalty function (6.15) and the algorithm based on (6.1) in the case $\psi(h) = h^2$. At a minimum of $P$ we have (as $\nabla P = 0$)
\[ 2W(h + g) = - B^+(\nabla f)^T. \]  
(6.17)
Thus the correction formula corresponds to updating the Lagrange multiplier estimate by (6.14) at the end of each unconstrained minimization rather than continuously which the use of $S$ requires.

(iii) Note that $S(x)$ can be interpreted as a Lagrangian. For example, in the case $S(x)$ is given by (6.16),

$$S(x) = f(x, w(x)) \quad (6.18)$$

where

$$w(x) = B(x)^T \nabla f(x)^T - \sigma B(x)^T (B(x)^T)^T h(x) \quad (6.19)$$

Lemma 6.2: $w(t)$ defined by (6.19) is the vector of Lagrange multipliers for the problem

$$\minimize \ f(t) + \nabla f(t)(x-t) + \frac{\sigma}{2} \|x-t\|^2 \quad (6.20)$$

subject to the linear constraints

$$h(t) + \nabla h(t)(x-t) = 0 \quad (6.21)$$

provided this minimum exists.

Proof: Any point satisfying the constraints (6.21) has the form

$$x = t - (B(t)^T)^+ h(t) + A(t)z \quad (6.22)$$

where $B(t)^T A(t) = 0$. The multiplier relation for (6.20), (6.21) is

$$\nabla f(t)^T + \sigma (x-t)^T = u^T B(t) \quad (6.23)$$

so that $u$ can be taken as (substituting (6.22) into (6.23))

$$u = B(t)^+ \{ \nabla f(t)^T - \sigma (B(t)^T)^+ h(t) \} \quad \square$$
If (6.22) is substituted into (6.20) the problem becomes one of minimizing w.r.t. $z$

$$vfAz + \frac{\sigma}{2} z^T A^T A z$$

whence

$$z = - \frac{1}{\sigma} (A^T A)^{-1} A^T v_f^T .$$  \hspace{1cm} (6.24)

Thus $\sigma$ plays a role in ensuring that $x(t)$, the minimum of (6.20), cannot deviate far from $t$ (cf. remark (ii) following MP Corollary 5.1).

Example: (i) The Lagrangian interpretation provides a method for generalizing the above discussion to inequality constraints. Consider the problem $\min \; \gamma f(x, w(x))$ where $w(t)$ is the vector of multipliers for $x$

the problem

$$\min_{x} f(t) + vf(t)(x-t) + \frac{\sigma}{2} \|x-t\|^2$$

subject to $g(t) + \nu g(t)(x-t) \geq 0$.  

Under what conditions does $\gamma$ have an unconstrained minimum at $x^*$. What role does strict complementarity play in this problem?

(ii) (6.12) can be generalized to other penalty functions and to barrier functions (cf. Remark (ii) above). How much of the above analysis goes through? What modifications are required? Evaluate the resulting algorithms.
Notes


3. Fiacco and McCormick were the first to draw attention to the importance of these (as they were to much of the material in this section).

4. The log family is due to Osborne and Ryan. The importance of the conditioning of the Hessian to Walter Murray. Rate of convergence formulae have also been developed by F. A. Lootsma, (Thesis, also survey paper at Dundee conference).

5. Fiacco and McCormick. The exact penalty function is due to Zangwill.

6. The algorithm for the BCP is due to Powell in the case \( \psi = h^2 \) (Harwell report, also Proceedings of Keele Conference). The exact penalty function \( S(x) \) is due to Fletcher who has developed it together with his student Shirley Lill and described it in several Harwell reports. The extension to inequality constraints (example (i)) is also due to Fletcher.
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