Data compression, in this paper, is used to denote the reducing of an input data set prior to transmission, as opposed to data reduction, the analytical processing of the set upon reception. Source encoding techniques are classified into sampling and analog to digital conversion, codebook techniques, predictive subtractive coding and delta modulation, along with aperture and partitioning techniques. Some of the most recent work discussed includes adaptive predictive coding, picture bandwidth compression-source coding, and techniques for subjective performance measures. The paper concludes with an information theoretic approach to data compression.
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I. INTRODUCTION

The term data compression is used to denote operations which are performed to reduce data prior to transmission. This technology has also been called by other names: "data compaction", "bandwidth compression", etc. The term data reduction usually refers to operations performed at a processing center to extract information in a convenient form for interpretation. Data compression results when data reduction is performed at the transmitting end.

It is convenient to differentiate between two forms of data compression: extraction and source encoding. Extraction is a term for data reduction performed at the transmitter rather than at the receiver in order to reduce the amount of data transmitted. It refers to operations which "extract" desired information, casting aside unimportant or less important properties of the data. Examples of extraction operations performed in space programs are the calculation of moments, discarding samples with values below a threshold, and discarding samples which do not represent a local maximum. Pattern recognition performed prior to transmission is a form of extraction. In contrast to source encoding, extraction operations normally would be performed at the receiver as data reduction if they were not performed at the transmitter. Source encoding refers to operations which produce outputs (encoded data) from which the input data can be reconstructed, possibly with distortion. To obtain data compression, source encoding relies on knowledge of source statistics or on tolerance for distortion at the receiving end. Unlike extraction operations, source encoding operations usually would not be considered as a step in data reduction; indeed the first step in data reduction at the receiver probably is to undo them: i.e., to decode. Extraction in general has potential for much greater compression of data than does source encoding. However, extraction techniques often are outside the interests of communication theory. Therefore this discussion will be confined to source encoding.

Shannon has considered the problem of coding an information source provided that there is a way to measure distortion of the final recovered information at the receiving point. He showed that a function $R(D)$,

$$R(D) = \frac{H(X)}{D}$$

called the rate distortion function, exists which is a measure of the information rate required to specify the output of a source with a distortion less than $D$. That is $R(D)$, in bits per source symbol, is the minimum data rate which can be used to describe the information with a distortion less than $D$. This concept can form the basis of a quantitative approach to source encoding in the following manner. A coding scheme would be evaluated for use with a source by evaluating data rate as a function of the distortion measured after encoding and decoding. Plots for various coding techniques would be compared with each other, and with $R(D)$ for that source. To select the "best" scheme for a particular application, one would specify a maximum distortion, $D^*$, and compare performance of the various coding schemes under the constraint that $D < D^*$. Further, one would compare this performance with $R(D^*)$ to determine how much better one might do with better schemes. The primary difficulty in realizing this systematic approach is in finding suitable distortion measures, but another difficulty is that to make the problem tractable, it must be possible to divide a message into independent portions. Neither difficulty is easily overcome. For example, a picture seldom can be divided into independent segments. Aside from a few special cases, investigations in conjunction with the rate distortion function assume a mean-square-error distortion measure on a sample-by-sample basis.

This is not always an adequate measure of distortion. Lacking ways to measure distortion quantitatively as would be required for the approach outlined above, subjective measures are used by each researcher to determine which reconstructed pictures are "adequate" and which are "better" than others. Similarly, for voice messages "articulation" or " intelligibility" is often used to evaluate reconstructed sound.

II. CLASSIFICATION OF SOURCE CODING TECHNIQUES

Sampling and A/D Conversion Sampling can provide data compression, but usually only when the desired information has a very low bandwidth compared to the available channel: for example, a temperature that can be adequately described by one sample an hour. When it is necessary to represent an analog function such as a TV scan or a voice message by PCM, it is usually found that sampling
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Source coding techniques for data compression usually operate on digital data: some because they must, others because they can be implemented more conveniently for digital than for analog data. Therefore, when evaluating a source encoding technique, it is sometimes necessary to penalize its performance with the cost, in terms of bandwidth and/or signal power, of converting an analog to digital conversion. Moreover, sampling rate, quantization, and reconstruction procedure often can affect the relative performance of source encoding techniques. In some cases investigators are not free to experiment with these parameters as freely as they should; for example, TIROS pictures which have been used in evaluating techniques often have been sampled and reconstructed before being made available.

In partitioning techniques certain source encoding techniques can be considered to represent each source word with a code word. Some familiar examples of the techniques which fall in this class rely on the statistics of the source symbols: the Shannon-Fano, Huffman, and Morse codes. Gilbert and Moore discuss a number of the noise in the source; other examples rely on an understand of tolerable distortions rather than source statistics: for example, sophisticated quantization schemes and companding.

A few of these code-book techniques have found wide practical usage: the Morse Code and logarithmic companding are probably the best examples. To take advantage of correlation from one source word to another conveniently, code-book techniques may be used in conjunction with other forms of source encoding. For example, when compared with most other source encoding techniques, delta-PCM has the important advantage of producing encoded data at a fixed synchronous rate. It has the undesirable property of predictive-subtractive coding that transmission error propagates through succeeding decoded values. The potential compression available with delta-PCM is limited to at best a factor equal to the number of bits per sample in an adequate PCM representation, unless one resorts to supplementary coding which would sacrifice the fixed synchronous data rate.

In that use is made of the difference between the true value and an estimated value. With aperture techniques, however, either the true or estimated value is transmitted rather than the difference between them.12 Data compression is obtained by transmitting nothing when the true and estimated values differ by less than a specified amount, i.e., when the true value falls within a certain "aperture" centered on the estimated value.

Aperture techniques can avoid the problem of error propagation that results when differences are transmitted. Furthermore, they can permit the use of interpolation instead of prediction in forming estimates -- even if produced at an asynchronous rate which depends on the success in estimating sample values; because of this, each transmitted value must be tagged to identify the sample which it represents.

Partitioning Techniques Another approach to source encoding is to consider the source data as a combination of distinct parts, and to treat each part separately. The best known partitioning technique is encoding in which voice messages are divided into component frequencies which are described by the transmitted data. The original voice message is reconstructed, with a loss in fidelity, from the component frequencies. Some similar philosophy gives rise to techniques proposed for encoding television data by treating high and low frequency components separately, or by treating different bits of the sample values separately.13

For example, if the intensity at each picture element is read to 6-bit accuracy, each sample value can be treated as two values -- say, the higher-order 3-bits forming one value and the lower-order 3-bits forming a second value. The rationale behind this approach is that the higher-order (most significant) bits change more slowly, corresponding to lower frequency components, than do the lower-order bits. Carrying this approach further, bit-plane encoding treats each bit of a sample separately, treating a source producing n-bit samples as n binary sources.

III. SOME RECENT WORK IN SOURCE ENCODING

Adaptive Predictive Coding (L.D. Davisson) As noted, compression can be attained by encoding the differences between the true and predicted sample values where the prediction is based upon the past as seen at the receiver. The coding is done relative to some distortion measure - usually it is required that the reconstructed sample values disagree from the true values by less than a preset amount.

Ideally, such a predictor would minimize the message entropy. As it is not known how to do this, one must resort to simpler quantities, usually mean square error minimization, but also possibly conditional probability mode maximization. The prediction can in principle be nonlinear as well as linear, employing polynomials in the sample values, or conditional histograms.16 In many cases linear methods are sufficient whereas in some cases profitable use can be made of nonlinear methods.16

The optimization of the predictor can be done in advance if the data distributions are known.
known or if appropriate quantities can be estimated from "representative" samples under the assumption of stationarity. In most applications such information will be only roughly available necessitating the use of adaptive methods if nearly optimum performance is to be attained.

One simple adaptive predictor of the form suggested by Widrow and Lucky for different applications depends on local gradient following and provides good performance while being quite practical to implement. Suppose that the data are a time series \( \{a_n\} \) with received values \( \{y_n\} \) in the absence of channel errors. The linear prediction error on a stationary time series is

\[
M \sum_{j=1}^{M} a_j y_{n-j}.
\]

The optimum prediction error is then

\[
e_n = s_n - \hat{s}_n = s_n - \sum_{j=1}^{M} a_j y_{n-j}.
\]

The weight vector \( \{a_j\} \) is adjusted after each prediction by the following algorithm

\[
a_{j+1} = a_j + \gamma e_n y_{n-j}, \quad j = 1, 2, \ldots, M
\]

where \( \gamma \) is a small positive constant. Still simpler versions result by replacing \( e_n \) and \( y_{n-j} \) or both by their signs. It can be shown that the mean square prediction error on a stationary time series is

\[
\sigma^2[M_0] \leq \sigma^2[M](1+\lambda^2) + o(\lambda)
\]

where \( \sigma^2[M] \) is the minimum variance using the optimum predictor and

\[
\lambda = \frac{1}{\gamma y^2}
\]

It is seen that nearly optimum performance is attained by the adaptive predictor while retaining simplicity and ability to follow data nonstationarities.

Bounds on Subjective Performance Measures

(J.B. O'Neal, Jr.)

Quantizing noise is present whenever analog information is encoded into digital form suitable as an input to any digital system such as a computer or digital transmission line. Bounding the impairments caused by this noise is one of the ubiquitous activities of those involved in information theory. The performance metric to be bounded is of primary importance. To be useful it must measure the quality of the system in the eyes of its users. Bounds on the ratio of signal to quantizing noise power have been derived. For speech and television signals, however, it has long been known that noise power alone is not a definitive measure of signal quality. For these signals, noise at low frequencies is more damaging than noise at higher frequencies. Frequency weighting networks have been designed from subjective tests which can be used to accurately measure the detrimental effect of noise. The attenuation of these networks falls off with frequency in such a way that, when noise is passed through the network, the output power is an accurate measure of the subjective effect of the noise. The ratio of signal power to frequency weighted noise power is a much better performance metric than the usual signal to noise ratio. Bounds have been derived for \( S/N_y \), the ratio of signal power to frequency weighted noise power for speech and television signals. Values of \( S/N_y \) greater than the bound are not possible for any encoding system.

When expressed in dB the bounds on signal power to frequency weighted noise power are the sum of three terms: \( S/N_y \leq T_B + T_p + T_s \).

\( T_B \) is a term which increases linearly with bit frequency
rate. $T_F$ is determined by the statistical nature of the signal. It is a measure of the predictability (or redundancy) of the signal. $T_S$ is a quantity determined by the appropriate subjective frequency weighting function. The terms $T_B$, $T_P$ and $T_S$ and the effects measured by each one are relatively independent of the others, i.e., $T_B$ is dependent only on the bit rate, $T_P$ is determined only by the predictability of the signal and $T_S$ is determined only by subjective considerations (as embodied in the frequency weighting function).

In order to obtain numerical results for bounds of this type, values of $T_B$ must be estimated for practical signals like speech, television and still pictures. This is done at some risk for $T_P$ depends on the statistics of the class of signals for which the systems are to be used. The best we can do is to estimate $T_P$ for, what we believe at this time to be, "typical" signals and calculate bounds based on these "typical" signals. The calculation of $T_S$ can be made for speech using the C message weighting characteristic and for television by using the standard frequency weighting functions of Barstow and Christopher.

An Information Theoretic Approach to Data Compression

Suppose that we have a data source which emits a sequence of symbols $x_1, x_2, x_3 \in \chi$ (an arbitrary set) at a rate of $\rho_B$ per second.

This sequence is fed into an "encoder" which assigns to each successive block of $n$ source symbols, say $\chi = \{x_1, x_2, \ldots, x_n\}$, a channel input of duration of $n/\rho_B = T$ seconds. At the receiving end of the channel, the $T$-second output is transformed by a "decoder" into an $n$-sequence, say $\hat{\chi} = \{\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n\}$, which is delivered to the destination. The "distortion" between the source output sequence $\chi$ and the received sequence $\hat{\chi}$ is defined as

$$d(n)(\chi, \hat{\chi}) = n^{-1} \sum_{k=1}^{n} d(x_k, \hat{x}_k),$$

where $d(x_k, \hat{x}_k) \geq 0$ is an arbitrary function.

The following distortion functions are considered:

(a) $d(x, \hat{x}) = |x - \hat{x}|^6$ ($s > 0$).

(b) $d(x, \hat{x}) = \begin{cases} 0, & x = \hat{x} \\ 1, & x \neq \hat{x} \end{cases}$

(c) $d(x, \hat{x}) = \begin{cases} 0; & |x - \hat{x}| \leq \sigma \\ 1; & |x - \hat{x}| > \sigma \end{cases}$

where $\chi$ is a bounded set typically the interval $[-\frac{A}{2}, \frac{A}{2}]$.

The classical problem is that of a "memoryless" source, where successive source outputs are statistically independent with identical probability distribution. In this case it is meaningful to let the system performance criterion (fidelity criterion) be the statistical expectation of the distortion $d(n)(x, \hat{x})$. A quantity of interest is $d(T)$, the smallest attainable value of the fidelity criterion when the coding delay is $T$ seconds.

The following topics are of interest:

A) The possibility of achieving $d(T)$ by an A/D converter followed by an optimal digital encoder.

B) The possibility of using a uniform quantizer as the A/D converter.
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