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PREFACE

The research described in this report, 'Computer Network Measurements:
Techniques and Experiments,' by Gerald D. Cole, is part of a continuing
investigation of Computer Network Research, sponsored by the Advanced
Research Projects Agency (ARPA), Department of Defense Contract
DAHC-15-69-C-0285, under the direction of L. Kleinrock, Principal Investi-
pator, and G, Estrin, M, Melkanoff, and R, Muntz, Co-Principal Investigators,
in the Computer Science Denartment of the School of Fngineerinpg and Annlied
Science, llniversity of California, Los Angeles.

This renort was the basis of a Ph,D, dissertation (June 1971) sub-

mitted by the author under the chairmanshin of Leonard Kleinrock.
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ABSTRACT

The ARPA (Advanced Research Projects Agency) computer network involves
the interconnection of about twenty (us of 1971) different research computers
across the country by means of a store-and-forward message switching net. The
development of such a network is an expensive and complicated undertaking
which involves a variety of engineering trade-offs and decisions. Since
there has been little prior experience which directly relates to the design
of such a network, an extensive measurement and evaluation capability was
included in the message switching computers (the Interface Message Processors
or IMP’s). UCLA was designated to be the Network Measurement Center with the
responsibility of defining the measurements that were necessary for the
support of the analytic and simulation model activities, and to determine the
performance of the network by the use of these measurement facilities. The
primary concern of this report has been with the development of such a
measurement capability and the utilization of this capability to create (and
iteratively improve) analytic models of the network behavior as well as the
true system parameters.

The measurement facilities which were designed into the network included:
accumulated data such as histograms and totals; snap-shot data relating to
queue lengths and routing information; and traces of message flow through the
network. Any of these measurement routines can be selectively enabled at one
or more of the network IMP's to avoid an excessive data collection and artifact
problem. In addition to the selective control over the measurements, artifact
was further reduced by the careful selection of the variables to be measured,
and by the development of measurement techniques such as the use of non-uniform
(logarithmic) scale histograus for data which was expected to have an exponential-

like distribution.
vii



An extensive artificial traffic generation capability was also
developed at UCLA and was utilized with the measurement facilities to verify
and improve analytic models of the system behavior. In some instances, these
models were initially developed based on a priori expectations of the system
behavior, while in other cases, the models were devised from observed system
performance data. In both situations, the iterative usage of model-building
and experimental verification was found to provide valuable feedback regarding
needed improvements in the models, and resulted in good agreement between the
final models and the observed system behavior.

The models developed were chosen tc represent a reasonably broad spectrum
of interest, and included priority traffic analysis, message segmentation,
buffering consideration, message delay considerations, and network thru-put.
The models consisted of both original contributions, and extensions to previous
analytic results, although the most significant aspect of the research is felt
to be the demonstration that an extensive set of measurement facilities can be
developed util!/zing the existing network resources, and that such measurements
can provide valuable insight into the network behavior which can be utilized

as feedback in an iterative model-building, evaluation and design effort.
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CIAPTIR 1

INTRODUCTION

In the quarter-century since the first electronic digital
computer was developed, the camputer industry has grown at a rapid rate
with hundreds of different computers being marketed and scores of pro-
graming languages being written. This relatively unrestricted prolif-
eration of hardware and software systems has contributed to the rapid
development of camputer technology, but has also created a tremendous
incompatability problem. As a consequence, many programs have been
rewritten at each instance in which they were to be utilized on hard-
ware unlike that of the originating facility, while in other cases,
programs have been so dependent on special hardware or operating system
characteristics that they have not been exportable in any practical
manner.

Standardization of hardware and software systems has been
advocated as a solution to these incampatibilily problems, but has not
been viable in the past, nor does it appear to he in the near future.
Same progress has been made in the areas of ASCII character code stand-
ardization, data cammunication interface standards, and same lanquage
definitions, but acceptable industry-wide standards om critical factors
such as data structures and access methods have not been established.
Indead, not even the definition of many of these terms are standardized!
The computing camunity is then faced with the conflicting desires of

continuing the development of hardware-software systems in an



unfettered technological environment, while at the same time, beirg
able to utilize each other's developments without extensive reprogram-
ming effarts.

Camputer networks offer a solution to this dilemma to the
extent that they offer a viable method for interconnecting inccwatible
systems, and thereby allow resources to be sharad over a wider range of
users without having to standardize beyond the acceptance of a common
set of interface conventions for hardware, programs, and data. Such a
network also allows the user cammunity to share other resources such as
data bases, large camputing power facilities, or specialized hardware
systems, a~d in some cases to provide load-sharing and back up relia-
bility. For more research oriented facilities, networks may provide
the mechanism for utilizing and building upon the work of others, and
eventually to allow us to correct the following situation as quoted
from Hamming (HA69) in regard to the lack of "science" in caomputer
science,

"Indeed, one of my major camplaints about the camputer

fiell is that whereas Newton could say 'If I have seen a

little further than others it is because I have stood on

the shoulders of giants', I am forced to say, 'Today we

stand on each other's feet.' Perhaps the central problen

we face in all of computer science is how we are to get

to the situation where we build on top of the work of

others rather than redoing so much of it in a trivially

different way. Science is supposed to be cumlative, not

almost endless duplication of the same kind of things."
The ARPA network comunity* has already shown a refreshing willingness

to work together to solve the problems of networking and to work

2

The ARPA (Advanced Research Projects Agency) network community con-
sists of about twenty different research centers across the country. A
description of the facilities in the network is given in Section 1.3.



towards the cumulative development effort to which Hamming referred.
This onoperative spirit and improved comunications may provide an en-
viromment suitable to bring together what Roberts (RD67) calls a
"critical mass" of interdisciplinary talents and resources to solve
problems which heretofore were beyond the realm of solution. In addi-
tion, the entire network is being considered as an experiment, and is
being modeled and evaluated ‘both analytically and by direct measure-
ment) to determine how well 1t meets its design goals, and to investi-
gate areas of future improvement.

This dissertation is primarily concermed with the measurement
aspects of the network evaluation, and considers the design of a set of
measurement facilities, the development of data gathering and reduction
technicues, and the usage of these measurements to evaluate the network
performance. The latter will include comparisons of measured results
with the predictions of analytic models which were developed for this
study. However, before discussing the measurement considerations, we
will review some earlier efforts at network-related ¢nalytic and simu-

lation model developments.

1.1 Evolution of Camputer Networks

Camputer netwnorks are a natural part of the ewvolution of
telecammunication oriented camputer systens. These systems originated
with ‘he utilization of telephone circuits for batch-oriented data
transfers, and blossaned due to the need for remote computer access for
time-sharing and remote-job-entry applications. These remote terminals

were often made more sophisticated by the introduction of



pre-processing hard.are, terminal multiplexing functions, display
refresh requirements, or off-line data collection and minor processing
functions, and hence becan to distribute the processing rfunctions
across such a network. However, it was not until the ARPA network ex-
periments that autonamously operating processcrs were interconnected
fAr resource sharing functions. The first APPA experiment involved the
experimental ‘nte.connection of a small Control Data Corporation 160A
computer at SRI (Stanford Research Institute) to the large Q-32 can-
puter at SDC (System Develogment Corporation) in 1964. These tests led
to the interconnection of two large processors, the Q-32 at SDC and the
TX-2 computer at the Lincoln Laboratories in 1966 and 1967. The ex-
perimental "network" was described by Marill and Roberts (MA6A) , and
demonstrated the utilization of two large autonamously operating proc-
essors in a network configuration, and also provided a test bed for
developing an intercommunication protocol, for evaluation of telephone
ocomunication facilities, for integration of networking functions into
the two time-sharing monitors, and for demonstrating the usage of pro-
grams at one facility as subroutines to the other camputer.*

The Q-32/TX-2 "network" utilized conventional direct-dial
telephone facilities for the inter-processor comunications, but these

communication facilities were found to be unsatisfactory due to the

*
One exatple usage of the experimental TX-2 to Q0-32 net involved the
use of a Q-32 LISP program at SDC to perform an infix-to~-prefix trans-
lation of a source program sent fram the TX-2 at Lincoln Laboratories.
The Q-32 would then return the translated form back to the TX-2 where
the program would be executed. In this manner, the Q-32 program was
utilized as a subroutine to the TX-2 although they were different
machines, separated by several thcusand miles, ran under different op-
erating systems, and utilized different programing languages.



time required to fomm the connection at each data transfer. The only
alternative was to maintain the connection for the duration of the
experiment, ard therefare to utilize the line very inefficiently.
These prablems lead to the develcament of a more cost-effective store-
and-forward communication system for the more recent ARPA network.
Such a system is referred to as a message switching system a: opposed
to the conventional line-switching system of the existing telephone
networli, and required additional considerations of store-and-forward
delays, alternate routings, and error control. However, the inessage
switching system provides the henefit of multiplexing the usage of
higher bandwidth lines so that the bandwidth can be more efficiently
utilized, and dynamically selects the transmission paths based on line
quality and congestion. In contrast, line switching facilities dedi-
cate a fixed bandwidth to each user, and select the transmission path
via an electronic switch mechanism at the time the connection is first
made.

The choice between line and message switching depends on both
technological advances and tariff changes, such that the optimal sele~
tion between the two ‘echniques may vary with time. The communication
networks being proposed by MCI (Microwave Communications Incarporated)
and DATRAN may also impact these considerations as may the use of PCM
(pulse code modulation) techniques by the existing camon carriers,
since the higher bandwidth of the POM system could be available for

direct-dial data transmission.* liowever, at the present time, the use

*
Further information on telecommnications systems can be found in
Martin (MA69), Hamsher (HA68), and Hersch (HE71).



of message switching is very cost effective, with a cost reduction of
two orders of magnitude being shown by Roberts and Wessler (RO70) for
the case of sending a megabit of information between two average net-

work sites.

1.2 Other Camputer Networks

Before proceeding with a discussion of other networking
attempts, it is appronriate to define, or at least delimit, our meaning
of "camputer networks". A precise definition is of little consequence
since we hope that many of our measurement and modeling techniques will
be useful to a wide variety of telecamunicaticn and computer systems.
However, in the interest of delimiting the scope of the study, we offer
the following definition of a computer network. "A computer network is
a set of interconnected processors which can be utilized jointly in a
productive mannev, but which normally are ocontrolled by separate oper-
ating systems, and can perform in an autonomous manner." With this
description serving more as a guideline than definition, we will now
consider same other network systems and experiments.

One of the earliest attampts at integrating a network of
conputers was the SAGE (Semi-Automatic Ground Fnviromment) system which
was developed to ocollect, analyze, and display radar data from sensors
scattered over the continent (MA6S). The system became operational in
1958, and has subsequently been updated and improved. About that same
time, the American Airlines SABPE reservation system was being devel-
oped on a commercial basis (EV67), and its success has lead to the use

of similar systems by other airlines, car rental agencies, hotels, etc.



The need for improved data transmission facilities led the
military to development of the AUTODIN (Automatic Digital Network) data
communications system in 1963 (IA68). The systom includes both message
and line switching facilities, and was designed with considerable
thought being given to the network survivability and vulnerability. In
contract to this military nged for ultra-reliability, conmercial and
experimental networixs have utilized relatively simple interconnection
patterns or have relied on the direct-dial telephone network for com~
runications. Examples of such systems include the Control Data Cor-
poration Cybernet system (BE69) and the experimental CMJ-Princeton-IBM
network (RU69B) respectively. The latter net consisted of three
IBM 360,/57 computers, each operating under the TSS/67 time sharing
monitor. Both networks are typical of most earlier networking attemots
in the similarity of machine types and operating systems within any
given net.

Several networks have been designed using a central store-

and-forward message switch, which can reduce the network cost, but of

course increases the vulnerability of the network to the loss of the
central node. Such a topology has been utilized for the OOINS (Cam-
munity On-Line Intelligence Network System), the Lawrence Radiation
Laboratory OCTOPUS system, and @ proposed IBM network. The COINS sys-
tem was described at the 1968 Camputer Network Workshop (GE69), al-
though little detail was given due to the military inteliigence nature
of the system. It appeared to be intended as a shared data base system,
and utilized a standariized ASCII character ocode and a MIL~-STD-188B

hardware interface to simplify the interconnections.



The Lawrence Radiation Laboratory network was called OCTOPUS
due to its star-like topology, and was described by Fletcher at this
same workshop. The central camputer is a PDP-6 which serves as a
store-and-forward switch between the large processors such as C(OC 6600,
7600, and STAR, as well as the IBM Stretch and 360/91 camputers. The
Central switch also provides access to the huge photo-store mass memory
by any of the other machines, and allows an evolutionary growth of the
multi-computer camplex since new camputers can be connected to the sys-~
tem resources and can gradually be brought up to operational status.

The third star network is the IEM camputer network* which has
several unusual features. The central node was initially to be a medi-
um size 360/50 computer, but was later changed to be a partition in the
large 360/91, which serves not only as a store-and-forward switch, but
also as a master operating system. The network will consist of several
IBM 360 computers and a Cuntrol Data 6600 computer, the latter being
connected via a small Honeywell DDP-516 preprocessor. The non-IRM
machine will introduce a degree of generality into the network due to
the considerable difference in the CDC and IBM architecture and data
structures,

Several other networks or proposed networks utilize multiply
interconnected topologies, much like that utilized for the ARPA network.
The most similar was a network proposed by the National Plysical Lab-
oratory in England and described by Davies, et al. (DA67 & 68),

*The IBM network will be described in a future ACM conference paper by
D. McKay and D. Karp, entitled, "Network/440 - IBM Research Camputer
Sciences Department Computer Network".



although it has apparently not developed beyond the proposal stage. It
was first described in this omuntry at the Gatlinburg conference on
operatirg systems, concurrent with Roberts' description of the proposed
ARPA network (RO67), which was an extersion of his previously described
pioneering work. The NPL network was to be a store-and-forward network
using interface camputers axd 1.5 Mb/sec. transmission lines for the
message switching net, with an expected network response time (the time
from the receipt of a packet to the beginning of the output at the des-
tination) of less than 100 msec. Packets were defined as any rultiple
of 128 bit segments up to a maximum of 1024 bits. The NPL network
design differed fram that of the ARPA net in the choice of acknowledge-
ments (negative acknowledgements and "stop sending" messages in the !PL
design compavred to nositive acknowledgements in the ARPA net), in the
use of a handover number in the NPL design to discard messages in the
case of excessive looping, and in the use of a check sum with each 128
bit segment while the ARPA net utilizes a 24 bit cyclic check code with
each packet. Other features of the ARPA net will be described in
Section 1.3.

A small experimental camputer network is beina developed at
Carnegie Mellon University (BE70A), consisting of two DBC PDP-10 com-
puters, a pair of PDP-8 minicamputers, and a hybrid camputer. All five
camputers will be located together, and since the cammnications costs
will be insignificant, they plan to experiment with campletely con-
nected nets as well as with more typical network interconnection topol-
ogies. They also plan to investigate various aspects of operating

systan control. Since CMU will also be a node in the ARPA network,



this may be one of several local sub nets within the overall network.

A network which is considerably different from those dis-
cussed above is the National Crime Information Center (NCIC) network
which connects law enforcement data retrieval systems across the nation
into the Federal Bureau of Investigation data bank (GE69). Many states
have expanded these facilities to include other data bases such as de-
partment of motor wvehicles records and local police file systems. The
resuiting network is quite cowplex, but has been reasonably successful
due to the ability of each system to simulate the terminal character-
istics and inputs of any other system being accessed. This was pos-
sible due to rigid format definitions and a reasonahly small number of
differing terminal types.

Numerous other networks are presently in the design stage,
and when implemented, will include several additional large univer-
sities. New network structures are also being investigated with the
goal of providing more cost-effective data transmission facilities; one
such example being the ring structure proposed by Pierce (PI71). The
virtusl explosion of interest in networking should produce significant
changes in the way in which computers are utilized, and will add a
valuable new set of rescurces to each cumputer center involved in such

a network enviromment.

1.3 The ARPA Carputer Network

The ARPA network of computers is by far the most ambitious
network effort ever undertaken, both in terms of the variety of facili-

ties and in the degree of sophistication of the resources being
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integrated. The basic netvork community consists of about twenty ARPA
sponsored research sites, many of which have areas of specialization
such as the graphics wotk at the University of Utah, the man-machine
interaction work at SDC, the text editing and infomation retrieval
work at SRI ani the network measurement and modeling work at UCIA.
Same other nodes have special hardware including the ILLIAC IV com-
puter, the trillion bit laser memory, and perhaps later, special micro-
programming and list processing equipment. The cambination of these
hardware and software resources and the cooperating interdisciplinary
human resources at the various sites, creates a viable enviromment for
new research in computer related fields.

The various sites are interconnected via a distributed store-
and-forward communication net consisting of IMP's (Interface Message
Processors) and 50 Kbit/sec. full duplex camunication lines. Each site
typically consists of one or more HOST camputers operating in a time-
sharing environment, but range in size fram a temminal IMP (a partition
within the IMP itself) to the very large ILLIAC IV. More typical com-
puter facilities are in the Digital Equipment Corporation PDP--10 or the
IBM 360/67 class, but often include special terminal or graphics equip-
ment as well.

Each IMP oonnects to its local HOST(s) and typically to three
or four coomunication lines as shown in Figure 1.3.1. The IMP is it-
self a small camputer, a Honeywell DDP-516, with 12 K 16-bit words of
memory, special communication interface circuits, and other features
as needed to merform the message switching task. However, it does not

include any disk or tape storage facilities nor any redundant
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capability for back-up operation. The software for the IMP functions
oonsists of a set of interrupt driven routires which handle the real
time I/0 functions and create tasks which are then queued and scheduled
acoording to their relative priorities and need for output channels or
other resources. A nuwber of low priority background programs are also
included in the IMP functions, and are oconsidered to be special "Fake
HOST's" since they can be the source aid/or destination of messages.
These functions include the IMP console Teletype, the debug package and
the measurement facilities.*

HOST-IMP transmission are in terms of physical records called
"messages”, which consist of a 32-bit leader folloved by up to 8064
bits of data. These messages are segmented into smaller "packets" for
the store-and-forward transmission through the net, with each packet
consisting of a 64-bit header and up to 1008 bits of data. The packets
are reassembled at the destination IMP with the IMP-to-HOST transmis-
sion being in terms of a message length record. However, within the
network, the flow is in terms of packets, with each packet being saved
until a successful acknowledgement has been received from the next IMP
along the store-and-forward path. The next step in the path is s<-
lected at each IMP fram its own routing table which is updated about
every half-second based on nearest-neighbor routing information as
described by Fultz and Kleinrock (FU71). The successful receipt of a
packet is based on the agreement. of a 24-bit cyclic check code and the

availability of storage space, and upon acceptance, it hecames the

*
More detailed infommation on the Interface Messaye Processors can be
found in the paper by Heart, et al. (HE70).
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responcibility of that IMP to ensure the successful store-and-forward
transmission along the next step of the path. The cambination of error
oontrol and alternate routing makes the network a very reliable trans-
mission media.

Oongestion is a potential problem in any store-and-forward
net because the peak data rates can easily excead the instantaneous
channel capacity. However, several congestion control features were
built into the ARPA network +o minimize the consequences of overload
oconditions including; (1) the use of logical links for caommunication
between programs at separate HOST's, with the links becomiry blocked
until a RFNM (Request For Next Message) has been received, (2) the use
of adaptive alternate routing, (3) present limits on IMP buffer alloca-
tion maxima for reassembly and store-and-forward packets, and (4) the
use of time-outs to discard undeliverable messages or message fragments.

The problems of congestion anc message delays are same of the
more interesting aspects of such a network fram a measurement and mod-
eling viewpoint, and will be pursued at length in subsequent portions
of this study. Such models typically involve queues in which messages
or packets are delayed, and in the more general case involve networks
of queues, both within the store-and-forward switches and across the
global aspect of the cammunication net. Since much of the measurement
and modeling work involves queueing theory and queueing related vari-
ables such as the arrival times, service times, waiting time, numwber in
the system, etc., it is appropriate to review the state of development

of this portion of queueing theory.
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1.4 Analysis and Modeling of Networks*

The analysis of queueing systems has reached a high degree of
applicability and mathematical sophistication in recent years. However,
the problems of tandem queues or netwarks of queues have been found to
be untractable except for certain special cases, due to the inter-
actions between the various queues, and the resulting dependencies
which complicate the anaiysis.

Burke (BUS6) made an initial contribution to the analysis of
networks of queues by proving that for a simple Markovian queueing sys-
tem, (i.e., a system with infinite queueing space, exponentially dis-
tributed service times, and Poisson arrivals with an arrival rate of
A), the output process is also Poisson with parameter . Thus, for
such queueing subsystems, there are no deperdencies and the analysis
can be handled in a reasonably straightforward manner. J. R. Jackson
(JAS7) atilized this approach for the analysis of a newwork of queues,
in which each node is an independent multiserver svosystem with ex-
ponential service, and with arrivals from both within the net and fram

the outside, (but with all inputs forming a composite Poisson strecm).

*
This summary of developments in the analysis of networks of queues is
rather cursory, but is intended to give an appreciation for the prob-
lems involved in the aralysis of interconnected queueing systems. For
more infoimation on these topics, the reader is referred to Reich
(RE57) and Finch (FIS9) which define nrcessary and sufficient condi-
tions for Burke's result, and for the analysis of sequential arrays of
queues with finite storage, to Hunt (HUS6), Kleinrock (KL65) and Cox
and Smith (0061). Simulation results have been described by Kleinrock
(K164 and KL70) and by Wallace (WA66), and have included performance
evaluation as well as topological, routing, and channel capacity as-
sigrment considerations. Recent work in the analysis of closed queue-
ing systems using the results of Gordon and Newell (GO67), is also
relevant to network analysis.
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However, this analysis did not consider the case of message transmis-
sion through a network which requires that the service, i.e., serial
transmission, be a fixed value at each subsequent server. Kleinrock
(KL64) recognized this problem and concluded that the only tractable
analyt ‘.c approach was to assume that the message length was an exponen-
tial random variable, to be selected independently at each server,
i.e., the "independence assumption". His original model also assumed
noise free channels, reliable nodes, single destination messages, no
defections, infinite buffering, stationarity of the stochastic proc-
esses, fixed routing, negligible nodal delays, and the lack of induced
traffic such as response messages, but his more recent results (KL69B)
have included the latter two effects and have approximated the effect
of non-exponential service. Other work at UCIA and other research
sites have utilized simulation methods to gain insights into the queue-
ing behavior of such camplicated networks, with the combination of
analytic and simulation techniques being camplementary in many cases.

There have also been several recent developments in the de-
sign of optimal (or "sub-optimal") network topologies and channel capa-
city assigrments. These problems typically defy a precise optimal
solution but good selection techniques have been described by Frank,
et al, (FR70) and Kleinrock (KL70) respectively.

Implicit in any optimal network design are one or more per-
formance measures which have been minimized (or maximized), and the
careful selection of these performance criteria is quite important
since any subsequent optimization is based on satisfying these primary
goals. Kleinrock (KL64) chose the average message delay as his
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performance measure for a store-and-forward net, and analogous response
time performance measures have been utilized in time-sharing analysis
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