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SUMMARY

The paper examines some properties of inference about the point in a sequence of random variables at which a distribution change occurs. Three particular aspects are considered: asymptotic theory, approximations to test power, and use of discriminant functions other than the likelihood ratio. The discussion is illustrated by some examples.
1. INTRODUCTION

In three recent papers, Hinkley (1970, 1971) and Hinkley and Hinkley (1970) have discussed likelihood inference for the unknown change-point parameter $\xi$ in the model

$$\mathcal{L}(X_i) = \begin{cases} F(x, \theta) & i=1, \ldots, \xi \\ G(x, \psi) & i=\xi+1, \ldots, T \end{cases}$$

for the sequence $(X_1, \ldots, X_T)$ of independent random variables. Particular emphasis was placed on the normal mean-shift case and the binomial proportion-shift case, for which detailed numerical results were given. However, some simple general results were overlooked. In the present paper we attempt to remedy that situation.

Section 2 is concerned primarily with likelihood ratio tests of significance about $\xi$, and a brief summary of previous work is given in Section 2.1. Then we derive simple approximations to the power functions of the tests using approximations for the tails of the null distributions. For this discussion we assume $\theta$ and $\psi$ to be known, with $\xi$ and $T-\xi$ assumed large. Asymptotically in $\xi$ and $T-\xi$ the same results apply with $\theta$ and $\psi$ unknown, as we prove in Section 2.3 using standard asymptotic results for likelihood estimation. Some examples of the power approximations are given in Section 2.4.

We may regard the change-point model as defining a classification problem, in which we have to classify all observations $X_1, \ldots, X_T$. We have a strong ordering principle through which $\xi$ identifies the
correct classification. This point of view suggests consideration of discriminant functions other than the likelihood ratio, since the latter may be inconvenient for certain situations. One familiar discriminant function is the cumulative sum chart developed by Page (1954). In Section 3 we generalize the likelihood results of Section 2 to general discriminant functions, with some examples in Section 3.4.

Some brief remarks on relevant aspects of the problem are made in Section 4.
2. LIKELIHOOD INFERENCE ABOUT $\xi$

The general parametric single-change model for a sequence of independent vector random variables $(X_1, \ldots, X_T)$ may be written as

\begin{equation}
\chi^*(X_j) = \begin{cases} 
F(x, \theta) & j=1, \ldots, \xi \\
G(x, \psi) & j=\xi+1, \ldots, T,
\end{cases}
\end{equation}

where $\xi$ is unknown, $F$ and $G$ are known distribution functions with possibly unknown vector parameters $\theta$ and $\psi$ respectively, and $F(x, \theta) \neq G(x, \psi)$. We should note that (2.1) may be an alternative expression for the model

\begin{equation}
\chi^*(X|u) = \begin{cases} 
F(x, \theta) & u \leq \eta \\
G(x, \psi) & u > \eta,
\end{cases}
\end{equation}

where observations on $X$ are taken at values $u_1, \ldots, u_\xi \leq \eta < u_{\xi+1} < \ldots < u_T$ of an independent variable $u$. Estimation of $\xi$ or $\eta$ implies classification of the observations, which is one possible objective of statistical analysis. Another objective is a test of significance on $\xi$ or $\eta$, or a confidence interval for $\xi$ or $\eta$. When $\eta$ is the parameter of interest in this latter case, our discussion of the model (2.1) is directly relevant to spacing of the $u_j$ to meet prior requirements on power of inference.

In this section we consider properties of likelihood inference about $\xi$. The discussion incorporates a summary of previous work (Hinkley, 1970) together with new results on large-sample theory and approximations to distributions of likelihood ratio-statistics.
2.1 Likelihood inference for known $\theta$ and $\psi$

Suppose for the moment that $F$ and $G$ have discrete or continuous densities $f$ and $g$ respectively, and that $\theta$ and $\psi$ are known. Then if $\xi_o$ is the true value of $\xi$, the log likelihood $L(\xi)$ of $\xi$ under the model (2.1) satisfies

\[
L(\xi) - L(\xi_o) = \begin{cases} 
\sum_{j=1}^{T} Y_j & (\xi_o < \xi < T) \\
\sum_{j=1}^{S_0} Z_j & (1 < \xi < \xi_o) ,
\end{cases}
\]

where

\[
Y_j = \log \left\{ f(\xi_o + j, \theta) / g(\xi_o + j, \psi) \right\}, \\
Z_j = \log \left\{ g(\xi_o + 1 - j, \psi) / f(\xi_o + 1 - j, \theta) \right\} .
\]

Thus $L(\xi)$ generates two independent random walks each with iid increments. It is apparent from (2.4) that $E(Y_j) < 0$ and $E(Z_j) < 0$ if these expectations exist. In what follows it is convenient to assume their existence, and so we shall assume $f$ and $g$ to have identical support; that is, the set $\{x: f(x, \theta) = 0\}$ has zero probability under $g(x, \psi)$ and vice versa. An example where this is not the case will be described in Section 2.4.

The likelihood ratio statistics for testing $H: \xi = \xi^*$ versus the one-sided alternatives $H^-: \xi < \xi^*$ and $H^+: \xi > \xi^*$ are respectively

\[
S^- = \max_{\xi < \xi^*} L(\xi) - L(\xi^*) , \\
S^+ = \max_{\xi > \xi^*} L(\xi) - L(\xi^*) .
\]
For the two-sided alternative the test statistic is $S = \max(S^-, S^+)$. Therefore when $H$ is true, that is $\xi^* = \xi_0$, we can write

$$S^- = U = \max_{n \geq 1} \sum_{j=1}^{n} Z_j$$

(2.6)

$$S^+ = V = \max_{n \geq 1} \sum_{j=1}^{n} Y_j,$$

and

$$S = \max(U, V).$$

The maximum likelihood estimate $\hat{\xi}$ will satisfy

$$\hat{\xi} = \begin{cases} 
\xi_0 - n & (U = \sum_{j=1}^{n} Z_j > 0, \ U > V) \\
\xi_0 & (U \leq 0, \ V \leq 0) \\
\xi_0 + n & (V = \sum_{j=1}^{n} Y_j > 0, \ V > U),
\end{cases}$$

(2.7)

with necessary modification if multiple maxima of $L(\xi)$ can occur.

The distribution of $\hat{\xi}$ is awkward to calculate, and the inefficiency of $\hat{\xi}$ as a test statistic (Hinkley, 1971; Hinkley and Hinkley, 1970) has encouraged us to pay little attention to it in this paper.

We shall assume that $\xi$ and $T-\xi$ are infinitely large, so that $U$ and $V$ are maxima of interminate random walks. The distributions of $U$ and $V$ converge exponentially in $\xi$ and $T-\xi$. In terms of the model (2.2), we are assuming the $u_j$ to become increasingly dense on either side of $u = \eta$ for $u$ in some bounded interval.

We shall denote the distribution functions of $Y$ and $Z$ by $H_y(y)$ and $H_z(z)$, while the distribution functions of $U$ and $V$ will be
denoted by $P^u(u)$ and $P^v(v)$. Then since $E(Y) < 0$ and $E(Z) < 0$, both $U$ and $V$ are finite with probability one and their distribution functions satisfy

$$P^v(v) = \int_0^\infty P^v(y) \, dH_Y(v-y)$$

(2.8)

$$P^u(u) = \int_0^\infty P^u(y) \, dH_Z(u-y) .$$

We also have that

$$P^v(0) = \exp \left\{ - \sum_{n=1}^\infty \frac{1}{n} \text{pr} \left( \sum_{j=1}^n Y_j > 0 \right) \right\}$$

(2.9)

$$P^u(0) = \exp \left\{ - \sum_{n=1}^\infty \frac{1}{n} \text{pr} \left( \sum_{j=1}^n Z_j > 0 \right) \right\}$$

A result central to our discussion is the following. If there exists a positive $\omega_Y$ such that $E\{\exp(\omega_Y Y)\} = 1$, then

(2.10) \[ P^v(v) \sim 1 - c_Y \exp(-\omega_Y v) \quad (v \rightarrow \infty) \]

for some constant $c_Y$; see Feller (1966, p. 392). Therefore if we denote the (asymptotic) test size for $S^+$ by $\beta^+_o(v)$, then

(2.11) \[ \beta^+_o(v) = 1 - P^v(v) \sim c_Y \exp(-v) , \]

because $\omega_Y = 1$ when $Y$ is the log likelihood ratio (2.4). We should note that $S^+$ is stochastically increasing in $T-\xi_o$, so that the test size increases monotonically to $\beta^+_o(v)$ as $T-\xi_o$ tends to infinity. The corresponding result for asymptotic test size of $S^-$ is

$$\beta^-_o(u) = 1 - P^u(u) \sim c_Z \exp(-u) .$$
In general the constant \( c_Y \) in (2.10) cannot be evaluated analytically, but a method of numerical computation due to W. M. Gentleman may be summarized as follows. Consider (2.8) in the form

\[
(2.12) \quad 1-P_Y(v) = 1-H_Y(v) + \int_0^A \{1-P_Y(x)\}dH_Y(v-x) + c_Y \int_A^\infty e^{-x}dH_Y(v-x),
\]

which for large \( A \) will be a good approximation. Now for some finite set of numbers \( x_0, \ldots, x_n \) such that \( 0 = x_0 < x_1 < \ldots < x_n = A \), replace the first integral in (2.12) by the approximating trapezoidal sum over the interval \( (x_0, x_1), \ldots, (x_{n-1}, x_n) \). Then given \( c_Y \) and \( A \), (2.12) induces a set of linear equations for \( 1-P_Y(x_i) \) (\( i=0, 1, \ldots, n \)). Suppose we solve these equations for trial values of \( c_Y \) and \( A \), and denote the solutions by \( a_0, a_1, \ldots, a_n \). If \( a_j \exp(x_j) \) is approximately constant for \( x_j \) near \( A \), then \( A \) is suitably large. The trial value of \( c_Y \) is approximately correct if \( a_n \exp(A) \) is equal to the trial value. When \( a_n \exp(A) \) is not close to the trial value of \( c_Y \), a second estimate of \( c_Y \) is made close to \( a_n \exp(A) \), and the "solution-inspection" process is repeated. For a numerical example of this procedure the reader is referred to Hinkley (1970).

We should emphasize that (2.11) will provide a good approximation only for the upper tail probabilities of \( S^+ \). So for small test size \( \alpha \), the critical value of the statistic \( S^+ \) is approximately \( \log(c_Y/\alpha) \). Some numerical values of \( c_Y \) for the normal mean-shift case are given in Section 2.4.
The classical inversion of significance tests to construct confidence intervals is non-trivial for $\xi$, since the log likelihood $L(\xi)$ does not decrease monotonically away from $\xi = \hat{\xi}$. Hence if a lower confidence limit $\xi_0$ is defined in the usual way to be

$$\xi_0 = \inf\{\xi: \max_{\tau>\xi} L(\tau) - L(\xi) \leq v\},$$

with nominal confidence coefficient $P_V(v)$, then $pr(\xi_0 > \xi) > P_V(v)$.

In fact we find that

$$pr(\xi > \xi_0) = pr(V \geq v, U \leq v - v)$$
$$= \int_v^\infty P_U(x-v) dP_V(x).$$

For large $v$, (2.10) implies that

$$pr(\xi > \xi_0) \approx \beta_0^+(v) \int_0^\infty P_U(x) e^{-x} dx$$
$$= \beta_0^+(v) \{P_U(0) + \int_0^{\infty} e^{-x} dP_U(x)\}$$
$$= \beta_0^+(v) P_U(0) \left\{1 + \exp \left(\sum_{n=1}^{\infty} \frac{d_n}{n}\right)\right\},$$

where

$$d_n = \int_0^{\infty} e^{-x} pr(x < \sum_{j=1}^{n} Y_j < x+dx).$$

This last expression follows from (2.13) of Hinkley (1970) and can also be deduced from (2.18). The point is that the lower-bounded confidence set $C_\xi = \{\xi: \max_{\tau>\xi} L(\tau) - L(\xi) \leq v\}$ does not contain all $\xi$ greater than $\xi_\xi$. Incidentally, we should observe that
\[ \xi_k = \inf\{\xi: L(\hat{\xi}) - L(\xi) \leq v \quad \text{and} \quad \xi \leq \hat{\xi}\}. \]

For large confidence coefficient \(1-\alpha\), \(v = \log (c_y/\alpha)\).

Similar remarks apply to confidence intervals derived from the test statistics \(S^-\) and \(S^+\).

Finally we note that the asymptotic probability of no misclassification is

\[(2.14) \quad \Pr(\hat{\xi} = \xi_0) = P_U(0) P_V(0),\]

which can be calculated from (2.9). One important characteristic of \(\hat{\xi}\) is that \(\hat{\xi} - \xi_0 = O_p(1)\).

### 2.2 Power of likelihood inference for known \(\theta\) and \(\psi\)

In the previous section we examined the null distributions of the likelihood ratio statistics \(S^-\) and \(S^+\). Now suppose that \(\xi^* = \xi_0 - r\) with \(r > 0\) and consider \(S^+\). By (2.3) and (2.5) we see that

\[(2.15) \quad S^+ = \max(-Z_1, -Z_r, -Z_{r-1}, \ldots, -\frac{1}{r} \sum_{j=1}^r Z_j, -\frac{1}{r} \sum_{j=1}^r Z_j + V).\]

Looking first at the case \(r = 1\), (2.15) implies that

\[(2.16) \quad \beta_1^+(v) = \Pr(S^+ > v|\xi^* = \xi_0 - 1) = 1 - \int_{-v}^{\infty} P_V(v + z)dH_Z(z).\]

But if \(v\) is large, or if \(E(Z)\) and \(\text{var}(Z)\) are small, then \(H_Z(z)\) will concentrate its mass well above \(z = -v\) and (2.16) will be

\[\sim 1 - \int_{-\infty}^{\infty} \{1 - c_y \exp(-v - z)\}dH_Z(z).\]
Therefore

\[(2.17) \quad \beta^+_1(v) \sim \beta^+_0(v) \mathbb{E}\{\exp(-Z)\}.\]

as \(v \to \infty\) or \(\|F-G\| \to 0\). For general positive \(r\) a similar argument applies to the generalization of (2.16) and gives

\[(2.18) \quad \beta^+_{-r}(v) \sim \beta^+_0(v) [\mathbb{E}\{\exp(-Z)\}]^r.\]

This expression is more familiar in the special case \(g(x, \psi) = f(x, \theta + \delta)\) with \(\delta \to 0\), when formal expansion of \(\mathbb{E}\{\exp(-Z)\}\) and substitution in (2.18) leads to

\[(2.19) \quad \beta^+_{-r}(v) \sim \beta^+_0(v) \{1 + r\delta' \mathbb{I}_f(\theta)\delta\} + o(\|\delta\|^2).\]

Here \(\mathbb{I}_f(\theta)\) is the Fisher information matrix for \(f(x, \theta)\).

The result for \(S^-\) corresponding to (2.18) is

\[\beta^-_r(u) = \text{pr}(S^- > u|\xi^* = \xi_o + r) \sim \beta^-_0(u) [\mathbb{E}\{\exp(-Y)\}]^r\]

as \(u \to \infty\) and \(\|F-G\| \to 0\) with \(r > 0\).

It remains to consider \(S^+\) when \(\xi^* > \xi_o\) and \(S^-\) when \(\xi^* < \xi_o\).

But it is immediate from (2.3) and (2.5) that

\[S^+ \overset{P}{\to} V (\xi^* > \xi_o) \quad \text{and} \quad S^- \overset{P}{\to} U (\xi^* < \xi_o),\]

from which it follows that the one-sided likelihood ratio tests are unbiased. We shall see in Section 3 that they are not uniformly most powerful.
Approximations such as (2.18) and (2.19) may be useful in the model (2.2). For suppose the spacing of the independent variable \( u \) is constant, that is \( u_i - u_{i-1} = \xi \). If we wish to test \( H: \eta = \eta^* \) against \( H^+: \eta > \eta^* \) with (small) test size \( \alpha \) and fixed power \( \pi \) at \( \eta = \eta^* + \gamma \), then for example (2.19) indicates that we should have

\[
\epsilon = \frac{\gamma \delta^+ I_f(\theta) \delta}{\pi - \alpha}.
\]

Some numerical examples of (2.18) are given in Section 2.4. We shall make use of these power approximations to describe the efficiency of alternative test statistics in Section 3.

2.3 Convergence of likelihood statistics for unknown \( \theta \) and \( \psi \)

In the discussion thus far we assumed \( \theta \) and \( \psi \) to be known, in order to take advantage of the random walk representation for \( L(\xi) \). When \( \theta \) and \( \psi \) are unknown, it is easy to verify that the asymptotic distributions of the likelihood statistics are unchanged. To demonstrate this we shall use familiar results on consistency of maximum likelihood estimates.

For simplicity let \( \theta \) and \( \psi \) be one-dimensional. Then we may summarize our assumptions on \( F \) and \( G \) as follows.

**Assumption 2.1.** The family \( \{F(x, \theta), \theta \in \Theta; G(x, \psi), \psi \in \Psi\} \) satisfies the consistency assumptions given by Wald (1949), with the understanding that continuity conditions apply to the sub-families \( \{F(x, \theta), \theta \in \Theta\} \) and \( \{G(x, \psi), \psi \in \Psi\} \) if these have no intersection. Included in this assumption is the fact that \( F \) and \( G \) are either both discrete or both absolutely continuous.
Assumption 1 could be relaxed to include the more general cases discussed by Kiefer and Wolfowitz (1956), for example. The proofs of results in this section can be generalized, just as Wald's consistency theorem was generalized.

With $\theta$ and $\psi$ unknown, let $\hat{\theta}_\xi$ and $\hat{\psi}_\xi$ be the maximum likelihood estimates of $\theta$ and $\psi$ conditional on $\xi$. Then the marginal log likelihood of $\xi$ is

$$L(\xi) = \sum_{j=1}^{\ell} \log f(X_j, \hat{\theta}_\xi) + \sum_{j=\ell+1}^{T} \log g(X_j, \hat{\psi}_\xi).$$

To distinguish the maximum likelihood estimates of $\xi$ when $\theta$ and $\psi$ are known and unknown, they will be denoted by $\hat{\xi}$ and $\bar{\xi}$ respectively. The likelihood ratio statistic for testing $H: \xi = \xi^*$ against the two-sided alternative $H_a: \xi \neq \xi^*$ is

$$S = \max_{\xi \neq \xi^*} L(\xi) - L(\xi^*)$$

when $\theta$ and $\psi$ are unknown, corresponding to $S$ when $\theta$ and $\psi$ are known. We are also interested in $\theta$ and $\psi$, whose maximum likelihood estimators are $\hat{\theta} = \hat{\theta}_\xi$ and $\hat{\psi} = \hat{\psi}_\xi$. The true values of $\theta$ and $\psi$ will be denoted by $\theta_0$ and $\psi_0$.

Once $\hat{\theta}$ and $\hat{\psi}$ are determined, the log likelihood may be modified to

$$\tilde{L}(\xi) = \sum_{j=1}^{\ell} \log f(X_j, \hat{\theta}) + \sum_{j=\ell+1}^{T} \log g(X_j, \hat{\psi}),$$

and corresponding statistics $\tilde{\xi}$ and $\tilde{S}$ calculated. We shall use $\tilde{L}(\xi)$ to establish the asymptotic properties of $\tilde{\xi}$, $\tilde{S}$, $\hat{\theta}$ and $\hat{\psi}$. 
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Without loss of generality we suppose that $\xi_0 = \lambda T$ for some fixed $
abla(0<\lambda<1)$, so that asymptotic results are for $T \to \infty$. The random walk structure of $L(\xi)$ implies $\xi - \xi_0 = O_p(1)$ and $S = O_p(1)$ if $\xi^* - \xi_0 = o(1)$, so the asymptotic distributions of $(\xi, S)$, $(\xi, \bar{S})$ and $(\xi, \bar{S})$ are the same if we prove the following theorem:

**Theorem 2.1.** Under Assumption 1, (i) $\xi - \xi_0 = o_p(1)$ and (ii) $S - S_0 = o_p(1)$ for $\xi^* - \xi_0 = o(1)$ as $T \to \infty$. Also (iii) $\xi - \xi_0 = o_p(1)$ and (iv) $\bar{S} - S = o_p(1)$ for $\xi^* - \xi_0 = o(1)$ as $T \to \infty$.

To prove the theorem, we show first that $\xi - \xi_0 = o_p(1)$. By the definition of $L(\xi)$ in (2.20), we have that for $r > 0$

$$L(\xi_0 + r) \leq L(\xi_0) + \sup_{\theta \in \Theta} \sum_{i=\xi_0+1}^{\xi_0+r} \log{\frac{f(X_i, \theta)}{g(X_i, \psi_0)}} + \sum_{i=\xi_0+1}^{r} \log{\frac{g(X_i, \psi_0)}{g(X_i, \psi_0)}} + \sum_{i=\xi_0+r+1}^{T} \log{\frac{g(X_i, \psi_0)}{g(X_i, \psi_0)}}$$

$$= L(\xi_0) + A_T + B_T + C_T,$$

say. Now $B_T < 0$, $C_T$ is finite with probability one, and $A_T \to -\infty$ with probability one by Assumption 1. It follows that if $r_0(T) \to \infty$ as $T \to \infty$, then

$$\lim_{T \to \infty} \mathbb{P}(L(\xi_0 + r) < L(\xi_0), r = r_0(T), \ldots, T - \xi_0) = 1.$$ 

Similarly we find that if $r_1(T) \to \infty$ as $T \to \infty$ then

$$\lim_{T \to \infty} \mathbb{P}(L(\xi_0 - r) < L(\xi_0), r = r_1(T), \ldots, \xi_0 - 1) = 1.$$
But since $r_o(T)$ and $r_1(T)$ are arbitrary and $\tilde{L}(\xi) \geq L(\xi_o)$, we deduce that

$$\tilde{\xi} - \xi_o = o_p(1). \tag{2.21}$$

Next we need to prove that $\hat{\theta}$ and $\hat{\psi}$ are consistent. For $\hat{\theta}$ this means that for any closed set $\omega \subset \Theta - \Theta_o$,

$$\sup_{\theta \in \omega} \sum_{j=1}^{\xi_o} \log \{f(X_j, \theta) / f(X_j, \theta_o)\} = \log o_p(1). \tag{2.22}$$

By definition, (2.22) is less than or equal to

$$\sup_{\theta \in \omega} \sum_{j=1}^{\xi_o} \log \{f(X_j, \theta) / f(X_j, \theta_o)\} + \sup_{\theta \in \omega} \sum_{j=\xi_o+1}^{\xi} \log \{f(X_j, \theta) / f(X_j, \theta_o)\}, \tag{2.23}$$

where $\frac{b}{j=a+1}$ means $\frac{b}{j=a+1}$ if $b > a$, and $\frac{a}{j=b+1}$ if $b < a$. The first term in (2.23) is $\log o_p(1)$ by Assumption 1, and (2.21) implies that the second term is $o_p(1)$. This proves (2.22) and with the corresponding argument for $\hat{\psi}$ we get

$$\hat{\theta} - \theta_o = o_p(1) \quad \text{and} \quad \hat{\psi} - \psi_o = o_p(1). \tag{2.24}$$

We note without proof that

$$\tilde{\theta}_\xi - \theta_o = o_p(1) \quad \text{and} \quad \tilde{\psi}_\xi - \psi_o = o_p(1) \quad \text{($\xi - \xi_o = O(1)$).} \tag{2.25}$$

We can now prove (i) and (ii) of Theorem 2.1. The definitions of $\tilde{L}(\xi)$, $\tilde{L}(\xi)$ and $L(\xi)$ imply that for any $\xi$

$$\tilde{L}(\xi) - L(\xi) \leq \tilde{L}(\xi) - \tilde{L}(\xi) \leq L(\xi) - L(\xi)$$

$$+ \sum_{j=\xi+1}^{\xi} \log \{f(X_j, \hat{\theta}) g(X_j, \hat{\psi}) / f(X_j, \theta_o) g(X_j, \psi_o)\}.$$
But if $\xi = \xi^* = \xi^0 + o(1)$, the sums in (2.26) and (2.27) contain $O_p(1)$ terms, each of which is $o_p(1)$ by (2.24) and (2.25). It follows that for any $\varepsilon > 0$ and $\xi^* = \xi^0 + o(1)$,

$$\lim_{T \to \infty} \Pr\{L(\hat{\xi}) - L(\xi^*) > L(\xi) - L(\xi^*) - \varepsilon\} = 1,$$

which together with (2.28) gives

$$\lim_{T \to \infty} \Pr\{L(\hat{\xi}) - L(\xi^*) > L(\xi) - L(\xi^*) - 2\varepsilon\} = 1.$$

But since $L(\hat{\xi}) \geq L(\xi)$, with equality if and only if $\hat{\xi} = \xi$, part (i) of Theorem 2.1 is proved. Also (2.28) proves part (ii).

Parts (iii) and (iv) may be proved by applying the same arguments to $\hat{\xi}$ and $\hat{\psi}$, once it is shown that $\hat{\xi} - \xi^0 = O_p(1)$. We omit the details here.

Finally we have the following result for $\hat{\theta}$ and $\hat{\psi}$.

**Theorem 2.2.** If Assumption 1 holds, and if $f$ and $g$ are such that the limiting distributions of $\sqrt{\xi^0} (\hat{\theta}_\xi - \theta_\xi)$ and $\sqrt{T-\xi^0} (\hat{\psi}_\xi - \psi_\xi)$ are normal, then $\sqrt{\xi^0} (\hat{\theta} - \theta_\xi)$ and $\sqrt{T-\xi^0} (\hat{\psi} - \psi_\xi)$ also have those limiting normal distributions.
It suffices to consider $\hat{\theta}$. From the definitions of $\hat{\theta}$ and $\overline{\theta}_{\xi_o}$ we get

$$\sum_{j=\xi_o+1}^{\xi} \frac{\log f(X_j, \overline{\theta}_{\xi_o})}{f(X_j, \hat{\theta})} - \sum_{j=1}^{\xi_o} \frac{\log f(X_j, \hat{\theta})}{f(X_j, \overline{\theta}_{\xi_o})} < 0.$$  

Hence by (2.21), (2.24) and (2.25) we see that

$$\sum_{j=1}^{\xi_o} \frac{\log f(X_j, \hat{\theta})}{f(X_j, \overline{\theta}_{\xi_o})} = o_p(1).$$

But the asymptotic normality of $\overline{\theta}_{\xi_o}$ implies only

$$\sum_{j=1}^{\xi_o} \frac{\log f(X_j, \overline{\theta}_{\xi_o})}{f(X_j, \hat{\theta})} = o_p(1),$$

so that $\hat{\theta} - \overline{\theta}_{\xi_o} = o_p(\xi_o^{-1/2})$. This proves the desired result.

Note that by (2.21) the asymptotic normality in Theorem 2.2 holds with $\xi_o$ replaced by $\overline{\xi}$.

### 2.4 Some examples

In Sections 2.1 and 2.2 we derived some simple limiting expressions for the power and size of likelihood ratio tests. To illustrate these results we look at the normal, binomial and rectangular distributions.

When $F$ and $G$ are the multivariate normal distributions $MN(\theta, \Sigma)$ and $MN(\psi, \Sigma)$ respectively, so that a mean-shift takes place, we have

$$L(\xi) = \text{sample constant} + \sum_{j=1}^{\xi} \left( \theta - \psi \right)' \Sigma^{-1} (X_j - \frac{1}{2} \theta - \frac{1}{2} \psi).$$
The random walks (2.3) each have iid increments which are $N(-d^2/2, d^2)$ with $d^2 = (\theta - \psi)^T \Sigma^{-1} (\theta - \psi)$. This particular problem is discussed at length by Hinkley (1970, 1971). The approximation (2.11) for test size is very accurate for $d \leq 2$ and $\beta^+_o(v) \leq 0.05$, the maximum relative error being 0.06 at $d = 2.0$ and $\beta^+_o(v) = 0.05$. For this reason it seems useful to record the coefficients $c_Y$ in Table 2.1. Turning to the power function approximation, we get:

$$E\{\exp(-Y)\} = E\{\exp(-Z)\} = \exp(d^2).$$

Some exact values of $\beta^+_1(v)/\beta^+_o(v)$ were computed from (2.16) and numerical solution of (2.12). These are given in Table 2.2 together with the approximation $\exp(d^2)$. Evidently the approximation is excellent for $d \leq 1$ and $\beta^+_o(v) \leq 0.05$, but poor for $d$ as large as 2.

<table>
<thead>
<tr>
<th>$d$</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.4</th>
<th>1.6</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_Y$</td>
<td>0.70549</td>
<td>0.62800</td>
<td>0.56030</td>
<td>0.49990</td>
<td>0.46646</td>
<td>0.39917</td>
<td>0.35735</td>
<td>0.32037</td>
</tr>
</tbody>
</table>
Table 2.2. Exact and approximate values of $\beta_{-1}^+(v)/\beta_0^+(v)$ for the normal case with mean-shift distance $d^2$

<table>
<thead>
<tr>
<th>d</th>
<th>$\beta_0^+(v)$</th>
<th>.05</th>
<th>.02</th>
<th>.01</th>
<th>.005</th>
<th>.001</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>exact</td>
<td>2.72</td>
<td>2.72</td>
<td>2.72</td>
<td>2.72</td>
<td>2.72</td>
</tr>
<tr>
<td></td>
<td>approx.</td>
<td>2.72</td>
<td>2.72</td>
<td>2.72</td>
<td>2.72</td>
<td>2.72</td>
</tr>
<tr>
<td>1.5</td>
<td>exact</td>
<td>8.50</td>
<td>9.20</td>
<td>9.45</td>
<td>9.49</td>
<td></td>
</tr>
<tr>
<td></td>
<td>approx.</td>
<td>9.49</td>
<td>9.49</td>
<td>9.49</td>
<td>9.49</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>exact</td>
<td>45.50</td>
<td>49.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>approx.</td>
<td>54.60</td>
<td>54.60</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As a second example, consider the binomial case

$$f(x, \theta) = \binom{n}{x} \theta^x (1-\theta)^{n-x}, \ (x=0, \ldots, n) \ , \ g(x, \psi) = f(x, \psi) \ .$$

The case $n = 1$ was examined in detail by Hinkley and Hinkley (1970), who derived simple recurrence relations for the exact (asymptotic) distributions of $S^-$, $S^+$, and $\hat{\xi}$. In the notation of Section 2.1 we have

$$Y_j = \lambda X_{\xi_0+j} - \mu(n - X_{\xi_0+j})$$
$$Z_j = -\lambda X_{\xi_0-j+1} + \mu(n - X_{\xi_0-j+1}) \ ,$$

where $\lambda = \log(\theta/\psi)$ and $\mu = \log((1-\psi)/(1-\theta)) \ . \ Therefore$

$$E\{\exp(-Y)\} = \{\psi^2 \theta^{-1} + (1-\psi)^2 (1-\theta)^{-1}\}^n$$
(2.31)
$$E\{\exp(-Z)\} = \{\theta^2 \psi^{-1} + (1-\theta)^2 (1-\psi)^{-1}\}^n \ .$$
Some exact values of $\beta_{-1}^+(v)/\beta_o^+(v)$ for the case $n = 1$ are given in Table 2.3 with the corresponding values of the approximation (2.17); the nominal test sizes $\beta_o^+(v)$ in the table are not quite achieved, because $S^+$ has a discrete distribution. The approximation (2.17) seems to be very good when its value is less than 1.6; the square of (2.31) is equally good as an approximation to $\beta_{-2}^+(v)/\beta_o^+(v)$. Tables of percentage points and power of the two-sided test statistic may be found in Hinkley and Hinkley (1970).

Note from (2.18) and (2.31) that the power at $\xi^* = \xi_o + r$ is approximately determined by $nr$, as we should expect.

Table 2.3. Exact and approximate values of $\beta_{-1}^+(v)/\beta_o^+(v)$ for the binomial case

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$\psi$</th>
<th>$\beta_o^+(v)$</th>
<th>.05</th>
<th>.02</th>
<th>.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.95</td>
<td>0.80</td>
<td>exact</td>
<td>1.143</td>
<td>1.140</td>
<td>1.141</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx.</td>
<td>1.138</td>
<td>1.138</td>
<td>1.138</td>
</tr>
<tr>
<td>0.90</td>
<td>0.70</td>
<td>exact</td>
<td>1.190</td>
<td>1.188</td>
<td>1.192</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx.</td>
<td>1.190</td>
<td>1.190</td>
<td>1.190</td>
</tr>
<tr>
<td>0.90</td>
<td>0.50</td>
<td>exact</td>
<td>1.661</td>
<td>1.615</td>
<td>1.630</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx.</td>
<td>1.640</td>
<td>1.640</td>
<td>1.640</td>
</tr>
<tr>
<td>0.80</td>
<td>0.40</td>
<td>exact</td>
<td>1.629</td>
<td>1.646</td>
<td>1.654</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx.</td>
<td>1.667</td>
<td>1.667</td>
<td>1.667</td>
</tr>
</tbody>
</table>

The final example is the simple uniform case

$f(x, \theta) = 1(\theta - \frac{1}{2} < x < \theta + \frac{1}{2})$, $g(x, \psi) = f(x, \psi)$ $(\psi > \theta)$.
This is a degenerate case in which distribution support changes; we note that the convergence results of Section 2.3 hold. The log likelihood $L(\xi)$ is simply

$$L(\xi) = \begin{cases} 
0 & (X_1, \ldots, X_\xi \leq \theta + \psi - \frac{1}{2} ; X_{\xi+1}, \ldots, X_T \geq \psi - \frac{1}{2}) \\
-\infty & \text{(otherwise)}
\end{cases}$$

if $0 < \psi - \theta < 1$. Therefore we get an interval estimate of $\xi$ which always covers $\xi_0$. The distribution of the interval length is easily seen to be the convolution of two identical geometric distributions, and the average interval length is $1 + 2(\psi - \theta)^{-1}$.
3. GENERAL DISCRIMINANT APPROACH

The likelihood method of inference discussed in Section 2 has several possible faults, two of which concern us here. First, when $\theta$ and $\psi$ are unknown the log likelihood $L(\xi)$ can be very inconvenient in actual data analysis, since it requires calculation of the sequence of conditional estimates $\{\theta_\xi, \psi_\xi\}$. For example, in the binomial case where $X$ is 0 or 1 with probabilities $\theta$ and 1-\theta or $\psi$ and 1-\psi,

$$L(\xi) = \xi(\theta_\xi \log \theta_\xi + (1-\theta_\xi) \log (1-\theta_\xi)) + (1-\xi) (\psi_\xi \log \psi_\xi + (1-\psi_\xi) \log (1-\psi_\xi))$$

This difficulty remains even when one parameter is known. Second, even when $\theta$ and $\psi$ are known, the likelihood statistics and their distributional properties (Section 2.1) can be more complicated than we might wish. A specific case is the generalization of the multivariate normal example of Section 2.4 in which the covariance matrix changes as well as the mean vector. Then, rather than use the log likelihood with quadratic forms in the $X_j$, one might prefer to use a compound linear discriminant such as (2.30). This is especially true in the normal case, because a linear discriminant defines random walks with normally distributed increments, so that appropriate inference statistics will have known distributions. Suitable choice of linear discriminant in the normal case has been studied by Anderson and Bahadur (1962).

These remarks suggest that we consider a general class of discriminants $d(X)$ to discriminate between $F(x, \theta)$ and $G(x, \psi)$, so that

$$D(\xi) = \sum_{j=1}^{\xi} d(X_j)$$

(3.1)
corresponds to $L(\xi)$ or $\overline{L}(\xi)$. To make any progress we must have

$$\int d(x) \, dF(x, \theta_0) > 0, \quad \int d(x) \, dG(x, \psi_0) < 0$$

or vice versa, which implies that $d(X)$ be a consistent discriminant. In practice this may be difficult to guarantee unless we know one of the parameters. However, a suitable $d(X)$ might be suggested by an initial look at the data.

One other important situation where $D(\xi)$ might be useful is when $F(x, \theta_0)$ is known but $G$ is unknown. Then the likelihood cannot be used, and $d(X)$ is chosen to detect departures from $F(x, \theta_0)$. A particular example is departure from randomness.

We shall assume (3.2) to hold. Then $D(\xi)$ has the same random walk structure as $L(\xi)$, which we shall use in Sections 3.1 and 3.2 to generate results corresponding to those in Sections 2.1 and 2.2. The use of $D(\xi)$ in constructing an alternative to $\overline{L}(\xi)$ is discussed in Section 3.3. Some examples are given in Section 3.4.

### 3.1 Inference from the discriminant $D(\xi)$

The general discriminant $D(\xi)$ has properties that correspond directly to those of $L(\xi)$, described in Section 2.1, provided (3.2) holds. We can therefore proceed by analogy with Section 2.1.
Under the model (2.1), \( D(\xi) \) satisfies

\[
(3.3) \quad D(\xi) - D(\xi_0) = \begin{cases} 
\sum_{j=1}^{\xi - \xi_0} Y_{D,j} & (\xi_0 < \xi < T) \\
\xi_0 - \xi & (1 \leq \xi < \xi_0)
\end{cases}
\]

where \( Y_{D,j} = d(X_{\xi_0+j}) \) and \( Z_{D,j} = -d(X_{\xi_0+1-j}) \). Thus \( D(\xi) \) generates two random walks each with iid increments of negative mean.

The discriminant statistics for testing \( H: \xi = \xi^* \) versus the one-sided alternatives \( H^-: \xi < \xi^* \) and \( H^+: \xi > \xi^* \) are respectively

\[
(3.4) \quad S^-_D = \max_{\xi < \xi^*} D(\xi) - D(\xi^*), \quad S^+_D = \max_{\xi > \xi^*} D(\xi) - D(\xi^*).
\]

For the two-sided alternative the test statistic is \( S_D = \max(S^-_D, S^+_D) \).

When \( H \) is true, so that \( \xi^* = \xi_0 \), we have from (3.3) and (3.4)

\[
(3.5) \quad S^-_D = U_D = \max_{n \geq 1} \sum_{j=1}^{n} Z_{D,j}, \quad S^+_D = V_D = \max_{n \geq 1} \sum_{j=1}^{n} Y_{D,j}
\]

and

\[
S_D = \max(U_D, V_D).
\]

The discriminant estimate \( \hat{\xi}_D \), which maximizes \( D(\xi) \), satisfies the equation corresponding to (2.7) with subscript \( D \) everywhere. Both \( S_D \) and \( \hat{\xi}_D - \xi_0 \) are \( O_p(1) \). As in Section 2.1 we assume \( \xi_0 \) and \( T-\xi_0 \) to be infinitely large, so that \( U_D \) and \( V_D \) are maxima of interminate random walks.
Let the distribution functions of $Y_D$ and $Z_D$ be $H_{Y_D}(y)$ and $H_{Z_D}(z)$ respectively, and denote the distribution functions of $U_D$ and $V_D$ by $P_{U_D}(u)$ and $P_{V_D}(v)$. Then by (3.2), the equations corresponding to (2.8) and (2.9) are immediate. The asymptotic form of $P_{V_D}(v)$ is

\[(3.6) \quad P_{V_D}(v) \sim 1 - c_{Y_D} \exp(-\omega_{Y_D} v) \quad (v \to \infty)\]

where $\omega_{Y_D}$ is the positive solution to

\[(3.7) \quad \mathbb{E}\{\exp(\omega_{Y_D} Y_D)\} = 1 .\]

To proceed any further we must obviously assume such solutions exist.

**Assumption 3.1.** The distribution functions $F(x, \theta_0)$, $G(x, \psi_0)$ and the discriminant $d(X)$ are such that (3.2) holds and (3.7) and (3.10) have positive finite solutions.

If we denote the (asymptotic) test size for $S_D^+$ by $\beta_o^+(v; D)$, then by (3.6) we have

\[(3.8) \quad \beta_o^+(v; D) = 1 - P_{V_D}(v) \sim c_{Y_D} \exp(-\omega_{Y_D} v) .\]

This provides an approximation for small test size, as does (2.11) for $\beta_o^+(v) = \beta_o^+(v; L)$. The corresponding result for the asymptotic test size of $S_D^-$ is

\[(3.9) \quad \beta_o^-(u; D) = 1 - P_{U_D}(u) \sim c_{Z_D} \exp(-\omega_{Z_D} u) .\]

where $\omega_{Z_D}$ is the positive finite solution to

\[(3.10) \quad \mathbb{E}\{\exp(\omega_{Z_D} Z_D)\} = 1 .\]
Solutions for the constants $c_{Y_D}$ and $c_{Z_D}$ are determined by solving the integral equations for $P_{U_D}(u)$ and $P_{V_D}(v)$ as described in Section 2.1. Note that (3.7) and (3.10) may not have explicit solutions, although in most common cases numerical solution for $\omega_{Y_D}$ and $\omega_{Z_D}$ is quite easy.

The remarks in Section 2.1 about interval estimation apply here also.

For the discriminant estimator $\hat{\xi}_D$, as with $\hat{\xi} = \hat{\xi}_L$, the asymptotic distribution is complicated. The special case of linear discriminants for univariate normal random variables with mean-shift is discussed by Hinkley (1971). Here we note that the probability of no misclassification is

$$\text{pr}(\hat{\xi}_D = \xi_0) = P_{U_D}(0) P_{V_D}(0)$$

which is determined by equations corresponding to (2.9).

If $\theta$ and $\psi$ are unknown, they can be estimated by

$$\hat{\theta}_D = \bar{\psi}_{\hat{\xi}_D} \quad \text{and} \quad \hat{\psi}_D = \bar{\theta}_{\hat{\xi}_D},$$

with $\bar{\theta}_{\xi}$ and $\bar{\psi}_{\xi}$ as defined in Section 2.3. These estimates correspond to $\hat{\theta}$ and $\hat{\psi}$, and have the same asymptotic properties; see Theorems 3.1 and 3.2 in Section 3.3. Hence the percentage points of $S^+_D$, for example, can be consistently estimated, just as those of $S^+$ can.
3.2 Power and efficiency of discriminant statistics

We introduced the discriminant $D(\xi)$ because it may be easier to use than the likelihood in some cases. However, simplicity may be gained at the expense of power. Therefore we need to examine the power of statistics such as $S_D^+$ and compare with the equivalent likelihood statistics. Here we look at approximations of the type discussed in Section 2.2.

Following the arguments leading up to (2.18) in Section 2.2, we find the (asymptotic) power of $S_D^+$ at $\xi^* = \xi_o - r$ is

$$\beta_{-r}^+ (v; D) \sim \beta_{-r}^+ (v; D) [E \exp(-\omega_{Y_D} Z_D)]^r$$

as $v \to \infty$ or $||F-G|| \to 0$ with $r > 0$. We shall assume the right-hand side of (3.13) to exist, although this need not always be the case. The corresponding expression for power of $S_D^-$ at $\xi^* = \xi_o + r$ is

$$\beta_r^- (v; D) \sim \beta_r^- (v; D) [E \exp(-\omega_{Z_D} Y_D)]^r$$

for $r > 0$.

In particular cases one can compare (3.13) with (2.18) to see how well $D(\xi)$ performs relative to $L(\xi)$, for large $v$ or small $||F-G||$. Aside from this, there are several ways to measure relative efficiency of $S_D^+$, say. One measure that is particularly relevant to the model (2.2) is the analogue of Pitman efficiency expressed in terms of observation-spacing.
Assume that in (2.2) the spacing $u_{i+1} - u_i = \varepsilon_D$, a constant depending on $D(*)$. Now suppose we wish to test $H: \eta = \eta^*$ against $H^+: \eta > \eta^*$ with test size $\alpha$ and fixed power $\pi$ at $\eta = \eta^* + \gamma$.

Then as $\alpha \to 0$ or $||F-G|| \to 0$, we see from (3.13) that $\varepsilon_D \to 0$ also. The magnitude of $\varepsilon_D$ depends on $D(*)$, and from (2.18) and (3.13) we get

$$\chi^+ = \lim_{\varepsilon_L \to 0} \frac{\varepsilon_D}{\varepsilon_L} = \frac{\log E\{\exp(-\omega_{\varepsilon_D} Z_D)\}}{\log E\{\exp(-Z)\}},$$

independently of $\alpha$ and $\pi$. In view of the examples in Section 2.4 we might expect that $\chi^+$ approximates $\varepsilon_D/\varepsilon_L$ well for useful values of $\alpha$ and $||F-G||$. Note that if $\varepsilon_D/\varepsilon_L$ is less than one, then the power function of $S^+$ is totally dominated by that of $S^-$.

The corresponding efficiency $\chi^-$ for $S^-$, with fixed power at $\eta = \eta^* - \gamma$, is

$$\chi^- = \frac{\log E\{\exp(-\omega_{\varepsilon_D} Y_D)\}}{\log E\{\exp(-Y)\}}.$$

For the two-sided test statistic $S_D = \max(S^-, S^+_D)$ the situation is a little more complicated. Without going into details, it can be shown that if $S_D$ and $S = S_L$ have equal powers at $\eta = \eta_0 + \gamma_1$ and $\eta = \eta_0 - \gamma_2$, with lower bounds $\pi_1$ and $\pi_2$ respectively, then the required spacings $\varepsilon_D$ and $\varepsilon_L$ satisfy

$$\lim_{\alpha \to 0} \frac{\varepsilon_D}{\varepsilon_L} = \chi_D = \min(\chi^-, \chi^+).$$
One special class of interesting problems is that of location shift with \( F(x, \theta) = F(x - \theta) \) and \( G(x, \psi) = F(x - \psi) \). Here a natural class of discriminators \( D(\xi) \) is the linear class with

\[
d(x) = \lambda' (x - a) .
\]

For simplicity we shall only consider the univariate case, and without loss of generality we assume \( \theta > \psi \) so that \( d(x) = x - a \). By (3.2), then, we must have \( \theta > a > \psi \). The random walk increments \( Y_D \) and \( Z_D \) defined in (3.3) have distribution functions \( F(y - \psi + a) \) and \( F(-z - \theta + a) \) respectively. If we now define \( \rho(\lambda) \) to be the positive solution of

\[
\int \exp(\omega x) \, dF(x) = \exp(\omega \lambda) \quad (\lambda > 0)
\]

(3.16)

\[
\int \exp(-\omega x) \, dF(x) = \exp(-\omega \lambda) \quad (\lambda < 0)
\]

then we find from (3.7) and (3.10) that

\[
\omega_{Y_D} = \rho(a-\psi) \quad , \quad \omega_{Z_D} = \rho(a-\theta) .
\]

It follows that

\[
E(\exp(-\omega_{Y_D} Z_D)) = \exp((\theta - \psi) \rho(a - \psi))
\]

(3.17)

\[
E(\exp(-\omega_{Z_D} Y_D)) = \exp((\theta - \psi) \rho(a - \theta)) .
\]

Substitution from (3.17) into (3.15) shows the spacing efficiency \( \gamma_{D+}^+ \) for \( S_{D+} \), for example, to be
An example is given in Section 3.4. When \( a = (\theta + \psi)/2 \) we have the normal theory, or least-squares, discriminant \( d(X) = X - (\theta + \psi)/2 \). A little calculation shows that \( \chi_D^+ \) is the efficiency of least-squares estimation of \( \theta \), as we would expect; cf. (2.19).

We should stress that these results are limiting results, and rely on the existence of quantities such as \( \omega_D \). Some specific examples are given in Section 3.4 to illustrate the usefulness, and limitations, of the results as practical approximations.

Rather than look at properties of test statistics based on \( D(\xi) \), we might be more interested in how well the data can be classified. This might involve the comparison of (3.11) and (2.14), the probabilities of correct classification. We have not derived any suitable limiting results for such comparisons, but for the location-shift problem one would expect the best linear discriminant to be that which best discriminates in the classical single-observation discriminant problem. An example is given in Section 3.4.

### 3.3 An asymptotically efficient two-stage procedure

Suppose that at least one of \( \theta \) and \( \psi \) is unknown, and that we have used \( D(\xi) \) in preference to \( \bar{L}(\xi) \) in order to estimate and make inference about \( \xi \). Then our estimate \( \hat{\xi}_D \) defines the estimates \( \hat{\theta}_D \)
and \( \hat{\psi}_D \), which we may have used to estimate inference properties.

Another use for \( \hat{\theta}_D \) and \( \hat{\psi}_D \) is in construction of the pseudo-likelihood

\[
\hat{\mathcal{L}}_D (\xi) = \sum_{j=1}^{\xi} \log f(X_j, \hat{\theta}_D) + \sum_{j=+1}^{T} \log g(X_j, \hat{\psi}_D) \\
= \text{sample constant} + \sum_{j=1}^{\xi} \log \left\{ \frac{f(X_j, \hat{\theta}_D)}{g(X_j, \hat{\psi}_D)} \right\}.
\]

In a situation where \( L(\xi) \) is not difficult to work with, use of \( D(\xi) \) and then \( \mathcal{L}_D (\xi) \) might be preferable to the use of \( \mathcal{L}(\xi) \). Of course, if \( \hat{\theta}_D \) and \( \hat{\psi}_D \) indicate that \( D(\xi) \) is very efficient, then \( \mathcal{L}_D (\xi) \) would not be needed.

Let the pseudo-likelihood statistics corresponding to \( \hat{\xi} \) and \( S \) be denoted by \( \hat{\xi}_D \) and \( \hat{S}_D \). Then \( \hat{\xi}_D \) and \( \hat{S}_D \) are asymptotically efficient (relative to \( \hat{\xi} \) and \( S \)) by the following theorem.

**Theorem 3.1.** If Assumption 1 and (3.2) hold, then as \( T \to \infty \), (i) \( \hat{\theta}_D - \theta_0 \) and \( \hat{\psi}_D - \psi_0 \) are \( o_p(1) \), (ii) \( \hat{\xi}_D - \xi = o_p(1) \) and (iii) \( \hat{S}_D - S = o_p(1) \) if \( \xi - \xi_0 = O(1) \).

These results may be proved in much the same way as Theorem 2.1, using the fact that \( \hat{\xi}_D - \xi_0 = o_p(1) \). We omit the details here. A stronger result for \( \hat{\theta}_D \) and \( \hat{\psi}_D \), corresponding to Theorem 2.2, is

**Theorem 3.2.** If the conditions of Theorem 3.1 hold, then \( \sqrt{T-\xi_0} (\hat{\theta}_D - \theta_0) \) and \( \sqrt{T-\xi_0} (\hat{\psi}_D - \psi_0) \) have the same limiting normal distributions as \( \sqrt{\xi_0} (\hat{\theta}_0 - \theta_0) \) and \( \sqrt{\xi_0} (\hat{\psi}_0 - \psi_0) \). The proof of Theorem 2.2 can be applied with \( \hat{\xi}_D \) replacing \( \xi \). Note that Theorem 3.2 holds if \( \xi_0 \) is replaced by \( \hat{\xi}_D \) or \( \hat{\xi}_D \) since the relative errors in these estimates are \( o(1) \).
Some empirical results on the use of $\tilde{L}_D(\xi)$ in finite samples from univariate normal distributions are described by Hinkley (1971, Section 3.2).

A more extreme situation where the pseudo-likelihood might be of use is the case of unknown $F$ and (or) $G$. Given the estimate $\hat{\xi}_D$ from $D(\xi)$, it is possible to obtain a consistent estimate of $\ell(X_j) = \log\{f(X_j, \theta_0)/g(X_j, \psi_0)\}$ for smooth densities $f$ and $g$; for example, estimates can be based on Parzen density estimates (Parzen, 1962). If the consistent estimate for $\ell(X_j)$ were $\hat{\ell}_D(X_j)$, then the pseudo-log likelihood

$$\hat{L}_D(\xi) = \sum_{j=1}^{\xi} \hat{\ell}_D(X_j)$$

would generate statistics asymptotically equivalent to $\hat{\xi}$ and $S$.

In practice one might restrict $F$ and $G$ to some suitable finite class among which discrimination is possible. For example, the class might contain the normal, gamma, log normal and Cauchy distributions.

The appropriate generalization of Theorem 3.1 could presumably be proved without much additional effort. One useful area of application might be in models for departure from randomness, where the alternative to randomness is not specified exactly. Then $G(x, \psi_0)$ would be estimated or selected conditional on $\hat{\xi}_D$. 
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3.4 Some examples

The first example is the Laplace mean-shift case where

\[ f(x, \theta) = \frac{1}{2} \exp(-|x-\theta|) , \quad g(x, \psi) = f(x, \theta - 2\Delta). \]

The likelihood random walk increments \( Y \) and \( Z \) defined at (2.4) both have the distribution function

\[
H_Y(y) = \begin{cases} 
0 & (y < -2\Delta) \\
\frac{1}{2} & (y = -2\Delta) \\
1 - \frac{1}{2} \exp(-ky - \Delta) & (-2\Delta < y < 2\Delta) \\
1 & (2\Delta \leq y) 
\end{cases},
\]

and hence

\[
E\{\exp(-Y)\} = E\{\exp(-Z)\} = \frac{2}{3} \exp(2\Delta) + \frac{1}{3} \exp(-4\Delta).
\]

Now suppose that we use the linear discriminant with

\[ d(X) = X - \theta - \Delta. \]

Then from Feller (1966, Chapter 12) we have the exact result that

\[
\beta_0^+(v; D) = \beta_0^-(v; D) = (1 - \omega_{Y_D} v) \exp(-\omega_{Y_D} v) \quad (v > 0)
\]

and the equation (3.7) becomes

\[ 1 - \omega^2 = \exp(-\omega\Delta). \]

If we write \( \omega_{Y_D} = \omega_{Z_D} = \omega(\Delta) \), then we get
(3.22) \[ \log E\{\exp(-\omega_D Z_D)\} = 2\Delta \omega(\Delta) \, . \]

Table 3.1 gives some values of the spacing efficiency \( \xi_D \) calculated from (3.15), (3.20) and (3.22). These values are quite low, but the simple exact distribution (3.20) contrasts sharply with the corresponding likelihood distributions, which involve solution of (2.8) with \( \psi(y) \) given by (3.19).

Table 3.1. Spacing efficiency \( \xi_D \) for \( d(X) = X - \theta - \Delta \) in the Laplace case with mean-shift 2\( \Delta \).

<table>
<thead>
<tr>
<th>( \Delta )</th>
<th>0+</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \xi_D )</td>
<td>0.50</td>
<td>0.54</td>
<td>0.58</td>
<td>0.62</td>
<td>0.67</td>
<td>0.73</td>
</tr>
</tbody>
</table>

As a second example consider the univariate normal case with mean and variance changing. That is, let

\[ f(x, \theta) = \phi(X) \quad \text{and} \quad g(x, \psi) = \lambda \phi(\lambda(x+2\Delta)) \, . \]

The likelihood increments \( Y \) and \( Z \) are quadratic in \( X \), and a simple calculation shows that

(3.23) \[ E\{\exp(-Z)\} = (2\lambda^2 - \lambda^4) \exp\{4\lambda^2 \Delta^2/(2-\lambda^2)\} \, , \]

which is only valid for \( \lambda < \sqrt{2} \). Thus the approximation (2.18) only exists for \( \lambda < \sqrt{2} \). For the linear discriminant \( d(X) = X - \Delta \), a simple calculation via (3.7) gives

(3.24) \[ E\{\exp(-\omega_D Z_D)\} = \exp\{2\Delta^2 \lambda^2 (1+\lambda^2)\} \, . \]
When $\Delta = 1$, the spacing efficiency $\xi^+_D$ given by (3.15), (3.23) and (3.24) has values 0.95 and 0.95 for $\lambda = 0.9$ and $\lambda = 1.1$. Of course $d(X) = X - \Delta$ is the likelihood discriminant when $\lambda = 1$, and so should have high efficiency for $\lambda$ close to 1.

In the normal case with constant variance ($\lambda = 1$ in the previous example), the likelihood $L(\xi)$ uses the linear discriminant $d(X) = X - \Delta$; see Section 2.4. Consider the generalization $d(X) = X - \delta$, for which $Y_D$ and $Z_D$ in (3.3) are $N(-\delta, 1)$ and $N(-2\Delta+\delta, 1)$ respectively. Then we get

$$E\{\exp(-w Y_D Z_D)\} = \exp\{4\Delta(2\Delta-\delta)\} \quad (0 < \delta < 2\Delta)$$

Hence for $0 < \delta < \Delta$, $S^+_D$ is more powerful than the likelihood statistic $S^+$, while $S^-_D$ is less powerful than $S^-$; the reverse is true for $\Delta < \delta < 2\Delta$. For two-sided tests, however, the likelihood statistic appears preferable: some numerical results are given by Hinkley (1971). Notice that

$$\xi_D = \min\left(\frac{\delta}{\Delta}, 2 - \frac{\delta}{\Delta}\right) \leq 1.$$ 

The case $\delta = \Delta$ also gives the lowest misclassification probability for this problem.
4. GENERAL REMARKS

One feature of the change-point problem is the complicated nature of the distribution theory for inferential statistics. The approximations derived in this paper for likelihood ratio may simplify data analysis, and the approximations discussed in Section 3.3 will give some idea as to efficiency loss.

The two-stage procedure mentioned in Section 3.4 provides the opportunity to clean up an initial identification of the change-point, as it were. Its value lies in circumventing calculation of a complicated likelihood function with all the conditional estimates of parameters. In practice initial estimates of and might be made by omitting the data near the change-point, if such a judgment is possible.

One could regard the linear discriminant as a non-distributional equivalent of the likelihood for location-shift problems. The results of Section 3 cover certain aspects of the discriminant, but not the important one of robustness. We have not investigated this very much, but calculations are easy for one special case. Suppose we use

\[ d(X) = X - \theta - \Delta, \]

assuming \( X \) to be normal with mean-shift \( 2\Delta \) and variance 1, and carry out a two-sided test of \( H_0: \xi = \xi_0 \) with assumed size 0.050. If in fact \( X \) has a Laplace distribution with mean-shift \( 2\Delta \) and variance 1, the true rejection probability is 0.057. For assumed size 0.010, the true size is 0.015. (The true distribution of \( S_p \) in this case follows from calculations for the Laplace example in Section 3.4.) These calculations indicate reasonable robustness.
against long-tailed symmetric distributions. The effect of asymmetry and dependence between observations are probably most conveniently determined by Monte Carlo studies, which we have not undertaken.

Models with more than one change-point are considerably more difficult to analyze, although the formal theory of likelihood inference generalizes quite easily. If the number of change-points is known, and large numbers of observations are taken between each one, one might be able to break the data into segments each with one change. For multiple location-shifts, the linear discriminant is appropriate because it can be used as a sequential detector (Page, 1954; Hinkley, 1971).

When the number of change-points is not known, sequential analysis with the discriminant is still appropriate but not necessarily good. Sclove, in an unpublished Stanford University Technical Report, has considered the use of finite moving averages. This type of analysis was indicated by Chernoff and Zacks (1964), who introduced prior distributions on the change-points. One relevant class of models to consider is that where \( p \geq 2 \) populations can generate observations and the sequence of populations forms a Markov chain, possibly with diagonal elements of the transition probability matrix close to unity.
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The paper examines some properties of inference about the point in a sequence of random variables at which a distribution change occurs. Three particular aspects are considered: asymptotic theory, approximations to test power, and use of discriminant functions other than the likelihood ratio. The discussion is illustrated by some examples.