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ABSTRACT

A classical theoretical model for gas-surface interaction has been formulated and tested using the experimental data for the gaseous-argon, solid-argon system. The theoretical interaction is modeled as the collision of hard spheres with the inclusion of surface temperature and an attractive surface field energy which is the only adjustable parameter in the formulation. The theoretical results from this exceedingly simple model exhibit nearly every characteristic of the available experimental data for argon. Several general conclusions about the actual argon-argon interaction were made. First, classical mechanics appeared to provide a useful description for the interaction. Second, a hard sphere model was adequate to predict the gas-solid collision properties over the range of experimental conditions although the theoretical spatial distributions are narrower than those experimentally measured. Third, in order to match the experimental capture coefficient data, the magnitude of the surface field energy was nearer the heat of sublimation rather than the Lennard-Jones or Morse potential well-depth values.
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NOMENCLATURE

$C_b$  Experimental beam capture coefficient

d  Interatomic spacing

$E_{A}$  Attractive surface field energy

$E_i$  Total incident beam energy, $E_i + E_{A}$

$E_{i}$  Incident beam energy

$E_{F}$  Total final exiting atom energy, $E_f - E_{A}$

$E_{f}$  Final exiting atom energy

$F$  Fraction of surface atoms with kinetic energy equal to or greater than $E_{A}$

$H_{A}$  Equilibrium heat of sublimation

$I$  Incident ray vector

$I_N$  Micronormal component of momentum

$I_T$  Microtangential component of momentum

$k$  Boltzmann constant

$m$  Mass of gas and surface atoms

$n$  Number of atoms per unit cell

$n_i$  Total experimental incident flux

$n_r$  Total experimental reflected flux

$P$  Randomization angle for surface modules

$P_s$  Probability that a surface atom has a velocity less than $V_n$

$R$  Radius of surface module spherical cap

$r_0$  Lennard-Jones well-depth distance

$r$  Center-to-center distance between two atoms

$s$  Height of gas atom above the surface
$T_s$ Surface temperature

$V_n$ Micronormal velocity

$x, y, z$ Macrocoordinate system

$a, \beta, \gamma$ Microcoordinate system

$\epsilon$ Lennard-Jones or Morse well-depth parameter

$\phi$ Out-of-plane or transverse plane angle

$\rho$ Number density per unit cell

$\tau$ Depth of potential element below the surface

$\sigma$ Value of $r$ when potential is zero

$\theta_i$ Beam incidence angle (measured from macrosurface normal)

$\theta_I$ Modified beam incidence angle

$\theta_f$ Ray exit angle (measured from macrosurface normal)

$\theta_F$ Modified ray exit angle

$\theta_r$ Reflected in-plane angle

$\theta_{rm}$ Angle of maximum reflected intensity
SECTION I
INTRODUCTION

1.1 BASIC CONSIDERATIONS

The purpose of this report is to show that a relatively simple classical model of gas-surface interaction is sufficient to describe many of the experimentally observed results. The essential feature of this model is the description of the surface. Since the concern is for the interaction at low pressures of individual molecules with the surface, the model of the surface should be on a molecular scale. It is probable that any solid surface, on a molecular scale, is highly complex. There are ledges, several molecules high, as well as dislocations and lattice vacancies. The lattice parameters are not the same in the surface as in the bulk material because of the asymmetry of the potential field at the surface. In fact, the formulation of a complete description of a solid surface would be extremely difficult if not impossible on a molecular scale.

In order to resolve this difficulty, consider the fraction of the surface which is simple in structure compared with the fraction which is complex. Since complex structures will generally have a higher energy than simple structures, there will be a driving force tending to eliminate the complex structures by conversion to simpler configurations. The result is that the majority of the surface area will consist of simple configurations when considering an area of only a few molecules. Since the range of intermolecular forces is short, it should be possible to construct a model of a surface, consisting of simple arrangements of the molecules, which will be adequate for a semiquantitative description of the gas-surface interaction. A further simplification may be realized by treating the case of a monatomic gas interacting with the solid phase of the same material. This would be the case for argon gas interacting with a solid-argon surface. Although the solid surface may be amorphous, it can be considered to be locally crystalline. The structure of crystalline argon has been found to be face centered cubic. Therefore, there are two possible surface arrangements, both planar. These are the square array and the hexagonal array. In this work, the collision of hard sphere argon atoms with a surface made up of hard sphere argon atoms in either or both surface arrangements is considered. Thus far the model is similar to that used by Goodman (Ref. 1); however, he assumed that the orientation of the surface array was constant, whereas in the current work, the surface orientation is chosen randomly for each incident atom. Further, the surface atoms are considered to have a Maxwellian energy distribution which allows an estimation of the effect of surface temperature. To complete the model, a square-well potential is used so that a probability of condensation of an incident atom may be calculated. This potential also has an effect on the spatial distribution of those atoms which are reflected.

This model has been incorporated into a Monte Carlo computer program, the results of which show a semiquantitative agreement with the experimental data. Several effects have not been included since these are thought to be of second order and would unduly complicate the computer program. Among these are (1) motion of surface atoms into the surface, (2) the shape of the potential well, (3) departures of the surface from flatness, and (4) the width of the molecular beam. Of these effects, the most important
are believed to be the negative velocities of some surface atoms in a real surface and the departure of the real surface from flatness. By ignoring the possibility of negative surface atom velocities, the range of validity of the model is restricted to low surface temperatures, i.e., less than 50°K. The departure of a real surface from flatness is believed to be one of the reasons that the computer model gives narrower lobes than those observed experimentally.

1.2 CLASSICAL SCATTERING THEORIES APPLICABLE TO THE PRESENT WORK

Early studies of gas-surface interactions on a molecular scale quite naturally followed the development of the kinetic theory of gases. By 1910 the kinetic theory had suggested a family of parameters similar to the surface emissivity or absorptivity in radiation theory to describe the average effect of surfaces on gas flow without any model of the interaction or of the solid surface.

In 1914 Baule (Ref. 2) first attempted a model of the solid surface. He represented it as an array of noninteracting hard spheres initially at rest which were struck by hard sphere gas molecules. The interaction was instantaneous so that only one solid atom was involved per collision.

Following Baule, several gas-surface interaction theories were proposed based on both classical and the newly developed quantum mechanics. However, these models were generally one-dimensional, very complex, and dealt with energy transfer between the gas and the surface rather than the prediction of scattered spatial flux distributions. Only in recent years have more realistic three-dimensional scattering models been proposed.

At present, the most complete classical model of gas-surface interactions is that of Oman et al (Refs. 3, 4, and 5). The solid is represented by a regular array of lattice atoms, and it is assumed that the intermolecular forces applied to an incident gas atom may be described by a Lennard-Jones 6-12 potential summed over all solid atoms. By utilizing classical mechanics, the three-dimensional trajectory of a gas atom is determined by numerical computation. Results are obtained for the dependence of the reflected flux distributions and momentum transfer on the energy and angle of the incident atom, the point of impact, the mass ratio, the depth of the potential well, and the crystallographic structure of the solid surface. Oman has used a wide variety of conditions in this model, e.g., solids consisting of harmonic oscillators both coupled and uncoupled, realistic surface temperatures, other types of potential functions, etc., to study the relative importance of these phenomena. Although this model is perhaps the most general, its essential difficulty is that it is so complex and requires long computation times which limit the number of trajectories available for study.

A similar study has been performed recently by Goodman (Ref. 1) who used an array of hard spheres in a manner similar to the present work. The problem is simplified by assuming a hard sphere intermolecular potential for the gas-solid interaction. Also, the solid atoms are assumed to behave as independent hard spheres that are initially at rest. The results illustrate the dependence of the scattering pattern, as well as the momentum and energy transfer, on the energy and angle of the incident atoms, the mass ratio, the diameters of the spheres, and the crystallographic structure of the solid surface.
A more flexible, simple model designed to predict the variation of scattered flux distributions with the ratio of the surface to gas temperature has been developed by Logan, Keck, and Stickney (Refs. 6 and 7). They represent the surface of the solid as a set of independent smooth, plane, hard cubes whose velocity distribution normal to the surface is a one-dimensional Maxwell-Boltzmann distribution appropriate to the surface temperature. When a gas molecule strikes the surface cube at a given incident angle, the momentum exchange normal to the surface follows the law of hard spheres. The tangential component of momentum is left unchanged by the interaction. The scattered lobe shape depends on the incidence angle, the mass ratio, and the ratio of gas to surface temperatures. Agreement between the predicted angles of maximum lobe intensity and the measured values for argon-platinum argon-silver, etc., is fairly good.

A classical three-dimensional model of the interaction of rare gas atoms with clean metal surfaces at satellite velocities has been presented by Jackson (Ref. 8). The surface is assumed to be an ideal crystal plane with no thermal motion. The surface atoms are decoupled in collision and resume their original position after a collision. The surface field is modeled by repulsive hard sphere collisions at an appropriate radius of interaction and by a smooth normal attractive field due to the entire semi-infinite solid. Aside from the parameters which are fixed in an experiment, the model has two adjustable parameters: the interaction radius and the attractive field energy. A series of numerical experiments was performed, and flux and velocity distributions were found for a wide variety of situations.

SECTION II
FORMULATION OF A MATHEMATICAL HARD SPHERE MODEL

2.1 ASSUMPTIONS OF THE MODEL

An attempt has been made to analytically model the interaction of an inert, monatomic gas with its own solid phase as basically the collisions of hard spheres. Since there are no closed form solutions for multiple body interactions, it was decided to utilize a Monte Carlo approach for the computation of trajectories using the assumptions listed below. For trajectories from a surface at zero degree Kelvin, three random numbers are required: two to select the point of collision and one to specify the surface orientation. For surfaces not at zero degree, an additional random number is required for each encounter with a surface atom to select the energy exchange. The following assumptions have been made for a simplified hard sphere model:

Assumption 1. The validity of the classical mechanics approximation is assumed. Although this is an open question and cannot be proved or disproved at present, classical models have had some significant successes in experimental comparisons with other gas-surface systems.

Assumption 2. In spite of the enormous difficulty of mathematically describing a surface, a useful definition of a collision between a gas molecule and a surface can be proposed if one considers that the gas molecule interacts only with a very small area of the surface. Thus, short range crystal order is assumed even if the actual surface is
amorphous. With this assumption, there remain only two possibilities for the surface configuration, i.e., hexagonal or square arrays (Fig. 1, Appendix I).

**Assumption 3.** Multiple collisions between an incident ray (molecule) and several surface atoms are possible. It is assumed that the gas molecule striking a square array remains in a square array until it leaves the surface and likewise for the hexagonal array. Since only a small fraction of the incident molecules will undergo more than two collisions in the surface, the assumption should not lead to serious error.

**Assumption 4.** The surfaces of short range order are both molecularly flat (i.e., the centers of all the surface atoms on the average lie in a plane) and are parallel to the macrosurface. This assumption will have the effect of making the calculated spatial distributions of reflected molecules narrower than the observed distributions.

**Assumption 5.** The surface atoms interact with the gas atoms as decoupled particles, i.e., forces among the surface atoms are negligible in the collisions.

**Assumption 6.** All collisions of the incident gas atom are with surface atoms in their equilibrium positions.

**Assumption 7.** The surface atoms have no initial velocities before collision. A more general case is formulated in Section 3.2 for surface atoms having a Maxwell-Boltzmann velocity distribution corresponding to the surface temperature.

**Assumption 8.** The repulsive part of the interaction is represented by a hard sphere collision. In Section 3.1, an attractive surface field energy is included in the model.

### 2.2 DETAILS OF THE MODEL AND COMPUTATION

#### 2.2.1 The Macrosurface Interaction

If the radius of the incoming gas atom is reduced to zero and the radius of the surface atom is doubled, there will be no change in the resultant trajectories, but the geometry is simplified by this transformation. The relation of a transformed surface module to its corresponding surface array (square or hexagonal) is shown in Fig. 2. In Fig. 3 the surface modules, the coordinate systems, and the micro- and macrosurfaces used in the analytical formulation of the model are depicted.

The point of incidence of an incoming ray (molecule) on the macrosurface of the module is randomly selected. The orientation of the surface module relative to the plane formed by the incident ray and the macrosurface normal is randomized by an angle P (Fig. 4). The angle P varies over a range from -45 to 45 deg for the square array, and from -30 to 30 deg for the hexagonal array; the ranges were selected on the basis of symmetry.
For a given angle of incidence and randomizing angle P, the direction cosines of the incident ray are determined. The magnitude (i.e. velocity) of the incident ray vector, \( \mathbf{I} \), is given by \( \sqrt{2E_i/m} \) where \( E_i \) is the incident energy and \( m \) is the mass of the incoming gas atom. Thus, the coordinates of the point of incidence and the direction cosines of the incident ray are determined with respect to the macrosurface.

### 2.2.2 The Microsurface Interaction

To follow the ray from the macrosurface to the point of collision on the microsurface, the macrocoordinate system is subjected to a geometric transformation to a microcoordinate system which is normal and tangent to the surface of the spherical cap, i.e., microsurface (Fig. 3). The tangential component, \( I_T \), of the momentum is conserved at the microsurface. The normal component, \( I_N \), of the momentum is exchanged with the microsurface. Since the surface is assumed to be initially at rest (Assumption 7), the micronormal component of momentum of the reflected atom is zero after the collision.

After the exchange of the micronormal momentum and conservation of the microtangential momentum, the microcoordinate system is transformed once again to the macrocoordinate system, and a new set of direction cosines is computed. If the direction of the exiting ray is such that it intersects the macrosurface, the final energy and trajectory are computed, and the ray is placed in the normal polar directional map. However, if the direction is such that the gas atom exits through the side of the surface module, the computer shifts the module and treats the exiting gas atom as a new incident ray.

### 2.2.3 The Normal Polar Directional Map

Those exiting atoms which intersect the macrosurface are placed in a spatial distribution map. The normal polar directional map is shown in Fig. 5. The map is divided into cells of constant area simulating the experimental condition of a constant area flux detector. The cells are defined by dividing the cosine of the polar angle (range 0 to 1 deg) into 25 equal increments and by dividing the azimuthal angle (range 0 to 180 deg) into 18 equal increments, giving a total of 450 cells each covering \( \pi/450 \) steradians.

### 2.3 SPATIAL DISTRIBUTIONS

#### 2.3.1 General Features of the Scattering Patterns

The theoretical results presented in this and succeeding sections are representative samples chosen to show the effects of the number of trajectories and the surface arrays on the spatial distributions. For these sample sets, only a representative subset of data is presented; in particular, results in two characteristic planes which correspond to those for which the experimental data are available. With reference to the coordinate system in Fig. 6, these planes are:

1. The principal plane (\( \phi = 0 \))
2. The transverse lobal plane (\( \theta_r = \theta_{rm} \))
The angle \( \theta_{rm} \) refers to the position in the principal plane where the reflected intensity is a maximum. In-plane scattering is displayed in the principal plane, and out-of-plane scattering is presented by way of the transverse lobal plane (Fig. 6). Input conditions for the computer program are the incident angle, incident energy, and surface array. With the formulation of the physical hard sphere model (Section III), the inputs of surface attractive field energy and surface temperature are added.

2.3.2 Hard Sphere Results

Since spurious results could possibly arise because of statistical effects, one must have sufficient trajectories to produce adequate and accurate scattering distributions. Since the convergence of the Monte Carlo technique used in the mathematical formulation of the model is unknown a priori, one must find the distribution for increasing numbers of trajectories and note how the distribution changes. A range of trajectory numbers was calculated (10,000, 20,000, 40,000) for an incident angle, \( \theta_i \), of 70 deg and an incident energy, \( E_i \), of 0.5 ev. The in-plane scattering distributions for these cases are presented in Fig. 7. By assuming the 40,000 trajectory case to be the most accurate, it is observed that the 10,000 and 20,000 cases are a very good approximation to the 40,000 case. However, there is no guarantee that the same number of trajectories will yield uniformly valid distributions, and thus throughout the present work any unusual distribution was pursued to higher trajectory numbers to verify its validity or to eliminate it as spurious.

The cases presented in Fig. 7 are equally divided between the hexagonal and square surface arrays. A comparison of the in-plane distributions of these arrays is presented in Fig. 8. Scattering from the square array gives a slightly broader distribution and more pronounced “diffraction” lobes than the hexagonal array. Nevertheless, there are no important differences between the two scattering patterns, and results in the following sections will be divided evenly between the hexagonal and square arrays.

SECTION III

FORMULATION OF A PHYSICAL HARD SPHERE MODEL

3.1 THE SURFACE FIELD ENERGY

3.1.1 Inclusion of the Surface Field Energy in the Model

The interaction of an incident gas atom with a surface consists of two parts: a long range attractive part and a short range repulsive part. To include the effect of an attractive surface field energy, \( E_A \), in the model, a square-well potential function is assumed (Fig. 9), and its alterations of the energies and trajectories of the gas atoms are the criteria proposed by Goodman (Ref. 9). Thus, to the initial incoming energy, \( E_i \), a constant attractive potential energy, \( E_A \), is added, i.e., conservation of energy at the macrosurface requires

\[
E_f = E_i + E_A
\]
Also the trajectory of the incoming molecule is changed at the macrosurface by considering an energy balance associated with the macronormal direction (Fig. 10),

\[ E_i \cos^2 \theta_i = E_i \cos^2 \theta_i + E_A \]

The repulsive part of the interaction is still represented by a hard sphere collision as in the initial model. The microtangential component of momentum is conserved, whereas the micronormal component of the incoming gas atom is exchanged with the surface.

After having undergone the energy exchange in the repulsive interaction, the attractive potential decreases the energy, \( E_f \), of the exiting gas atom, i.e., conservation of energy at the macrosurface requires

\[ E_F = E_i - E_A \]

Also, an energy balance associated with the micronormal direction alters the trajectory by

\[ E_F \cos^2 \theta_F = E_i \cos^2 \theta_i - E_A \]

If the final exiting energy, \( E_F \), is less than the attractive potential energy, \( E_A \), then the gas atom is assumed to be captured by the surface. If \( E_F > E_A \) and the final exiting angle, \( \theta_F \), is less than 90 deg (\( \theta_F \) is measured with respect to the surface macronormal), then the gas atom escapes. However, if \( E_F > E_A \) and \( \theta_F \geq 90 \text{ deg} \), the gas atom “hops” on the surface.

### 3.1.2 Theoretical Estimation of the Surface Field Energy

The attractive potential energy, \( E_A \), plays an important role in gas-surface interactions. Unfortunately, the determination of a definitive value of \( E_A \) with enough accuracy to justify its confident use in a gas-surface interaction theory is not currently possible. Nevertheless, attempts have been made to determine reasonable values of the surface field energy.

Perhaps the most obvious method of evaluating \( E_A \) is by integration of a free space potential over the semi-infinite solid (Ref. 10). That is, it is assumed that an interatomic potential acts between a gas atom and each element of the solid, and the total potential acting on the gas atom is obtained by integrating over all elements in the solid. By using the attractive part of the Lennard-Jones potential, i.e., \( 4\epsilon \sigma^6 / r^6 \) where \( \epsilon \) is the well-depth, \( r \) is the center-to-center distance between two atoms, and \( \sigma \) is the value of \( r \) when the potential is zero, the surface field energy is estimated to be

\[
E_A = -4\epsilon \sigma^6 \rho \int_0^\infty \int_0^\infty \int_0^{2\pi} \frac{R \, dR \, d\theta \, dr}{[(s + r)^2 + R^2]^{3/2}} = \frac{2\epsilon \sigma^6 \rho \pi}{3s^3}
\]

The integration has been done in a cylindrical coordinate system (Fig. 11) where \( s \) is the height of the gas atom above the surface and \( \tau \) is the depth of the potential element.
below the surface. The parameter \( \rho \) is the number density per unit cell and is defined as \( \rho = n/d^3 \) where \( n \) is the number of atoms per unit cell and \( d \) is the interatomic spacing. In order to obtain a value of \( E_A \), some value of \( s \) must be assumed to represent the distance from the surface where the field is cut off. There are a few likely possibilities for this cutoff: \( \sigma, d, \) and \( r_0 \) (Lennard-Jones well-depth distance = \( 2^{1/6} \sigma \)). Unfortunately, there is no strong reason for using any one of these values and in effect a wide range of \( E_A \) values can be produced by various choices (Table I, Appendix II). Also, estimates of \( E_A \) depend on the Lennard-Jones potential parameters and are subject to any errors in the estimation of these parameters.

Some previous theories (Refs. 1 and 6) have generally assumed that \( E_A \) is the well-depth parameter, \( e \), associated with the Lennard-Jones 6-12 or Morse intermolecular potential functions for the gas-surface systems under study. However, such an assumption implies that the interaction involves only a single gas atom and a single surface atom, with the attractive effect of the neighboring surface atoms being neglected. Also, the validity of the application of the combination rule (Ref. 11) for obtaining the well-depth is questionable since in the previously studied systems the individual well-depths of the gas and surface atoms have very different values, e.g., for argon \( e/k = 120^\circ \) K and for tungsten, \( e/k = 11,500^\circ \) K.

In the actual physical case, the surface field energy must be related to the macroscopic heat of sublimation, i.e., the amount of energy required, on the average, to take an atom from the bulk solid to the gaseous phase. Since the gas-solid interface is being considered, one would expect that the surface field energy is some fraction of the total heat of sublimation. The variation with surface temperature of the heat of sublimation of solid argon at equilibrium is shown in Fig. 1 (Ref. 12).

It is clear from this brief survey that \( E_A \) cannot be accurately determined. Thus, the attractive surface field energy will be an adjustable parameter in the model. Nevertheless, a comparison of the experimental and theoretical results based on various values of \( E_A \) is presented in the following sections.

### 3.1.3 Spatial Distributions and Capture Coefficients

The in-plane normalized spatial distributions for various values of the surface field energy are shown in Fig. 13. With the inclusion of \( E_A \) in the model, one observes that the scattering patterns become narrower than the distributions presented in Figs. 7 and 8. This narrowness is due to the high probability of capture of rays undergoing multiple collisions with the surface. For the case \( E_A = 0 \), multiple collision rays would have tended to broaden the spatial distribution since there was no capture mechanism. Also, the angle of maximum reflected intensity, \( \theta_{rm} \), becomes larger (i.e., lies closer to the surface) for the nonzero surface field energy cases. However, there was not an appreciable shift in \( \theta_{rm} \) over the range of \( E_A \) values in Fig. 13.

The beam capture coefficient is a very strong function of the surface field energy as shown in Fig. 14. Its value varies for an argon model from 0.075 for \( E_A/k = 257^\circ \) K (value estimated from integration of the Lennard-Jones potential with \( s = \sigma \); see Table I)
to 0.996 for $E_A/k = 934^\circ \text{K}$ (value of the full heat of sublimation). In the following sections, a value of $E_A$ will be selected which most closely reproduces the experimental results. However, it is encouraging that realistic values of the capture coefficient lie between the physical limits of the argon-argon system; i.e., $E_A/k = 120^\circ \text{K}$ (Lennard-Jones well-depth) is the lower limit, whereas $E_A/k = 934^\circ \text{K}$ (full heat of sublimation) is the upper limit.

3.2 THE SURFACE TEMPERATURE

3.2.1 Exchange of Micronormal Momentum

A more realistic surface can be modeled if the surface temperature is considered. It will be assumed that the surface atoms have an equilibrium distribution of velocities at the temperature of the solid. The exchange of the micronormal component of momentum between an incident gas and a surface atom is accomplished by calculating the probability, $P_s$, that a surface atom has a velocity less than a given velocity, say $V_n$, in the micronormal direction, i.e.,

$$P_s = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{V_n} \exp \left\{- \frac{m}{2kT_s} V^2 \right\} \frac{mV^{2\sqrt{2}E_A}}{2kT_s} dV = \frac{1}{2} + \frac{1}{2} \text{erf} \left( \sqrt{\frac{m}{2kT_s}} V_n \right)$$

where $T_s$ is the surface temperature and $m$ is the mass of a surface atom. A sketch of $P_s$ versus $\sqrt{m/2kT_s} V_n$ is shown in Fig. 15a. However, there is an attractive potential energy, $E_A$, associated with the collision of a gas atom on the surface array. Since a square-well potential is assumed, the corresponding impulsive attractive force tends to "pull" the surface atom toward the incoming gas atom. Those surface atoms having negative velocities in the micronormal direction will suffer a reversal of momentum due to the impulsive attractive force unless the energy associated with the micronormal direction is greater than $E_A$. Since the surface has an equilibrium distribution of energies, the fraction, $F$, of surface atoms with kinetic energy equal to or greater than $E_A$ is given by Ref. 13,

$$F = 1 + \frac{2}{\sqrt{\pi}} \sqrt{\frac{E_A}{kT_s}} e^{-\frac{E_A}{kT_s}} \text{erf} \left( \sqrt{\frac{E_A}{kT_s}} \right)$$

If $F$ is small, the negative surface velocities may be neglected, and $P_s$ can be represented as shown in Fig. 15b. For all cases studied, $F$ is small, e.g., for the argon-argon system $T_s = 13^\circ \text{K}$, $E_A/k \geq 120^\circ \text{K}$ (Lennard-Jones well-depth), and $F \leq 0.0003$. Thus, negative surface velocities have been neglected for all computer calculations, and $P_s$ has the approximate functional form,

$$P_s = \text{erf} \left( \sqrt{\frac{m}{2kT_s}} V_n \right) V_n \geq 0$$

The value of $P_s$ is randomly selected, and the corresponding argument of the error function is determined. The calculated value of the micronormal velocity of the surface atom is then exchanged with the corresponding component of the incident ray.
3.2.2 Spatial Distributions and Capture Coefficients

The in-plane normalized spatial distributions for various surface temperatures are shown in Fig. 16 for a 70-deg incident beam. It is observed that the inclusion of surface temperature in the model tends to broaden the reflected distributions. The in-plane scattering is significantly increased when the surface temperature is raised from 0°K to 13.5 and 23°K.

A numerical test case was run for a 0.50-ev beam incident at 70 deg upon a 13.5°K surface with an attractive field energy of \( E_A/k = 467°K \). The capture coefficient for this case was 0.28 as compared with 0.68 for conditions which were identical with the exception that \( T_s = 0°K \). Thus, the beam capture coefficient is a strong function of the surface temperature.

Normalized distributions for test cases at various incidence angles and \( E_A/k = 467°K \) are presented in Fig. 17. It may be concluded that the shape of these in-plane distributions are independent of the angle of incidence. Also, comparing the in-plane distributions with their corresponding out-of-plane patterns at \( \theta_r = \theta_{rm} \) (Fig. 18), one observes that the out-of-plane distributions are broader than those in-plane. As the angle of incidence decreases, the transverse lobal plane distributions become broader.

3.3 SUMMARY OF THE PHYSICAL HARD SPHERE MODEL

A hard sphere model with an attractive surface field energy and surface temperature has been formulated in Sections II and III. The model has a single adjustable parameter, i.e., \( E_A \), the attractive surface field energy. From the arguments of Section 3.1.2, one concludes that a calculation of \( E_A \) would be highly presumptuous because of the simplicity of the theoretical formulation. Also, negative surface velocities in the micronormal direction have been neglected based on the low probability of their occurrence. The theoretical model will be tested in Section IV by comparison with the experimental data of Busby and Brown (Ref. 14) for the argon-argon gas-surface system. Since a very simple theoretical model has been used to describe a very complex interaction phenomenon, only qualitative agreement with the experimental results should be anticipated.

SECTION IV
COMPARISON WITH EXPERIMENTAL DATA

4.1 THE BEAM CAPTURE COEFFICIENT

As previously stated in Section 3.1.1, the theoretical beam capture coefficient is defined as the ratio of the number of rays captured to the total number of incident rays, whereas its experimental value is determined as described in Ref. 14. The experimental beam capture coefficient was defined as

\[
C_b = 1 - \tilde{n}_r/\tilde{n}_i
\]
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where $\vec{n}_r$ is the total reflected flux and $\vec{n}_i$ is the total incident flux. The reflected beam flux is the difference between the total gas flux leaving the surface and the evaporation flux. In the experiments, the evaporation flux was not detectable. Since the evaporation flux can be neglected over the experimental range of conditions, the definition of the experimental and theoretical beam capture coefficients are equivalent. A comparison of the experimental and theoretical beam capture coefficients will be made as the beam incidence angle, beam energy, and surface temperature are varied.

4.1.1 Variation of Beam Incidence Angle

The experimentally measured beam capture coefficients and their corresponding theoretically determined values for various angles of incidence are shown in Fig. 19. Both the theoretical and experimental capture coefficients are monotonically decreasing functions as the angle of incidence increases for $E_i = 0.50, 0.43, 0.37,$ and $0.30$ ev.

The magnitude of the attractive surface field energy, $E_A/k$, was selected to be $590^\circ K$ for the theoretical calculations since this value gave satisfactory agreement between theory and experiment. However, one cannot with confidence place a great deal of physical significance on the selected value of $E_A$ because of the extreme simplicity of the model. Nevertheless, it is observed in this and succeeding sections that, once the theoretical value of $E_A$ is fixed ($E_A/k = 590^\circ K$ for the argon-argon system at $T_s = 13.5^\circ K$), the agreement between theory and experiment is consistent in at least three ways: (1) capture coefficients for various incidence angles (Section 4.1.1), (2) capture coefficients for various beam energies (Section 4.1.2), and (3) spatial distributions (Section 4.2). This consistency gives credence to the model even though the absolute physical value of $E_A$ is unknown.

4.1.2 Variation of Beam Incident Energy

A comparison of the theoretical and experimental beam capture coefficients for various incidence energies is presented in Fig. 20. The coefficients are monotonically decreasing functions as the beam incidence energy increases for $\theta_i = 30, 45, 60,$ and $70$ deg. The value of $E_A/k$ is still $590^\circ K$, and agreement between theory and experiment is consistently good over the range of conditions.

4.1.3 Variation of Surface Temperature

Since it is assumed that the surface field energy is related to the heat of sublimation, the value of $E_A$ changes as the surface temperature is varied. The equilibrium value of the heat of sublimation, $H_s$, for argon was shown in Fig. 12 as $T_s$ increases. Although the molecular beam-solid surface interaction is a nonequilibrium process, $H_s$ still increases as $T_s$ increases over the experimental surface temperature range from 13 to $23^\circ K$.

A comparison of the experimental and theoretical capture coefficients as surface temperature varies is shown in Fig. 21. Values of $E_A$ were selected such that close agreement between the measured and calculated values was obtained. A comparison of $H_s$
and $E_A$, normalized by their values at 13°K, for various surface temperatures, is presented in Fig. 22. These empirical values are larger than the equilibrium values. There are at least three possible explanations for this discrepancy:

1. The experimental data could be in error. The surface temperature experiments were the most difficult to perform because of the problem of maintaining the target at a constant temperature.

2. The heat of sublimation into a vacuum is somewhat higher than the equilibrium value. Although the value of $H_s$ would increase as $T_s$ increases, it is not of such magnitude as to account for the corresponding values of $E_A$.

3. It is possible that the comparatively large values of $E_A$ result from second-order effects which may become important at higher surface temperatures such as the shape of the potential function, etc. Such effects are not and cannot be included in the model.

4.2 THE SPATIAL DISTRIBUTIONS

The theoretical and experimental data presented in this section are representative samples chosen to show the effects of varying beam incidence angle and energy on the reflected spatial distributions. A comparison between the experimental and theoretical in-plane scattering patterns is shown in Figs. 23 through 27 for various beam incidence conditions.

An increase in scatter in the theoretical data is observed as the incidence angle and energy decrease. This is due to the increase in the capture coefficient; i.e., the number of rays in a particular spatial distribution cell decreases as the probability of capture increases, and the theoretical distributions will be less smooth because of the decrease in the number of samples. Nevertheless, the theoretical trends are evident, and the large increase in computer time necessary to produce smooth distributions was not considered justifiable.

Both the theoretical and experimental in-plane spatial distribution lobes have maxima at approximately 75 deg. However, in all cases the theoretical distributions are much more narrow than their corresponding experimental lobes. The narrowness may be attributed to the following:

1. The surface is assumed to be planar (Assumption 4), and thus the broadening effects of surface roughness have not been considered. The structure of the surface is the largest experimental unknown (Ref. 14), and thus no estimate of the magnitude of the surface roughness can be confidently made. Also, the inclusion of surface roughness in the model would inordinately increase the computation time.
2. The finite width of the experimental molecular beam has not been included in the model. The theoretical distributions are the result of scattering from an area the size of a single surface module.

3. The change in the radius of the module spherical cap, R (sum of the radii of the initial gas and surface atoms), is not considered. As the energy of the incident gas atom increases, the depth of penetration into the repulsive potential field of the surface atom increases. Thus, the effective value of R decreases as $E_i$ increases, and the surface appears to be rougher to the incident ray thus broadening the scattering distribution. The concept of an effective radius as a function of gas energy for a hard sphere model was proposed by Sutherland (Ref. 15) in 1893. However, his theory can only be properly applied for the collisions of free gas atoms.

Computational difficulties arise in the model if a variable R is included. Rays undergoing multiple collisions are partially accommodated, i.e., R changes during each collision, and this would give rise to geometrical computational problems.

Thus, these three effects would tend to broaden the scattering distributions. Their effects are only mentioned and not included since the model would become unjustifiably complicated, i.e., other adjustable parameters would have to be included and the comparison between theory and experiment would become an exercise in curve fitting.

SECTION V

CONCLUSIONS

A classical theoretical model for gas-surface interaction has been formulated and compared with the experimental data for the gaseous-argon solid-argon system. The theoretical interaction was modeled as basically the collision of hard spheres with the inclusion of surface temperature and an attractive surface field energy. The model has a single adjustable parameter, $E_A$. However, when a value of $E_A$ is chosen, it remains fixed for all beam incidence conditions. The model does not include the physical conditions of surface roughness, finite beam width, and a variable depth of penetration into the repulsive potential field of the surface atoms.

Surprisingly, the theoretical results from this exceedingly simple model exhibit nearly every characteristic of the experimental observations. These characteristics may be summarized as follows:

1. The angle of maximum reflected intensity for both theory and experiment was independent of the beam incidence angles, incident energies, and surface temperatures studied and was approximately equal to 75 deg (Section 4.2).
2. The experimental and theoretical beam capture coefficients are monotonically decreasing functions as the beam incidence angle or energy increases (Sections 4.1.1 and 4.1.2).

3. The shapes of the normalized in-plane spatial distributions are independent of the angle of incidence (Section 3.2.2).

4. The out-of-plane spatial distributions are broader than their corresponding in-plane patterns (Section 3.2.2).

Since the theoretical model can be used consistently to qualitatively describe the experimental data, several general conclusions can be reached concerning the actual physical gas-surface interaction:

1. Classical mechanics appears to be a sufficient level of description for the interaction of a monatomic gas with its own solid phase. Quantum effects seem to be at least of second order.

2. A hard sphere model is adequate to predict the gas-solid collision properties in the range of the experimental conditions although the theoretical spatial distributions are narrower than those experimentally measured.

3. The experimental results indicated that energy transfer between the incident atoms and surface was very efficient, e.g., at $\theta_1 = 0$ deg and $E_i = 0.50$ ev, the capture coefficient was greater than 0.99. This fact required the selection of a significantly higher value of the attractive surface field energy (the basis for the theoretical capture criterion) than has been used for other gas-surface systems (Refs. 1, 6, 8, and 9). However, this value was still within the physical limits of the gas-surface system under study (Section 3.1.3). Nevertheless, it must be emphasized that the theoretically determined value of $E_A$ is probably a strong function of the model used to describe the interaction but should not be interpreted as the absolute physical value of the surface field energy.

When more complete experimental results are obtained, in particular, energy and momentum accommodation measurements, the validity of the present model may be tested even further.
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<td>0.79$e$</td>
<td>95</td>
</tr>
<tr>
<td>3.84(d)</td>
<td>0.81$e$</td>
<td>97</td>
</tr>
</tbody>
</table>
A classical theoretical model for gas-surface interaction has been formulated and tested using the experimental data for the gaseous-argon, solid-argon system. The theoretical interaction is modeled as the collision of hard spheres with the inclusion of surface temperature and an attractive surface field energy which is the only adjustable parameter in the formulation. The theoretical results from this exceedingly simple model exhibit nearly every characteristic of the available experimental data for argon. Several general conclusions about the actual argon-argon interaction were made. First, classical mechanics appeared to provide a useful description for the interaction. Second, a hard sphere model was adequate to predict the gas-solid collision properties over the range of experimental conditions although the theoretical spatial distributions are narrower than those experimentally measured. Third, in order to match the experimental capture coefficient data, the magnitude of the surface field energy was nearer the heat of sublimation rather than the Lennard-Jones or Morse potential well-depth values.
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