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Introduction

We normally distinguish between two classes of algorithms: deterministic algorithms and non-deterministic algorithms. A deterministic algorithm defines a single-valued (partial) function, while a non-deterministic algorithm defines a many-valued function. Therefore, while there are only few properties of interest (mainly, termination, partial correctness, total correctness, partial equivalence, equivalence and total equivalence) for deterministic algorithms, there are many more (including partial determinacy, total determinacy and several additional varieties of termination, correctness and equivalence) for non-deterministic algorithms.

Several works have recently formalized properties of algorithms in first-order predicate calculus (see Manna [8]). The importance of such formalization is clear considering the current power of mechanical theorem proving techniques, which hopefully will be further improved in the next few years. Unfortunately there are properties (such as equivalence) that cannot be formalized by a first-order formula; however, they can be formalized by a second-order formula (see Cooper [4]).

In this work we show that for any given algorithm, it is always possible to formalize all its properties by second-order formulas, if one knows how to formalize its 'partial correctness' by a second-order formula.

This result is of special interest since 'partial correctness' has already been formalized for many classes of deterministic algorithms, such as flowchart programs (Floyd [6] and Manna [7]), functional programs (Manna and Pnueli [10]), and Algol-like programs (Ashcroft [1] and Burstall [3]); and also for certain classes of non-deterministic algorithms, such as non-deterministic programs (Manna [9]) and parallel programs (Ashcroft and Manna [2]).

Papers closely related to this work are those of Cooper [5] and Park [11].
I. PARTIAL FUNCTIONS

Let \( y = f(x) \) be a partial function mapping \( D_x \) (called the input domain) into \( D_y \) (called the output domain). That is, for every \( x \in D_x \), \( f(x) \) is either defined (notation: \( *f(x) \)) or undefined. A function that is defined for all values of its input domain is called total. A function whose output domain is \{true, false\}, \{T, F\} for short, is called predicate.

Basic definitions

Let \( \psi(x, y) \) be a total predicate over \( D_x \times D_y \) and let \( f:D_x \). We say that

1. (a) \( f(x) \) is partially correct w.r.t. \( \psi \) if \( *f(x) \quad \psi(x, f(x)) \);

(b) \( f(x) \) is totally correct w.r.t. \( \psi \) if \( *f(x) \land \psi(x, f(x)) \).

Let \( y = f_1(x) \) and \( y = f_2(x) \) be any two comparable partial functions, i.e., partial functions with the same input domain \( D_x \) and the same output domain \( D_y \). We say that:

2. (a) \( f_1(x) \) and \( f_2(x) \) are partially equivalent if

\[ *f_1(x) \land *f_2(x) \Rightarrow f_1(x) = f_2(x) \];

(b) \( f_1(x) \) is an extension of \( f_2(x) \) if

\[ *f_2(x) \Rightarrow [*f_1(x) \land f_1(x) = f_2(x)] \];

(c) \( f_1(x) \) and \( f_2(x) \) are equivalent if

\[ [*f_1(x) = *f_2(x)] \land [*f_1(x) \land *f_2(x) \Rightarrow f_1(x) = f_2(x)] \];

(d) \( f_1(x) \) and \( f_2(x) \) are totally equivalent if

\[ *f_1(x) \land *f_2(x) \land f_1(x) = f_2(x) \].

Throughout the paper we are assuming that the connectives have the following precedence: \( \sim, \land, \lor, \Rightarrow \) and \( = \). Thus \( \sim \) is more binding than \( \land \), \( \land \) is more binding than \( \lor \), and so on.
Let $y_1 = f_1(x_1), \ldots, y_n = f_n(x_n)$ be partial functions with input domains $D_1, \ldots, D_n$ and output domains $D_{y_1}, \ldots, D_{y_n}$, respectively.

Let $\bar{\psi}(x_1, y_1, \ldots, x_n, y_n)$ be any total predicate over $D_1 \times D_{y_1} \times \cdots \times D_n \times D_{y_n}$.

We say that:

1. (a) $f_1(t_1), \ldots, f_n(t_n)$ are partially correct w.r.t. $\bar{\psi}$ if

   $\ast f_1(t_n) \wedge \cdots \wedge \ast f_n(t_n) \Rightarrow \bar{\psi}(f_1(t_1), \ldots, f_n(t_n))$;

2. (b) $f_1(t_1), \ldots, f_n(t_n)$ are totally correct w.r.t. $\bar{\psi}$ if

   $\ast f_1(t_1) \wedge \cdots \wedge \ast f_n(t_n) \wedge \bar{\psi}(f_1(t_1), \ldots, f_n(t_n))$.

For $k = 1$ we obtain properties 1(a) and 1(b) as special cases of properties 2(a) and 2(b), respectively. Note that the case $k = 2$ and $f_1$ is identical to $f_2$, can be used to define some properties of a single function which cannot be defined by 1(a) or 1(b).

For example, the property that a function $f$ mapping integers into integers is defined and monotonically increasing (i.e., $x > x' \Rightarrow f(x) > f(x')$), is exactly the case where the functions $f$ and $f'$ (where $f'$ is identical to $f$) are correct w.r.t. $\bar{\psi}(x, y, x', y') : x > x' \Rightarrow y > y'$.

For $k = 2$ and $\bar{\psi}(x_1, y_1, x_2, y_2) : x_1 = x_2 \Rightarrow y_1 = y_2$ we obtain properties 2(a) and 2(d) as special cases of 3(a) and 3(b), respectively.
The formalization

Suppose that we can formalize the property of $f$ being partially correct by a second-order formula $w(x,q)$ in the following sense:

For every $f \in D_x$ and for every predicate $\forall(x,y)$ over $D_x \times D_y$:

$$w(f,q) \text{ if and only if } \forall(f) \supset \forall(f,q(f)) .$$

I.e., $w(f,q)$ is true if and only if either $f(t)$ is undefined, or $f(t)$ is defined and $\forall(f,q(t))$ is true.

Note that the following two properties of $w(x,q)$ are always true.

For every $f \in D_x$:

(i) $w(f,q)$ and therefore $\forall w(f,q)$, and

(ii) $\sim \forall(f) \supset \forall(q(f,q)) .

Theorem 1

0. $f(t)$ is defined if and only if $\sim w(f,q) ;$

1. (a) $f(t)$ is partially correct w.r.t. $\forall$ if and only if $w(f,q) ;$

(b) $f(t)$ is totally correct w.r.t. $\forall$ if and only if $\sim w(f,q) ;$

2. (a) $f_1(t)$ and $f_2(t)$ are partially equivalent if and only if $\forall q[w_1(t,q) \lor w_2(t,q)] ;$

(b) $f_1(t)$ is an extension of $f_2(t)$ if and only if $\forall q[w_1(t,q) \supset w_2(t,q)] ;$

(c) $f_1(t)$ and $f_2(t)$ are equivalent if and only if $\forall q[w_1(t,q) \equiv w_2(t,q)] ;$

(d) $f_1(t)$ and $f_2(t)$ are totally equivalent if and only if $\forall q[\sim w_1(t,q) \lor \sim w_2(t,q)] ;$

We write $w(x,q)$ to indicate that the wff $w$ has no free variables except the individual variable $x$ and the predicate variable $q$.
2. (a) \( f_1(t_1), \ldots, f_n(t_n) \) are partially correct w.r.t. \( \bar{\psi} \) if and only if
\[
\exists q_1 \ldots \exists q_n [ q_1(t_1, q_1) \land \ldots \land q_n(t_n, q_n) \land \\
\forall q_1 \ldots \forall q_n [ q_1(t_1, q_1) \land \ldots \land q_n(t_n, q_n) \Rightarrow \bar{\psi}(t_1, q_1, \ldots, t_n, q_n) ] ;
\]
(b) \( f_1(t_1), \ldots, f_n(t_n) \) are totally correct w.r.t. \( \bar{\psi} \) if and only if
\[
\forall q_1 \ldots \forall q_n [ q_1(t_1, q_1) \land \ldots \land q_n(t_n, q_n) \Rightarrow \\
\exists q_1 \ldots \exists q_n [ q_1(t_1, q_1) \land \ldots \land q_n(t_n, q_n) \land \bar{\psi}(t_1, q_1, \ldots, t_n, q_n) ] .
\]

Proof of Theorem 1

0. \( \bar{\psi}(t, \bar{\psi}) \Rightarrow \bar{\psi}(t) \Rightarrow \bar{\psi} \Rightarrow \bar{\psi}(t) \).

1. (a) \( \psi(t, \bar{\psi}) \Rightarrow \bar{\psi}(t) \Rightarrow \psi(t, \bar{\psi}) \).
(b) \( \bar{\psi}(t, \psi) \Rightarrow \psi(t, \bar{\psi}) \Rightarrow \bar{\psi}(t, \psi) \).

2. (a) \( \forall q [ \psi(t, q) \land \psi_2(t, \neg q) ] \Rightarrow \exists q [ \neg \psi(t, q) \land \psi_2(t, \neg q) ] \\
\Rightarrow \exists q [ \neg \psi(t, q) \land \psi_2(t, \neg q) ] \Rightarrow \forall q [ \neg \psi(t, q) \land \psi_2(t, \neg q) ] \\
\Rightarrow \neg \psi(t, q) \land \psi_2(t, \neg q) \\
\Rightarrow \neg [ \psi_1(t, q) \land \psi_2(t, \neg q) ] .

(b) \( \neg \forall q [ \psi_1(t, q) \land \psi_2(t, q) ] \Rightarrow \exists q [ \neg \psi_1(t, q) \land \neg \psi_2(t, q) ] \\
\Rightarrow \exists q [ \neg \psi_1(t, q) \land \neg \psi_2(t, q) ] \\
\Rightarrow \exists q [ \neg \psi_1(t, q) \land \neg \psi_2(t, q) ] \\
\Rightarrow \exists q [ \neg \psi_1(t, q) \land \neg \psi_2(t, q) ] \\
\Rightarrow \neg [ \psi_1(t, q) \land \psi_2(t, q) ] .

\[ \neg [ \neg \forall C ] \text{ is logically equivalent to } \neg [ \forall C ] \text{.} \]

\[ \neg [ \forall B ] \text{ is logically equivalent to } \neg [ B \Rightarrow A ] \text{.} \]
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(c) \( \forall q[ w_1(t,q) \equiv w_2(t,q)] \)

\[ \Rightarrow \forall q[ [ w_1(t,q) \supset w_2(t,q)] \land [ w_2(t,q) \supset w_1(t,q)] \]

\[ \Rightarrow \forall q[ w_1(t,q) \supset w_2(t,q)] \land \forall q[ w_2(t,q) \supset w_1(t,q)] \]

then use 2(b).

(d) \( \sim \forall q[ \sim w_1(t,q) \lor \sim w_2(t,\sim q)] \Rightarrow \forall q[ w_1(t,q) \land w_2(t,\sim q)] \)

\[ \Rightarrow \exists q[[ \sim f_1(t) \supset q(t, t_1(t))] \land [ \sim f_2(t) \supset \sim q(t, t_2(t))] \]

\[ \Rightarrow \exists q[[ \sim f_1(t) \land \sim f_2(t)] \lor [ \sim f_1(t) \land q(t, t_2(t))] \]

\[ \lor [ q(t, t_1(t)) \land \sim f_2(t)] \lor [ q(t, t_1(t)) \land q(t, t_2(t)))] \]

\[ \Rightarrow \exists q[[ \sim f_1(t) \land \sim f_2(t)] \lor \sim f_1(t) \lor \sim f_2(t)] \]

\[ \lor [ q(t, t_1(t)) \land \sim q(t, t_2(t)))] \]

\[ \Rightarrow \sim [ \sim f_1(t) \land \sim f_2(t) \land f_1(t) = f_2(t)]. \]

3. (a) \( \forall q_1 \ldots \forall q_n [ w_1(t_1,q_1) \land \ldots \land w_n(t_n,q_n) \land \]

\[ \forall \eta_1 \ldots \forall \eta_n [q_1(t_1, \eta_1) \land \ldots \land q_n(t_n, \eta_n) \Rightarrow \sim f_1(t_1, \eta_1), \ldots, t_n, \eta_n)] \]

\[ \Rightarrow \forall q_1 \ldots \forall q_n [ [ \sim f_1(t_1) \supset q_1(t_1, f_1(t_1))] \land \ldots \land [ \sim f_n(t_n) \supset q_n(t_n, f_n(t_n))] \]

\[ \land \forall \eta_1 \ldots \forall \eta_n [q_1(t_1, \eta_1) \land \ldots \land q_n(t_n, \eta_n) \Rightarrow \sim f_1(t_1, \eta_1), \ldots, t_n, \eta_n)] \]

\[ \Rightarrow \sim \forall q_1 \ldots \forall q_n [ f_1(t_1) \land \ldots \land f_n(t_n) \Rightarrow \sim f_1(t_1, f_1(t_1)), \ldots, t_n, f_n(t_n)] . \]

(b) \( \forall q_1 \ldots \forall q_n [ w_1(t_1,q_1) \land \ldots \land w_n(t_n,q_n) \Rightarrow \]

\[ \forall \eta_1 \ldots \forall \eta_n [q_1(t_1, \eta_1) \land \ldots \land q_n(t_n, \eta_n) \Rightarrow \sim f_1(t_1, \eta_1), \ldots, t_n, \eta_n)] \]

\[ \Rightarrow \forall q_1 \ldots \forall q_n [ [ \sim f_1(t_1) \supset q_1(t_1, f_1(t_1))] \land \ldots \land [ \sim f_n(t_n) \supset q_n(t_n, f_n(t_n))] \]

\[ \land \forall \eta_1 \ldots \forall \eta_n [q_1(t_1, \eta_1) \land \ldots \land q_n(t_n, \eta_n) \Rightarrow \sim f_1(t_1, \eta_1), \ldots, t_n, \eta_n)] \]

\[ \Rightarrow \sim [ \sim f_1(t_1) \land \ldots \land f_n(t_n) \Rightarrow \sim f_1(t_1, f_1(t_1)), \ldots, t_n, f_n(t_n)] . \]

Q.E.D.

\[ 2/ \] \( [A \supseteq C] \land [B \supseteq D] \) is logically equivalent to \( [\sim A \land \sim B] \lor [\sim A \land \sim D] \lor [C \land \sim B] \lor [C \land \sim D] . \)

\[ 6/ \] \( [\sim A \land \sim B] \lor [A \supseteq B \lor [C \land \sim D] \) is logically equivalent to \( \sim A \supseteq B \lor [A \land B \land C \land \sim D] . \)

\[ 7/ \] \( \sim A \supseteq B \lor [A \land B \land \sim C] \) is logically equivalent to \( \sim [A \land B \land C] . \)
Example

Our theory is based on the assumption that for a given partial function \( f \), one knows how to construct the appropriate second-order formula \( w(x,q) \). The construction depends, in general, on the (deterministic) algorithm defining \( f \). However, as mentioned in the Introduction, the construction of \( w(x,q) \) has already been described for many classes of deterministic algorithms, such as: flowchart programs (Floyd [6], Manna [7]), functional programs (Manna and Pnueli [10]), and Algol-like programs (Ashcroft [1], Burstall [3]).

We shall illustrate the construction of \( w(x,q) \) for the factorial function over the integers (undefined for negative integers) defined by four different algorithms; the first two are flowchart programs and the other two are functional programs. Note that the formulas reflect the computations of the algorithms in a very natural way.\(^7\)

\[ w_1(x,q) \text{ is } \exists p[p(x,1,x) \land \forall z_1 \forall z_2 [p(x,z_1,z_2) \lor \text{if } z_2 = 0 \text{ then } q(x,z_1) \text{ else } p(x,z_1 \cdot z_2, z_2 - 1)]] \]

\(^7\)In the formulas, 'if A then B else C' stands for \([A \rightarrow B] \land [\lnot A \rightarrow C] \).
2. \[w_2(x, q) \text{ is} \]
\[\forall p(x, l, 0) \land \forall z_1, z_2 [p(x, z_1, z_2) \rightarrow \text{if } z_2 = x \text{ then } q(x, z_1) \text{ else } q(x, z_1 + (z_2 + 1), z_2 + 1)].\]

3. \[y = f(x), \text{ where } f(x) = \text{if } x = 0 \text{ then } 1 \text{ else } x \cdot f(x - 1).\]

\[w_3(x, q) \text{ is: } \text{if } x = 0 \text{ then } q(x, 1) \text{ else } \forall z [q(x - 1, z) = q(x, x + z)].\]

4. \[y = g(x, 0), \text{ where } g(x, z) = \text{if } x = z \text{ then } 1 \text{ else } (z + 1) \cdot g(x, z + 1).\]

\[w_4(x, q) \text{ is: } \forall y [p(x, y, y) = q(x, y)] \land \forall y \forall z [\text{if } x = z \text{ then } p(x, z, 1) \text{ else } q(x, z + 1, t)].\]
II. MANY-VALUED FUNCTIONS

One natural extension of our results is obtained by considering many-valued functions rather than single-valued functions.

Let \( y = F(x) \) be a many-valued function mapping elements of \( D_x \) into subsets of \( D_y \); that is, for every \( x \in D_x \), \( F(x) \) is a (possibly empty) subset of \( D_y \). We say that:

1. \( F(x) \) is defined if \( F(x) \neq \emptyset \).

2. (a) \( F(x) \) is partially determinate if
   \[ \forall y_1 \forall y_2 [y_1 \in F(x) \land y_2 \in F(x) \Rightarrow y_1 = y_2] , \]
   i.e., \( F(x) \) is either empty or a singleton;
(b) \( F(x) \) is totally determinate if
   \[ F(x) \neq \emptyset \land \forall y_1 \forall y_2 [y_1 \in F(x) \land y_2 \in F(x) \Rightarrow y_1 = y_2] , \]
   i.e., \( F(x) \) is a singleton.

Let \( \psi(x,y) \) be a total predicate over \( D_x \times D_y \). We say that:

3. (a) \( F(x) \) is partially \( \psi \)-correct w.r.t. \( \psi \) if
   \[ F(x) = \emptyset \lor \exists y [y \in F(x) \land \psi(x,y)] ; \]
(b) \( F(x) \) is totally \( \psi \)-correct w.r.t. \( \psi \) if
   \[ \exists y [y \in F(x) \land \psi(x,y)] ; \]

4. (a) \( F(x) \) is partially \( \psi \)-correct w.r.t. \( \psi \) if
   \[ \forall y [y \in F(x) \Rightarrow \psi(x,y)] ; \]
(b) \( F(x) \) is totally \( \psi \)-correct w.r.t. \( \psi \) if
   \[ F(x) \neq \emptyset \land \forall y [y \in F(x) \Rightarrow \psi(x,y)] . \]

Let \( y = F_1(x) \) and \( y = F_2(x) \) be any two comparable many-valued functions, i.e., many-valued functions with the same input domain \( D_x \) and the same output domain \( D_y \). We say that:
5. (a) $F_1(t)$ and $F_2(t)$ are partially non-disjoint if

$$F_1(t) = \emptyset \lor F_2(t) = \emptyset \lor [F_1(t) \cap F_2(t) \neq \emptyset];$$

(b) $F_1(t)$ and $F_2(t)$ are totally non-disjoint if

$$F_1(t) \cap F_2(t) \neq \emptyset,$$

i.e., $\exists y_1 \exists y_2 [y_1 \in F_1(t) \land y_2 \in F_2(t) \land y_1 = y_2]$;

6. (a) $F_1(t)$ and $F_2(t)$ are partially determinate-equivalent if

$$\forall y_1 \forall y_2 [y_1 \in F_1(t) \land y_2 \in F_2(t) \supset y_1 = y_2];$$

(b) $F_1(t)$ and $F_2(t)$ are totally determinate-equivalent if

$$F_1(t) \neq \emptyset \land F_2(t) \neq \emptyset \land \forall y_1 \forall y_2 [y_1 \in F_1(t) \land y_2 \in F_2(t) \supset y_1 = y_2],$$

i.e., $F_1(t) = F_2(t)$ and they are singletons;

7. (a) $F_1(t)$ is an extension of $F_2(t)$ if $F_1(t) \supseteq F_2(t)$;

(b) $F_1(t)$ and $F_2(t)$ are equivalent if $F_1(t) = F_2(t)$;

8. (a) $F_1(t)$ and $F_2(t)$ are partially equivalent if

$$F_1(t) = \emptyset \lor F_2(t) = \emptyset \lor F_1(t) = F_2(t);$$

(b) $F_1(t)$ and $F_2(t)$ are totally equivalent if

$$F_1(t) \neq \emptyset \land F_2(t) \neq \emptyset \land F_1(t) = F_2(t).$$

Suppose that we can formalize the property of $F$ being partially correct by a second-order formula $W(x, q)$ in the following sense:

For every $t \in D_x$ and for every predicate $\psi(x, y) : W(t, \psi)$ if and only if $\forall y[\psi(t, y) \supset \psi(t, \psi)]$. 
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Note that the following two properties of \( W(x, q) \) are always true.

For every \( x \in D_x \):
1. \( W(x, T) \) and therefore \( \exists q W(x, q) \), and
2. \( F(t) = \emptyset \Rightarrow \forall q W(x, q) \).

**Theorem 2**

1. \( F(t) \) is defined if and only if \( \sim W(t, \mathcal{F}) \);
2. (a) \( F(t) \) is partially determinate if and only if
   \[ \forall q [W(t, q) \lor W(t, \sim q)] ; \]
   (b) \( F(t) \) is totally determinate if and only if
   \[ \sim W(t, \mathcal{F}) \land \forall q [\sim W(t, q) \lor \sim W(t, \sim q)] ; \]
3. (a) \( F(t) \) is partially \( \psi \)-correct w.r.t. \( \psi \) if and only if
   \[ W(t, \mathcal{F}) \lor \sim W(t, \sim \psi) ; \]
   (b) \( F(t) \) is totally \( \psi \)-correct w.r.t. \( \psi \) if and only if
   \[ \sim W(t, \sim \psi) ; \]
4. (a) \( F(t) \) is partially \( \psi \)-correct w.r.t. \( \psi \) if and only if \( W(t, \psi) ; \)
   (b) \( F(t) \) is totally \( \psi \)-correct w.r.t. \( \psi \) if and only if
   \[ \sim W(t, \mathcal{F}) \land W(t, \psi) ; \]
5. (a) \( F_1(t) \) and \( F_2(t) \) are partially non-disjoint if and only if
   \[ W_1(t, \mathcal{F}) \lor W_2(t, \mathcal{F}) \lor \forall q [\sim W_1(t, q) \lor \sim W_2(t, \sim q)] ; \]
   (b) \( F_1(t) \) and \( F_2(t) \) are totally non-disjoint if and only if
   \[ \forall q [\sim W_1(t, q) \lor \sim W_2(t, \sim q)] ; \]
6. (a) \( F_1(t) \) and \( F_2(t) \) are partially determinate-equivalent if and only if \( \forall q[W_1(t, q) \lor W_2(t, \neg q)] \); 

(b) \( F_1(t) \) and \( F_2(t) \) are totally determinate-equivalent if and only if \( \neg W_1(t, \exists) \land \neg W_2(t, \exists) \land \forall q[W_1(t, q) \lor W_2(t, \neg q)] \); 

7. (a) \( F_1(t) \) is an extension of \( F_2(t) \) if and only if 
\[
\forall q[W_1(t, q) \supset W_2(t, q)] ;
\]

(b) \( F_1(t) \) and \( F_2(t) \) are equivalent if and only if 
\[
\forall q[W_1(t, q) = W_2(t, q)] ;
\]

8. (a) \( F_1(t) \) and \( F_2(t) \) are partially equivalent if and only if 
\[
W_1(t, \exists) \lor W_2(t, \exists) \lor \forall q[W_1(t, q) = W_2(t, q)] ;
\]

(b) \( F_1(t) \) and \( F_2(t) \) are totally equivalent if and only if 
\[
\neg W_1(t, \exists) \land \neg W_2(t, \exists) \land \forall q[W_1(t, q) = W_2(t, q)] .
\]

Proof of Theorem 2

1. \( \neg W(t, \exists) \Leftrightarrow \neg \forall y[y \in F(t) \supset \exists] \Leftrightarrow \exists y[y \in F(t)] \Leftrightarrow F(t) \neq \emptyset . \)

2. (a) \( \neg \forall q[W(t, q) \lor W(t, \neg q)] \Leftrightarrow \exists q[\neg W(t, q) \land \neg W(t, \neg q)] \)
\[
\Leftrightarrow \exists q[\forall y[y \in F(t) \land \neg q(t, y)] \land \exists y[y \in F(t) \land q(t, y)]]
\]
\[
\Leftrightarrow \exists y_1 \exists y_2[y_1 \in F(t) \land y_2 \in F(t) \land y_1 \neq y_2]
\]
\[
\Leftrightarrow \forall y_1 \forall y_2[y_1 \in F(t) \land y_2 \in F(t) \supset y_1 = y_2] .
\]

(b) Follows from 1 and 2(a). 

3. (a) Follows from 1 and 3(b). 

(b) \( \neg W(t, \neg y) \Leftrightarrow \neg \forall y[y \in F(t) \supset \neg y(t, y)] \Leftrightarrow \exists y[y \in F(t) \land \forall y(t, y)] . \)
1. (a) \( W(\tau, \psi) \equiv \forall y (y \in F(\tau) \Rightarrow \psi(\tau, y)) \).

(b) Follows from 1 and 4(a).

5. (a) Follows from 1 and 5(b).

(b) \( \neg \forall q [\neg W_1(\tau, q) \lor \sim W_2(\tau, \sim q)] \equiv \neg \exists q [W_2(\tau, q) \land W_2(\tau, \sim q)] \)
   \( \equiv \neg \exists q [\forall y (y \in F_1(\tau) \Rightarrow q(\tau, y)) \land \forall y (y \in F_2(\tau) \Rightarrow \sim q(\tau, y))] \)
   \( \equiv \forall y_1 \forall y_2 [y_1 \in F_1(\tau) \land y_2 \in F_2(\tau) \Rightarrow y_1 \neq y_2] \)
   \( \equiv \sim \forall y_1 \forall y_2 [y_1 \in F_1(\tau) \land y_2 \in F_2(\tau) \Rightarrow y_1 = y_2] \).

6. (a) \( \sim \forall q [W_1(\tau, q) \lor \sim W_2(\tau, \sim q)] \equiv \exists q [\sim W_1(\tau, q) \land \sim W_2(\tau, \sim q)] \)
   \( \equiv \exists q [\exists y (y \in F_1(\tau) \land \sim q(\tau, y)) \land \exists y (y \in F_2(\tau) \land q(\tau, y))] \)
   \( \equiv \exists y_1 \exists y_2 [y_1 \in F_1(\tau) \land y_2 \in F_2(\tau) \land y_1 \neq y_2] \)
   \( \equiv \sim \exists y_1 \exists y_2 [y_1 \in F_1(\tau) \land y_2 \in F_2(\tau) \Rightarrow y_1 = y_2] \).

(b) Follows from 1 and 6(a).

7. (a) \( \sim \forall q [W_1(\tau, q) \lor \sim W_2(\tau, q)] \equiv \exists q [W_1(\tau, q) \land \sim W_2(\tau, q)] \)
   \( \equiv \exists q [\exists y (y \in F_1(\tau) \land \sim q(\tau, y)) \land \exists y (y \in F_2(\tau) \land \sim q(\tau, y))] \)
   \( \equiv \exists y [y \in F_2(\tau) \land \sim F_1(\tau)] \equiv \sim [F_1(\tau) \equiv F_2(\tau)] .\)

(b) Follows from 7(a).

8. (a) and (b) Follows from 1 and 7(b).

Q.E.D.
III. **AUGMENTED MANY-VALUED FUNCTIONS**

In order to formalize several more natural properties of a non-deterministic algorithm it is usually not sufficient to consider it as defining a regular many-valued function \( F \) (mapping elements of \( D_x \) into subsets of \( D_y \)), but rather as defining an augmented many-valued function \( F^+ \), mapping elements of \( D_x \) into non-empty subsets of \( D_y \cup \{\ast\} \). Thus, for example, for some algorithm with \( D_x = D_y = \{\text{the integers}\} \) we write \( F^+(7) = \{3, 5, \ast\} \) to mean that for input \( x = 7 \) : there is at least one finite computation of the algorithm yielding \( y = 3 \), there is at least one finite computation of the algorithm yielding \( y = 5 \), and there is at least one infinite computation. We say that:

1. (a) \( F^+(t) \) is \( \varepsilon \)-defined if \( \exists y \langle y \in F^+(t) \land y \neq \ast \rangle \);
   
   (b) \( F^+(x) \) is \( \varphi \)-defined if \( \exists y \langle y \in F^+(x) \lor y \neq \ast \rangle \).

2. (a) \( F^+(x) \) is partially determinate if
   
   \[
   \forall y_1 \forall y_2 [y_1 \in F^+(x) \land y_2 \in F^+(x) \land y_1 \neq \ast \land y_2 \neq \ast \Rightarrow y_1 = y_2].
   \]
   
   (b) \( F^+(x) \) is totally determinate if
   
   \[
   \forall y_1 \forall y_2 [y_1 \in F^+(x) \land y_2 \in F^+(x) \Rightarrow y_1 = y_2].
   \]

3. (a) \( F^+(x) \) is partially \( \varepsilon \)-correct w.r.t. \( \psi \) if \( \exists y \langle y \in F^+(x) \land y \neq \ast \Rightarrow \psi(t, y) \rangle \);
   
   (b) \( F^+(x) \) is totally \( \varepsilon \)-correct w.r.t. \( \psi \) if \( \exists y \langle y \in F^+(x) \land y \neq \ast \Rightarrow \psi(t, y) \rangle \).

4. (a) \( F^+(x) \) is partially \( \varphi \)-correct w.r.t. \( \psi \) if \( \exists y \langle y \in F^+(x) \land y \neq \ast \Rightarrow \psi(t, y) \rangle \);
   
   (b) \( F^+(x) \) is totally \( \varphi \)-correct w.r.t. \( \psi \) if \( \exists y \langle y \in F^+(x) \land y \neq \ast \Rightarrow \psi(t, y) \rangle \).

Let \( y = F^+_1(x) \) and \( y = F^+_2(x) \) be any two comparable augmented many-valued functions, i.e., functions with the same input domain \( D_x \) and the same output domain \( D_y \). We say that:
5. (a) $F_1^+(t)$ and $F_2^+(t)$ are partially $T$-equivalent if

$$\forall y_1 \forall y_2 (F_1^+(t) \land y_2 \not= F_2^+(t) \land [y_1 \not= y_2 \land \exists y_1 = y_2])$$

(b) $F_1^+(t)$ and $F_2^+(t)$ are totally $T$-equivalent if

$$\forall y_1 \forall y_2 (F_1^+(t) \land y_2 \not= F_2^+(t) \land y_1 \not= y_2 \land y_1 = y_2)$$

6. (a) $F_1^+(t)$ and $F_2^+(t)$ are partially determinate-equivalent if

$$\forall y_1 \forall y_2 (F_1^+(t) \land y_2 \not= F_2^+(t) \land y_1 \not= y_2 \land \exists y_1 = y_2)$$

(b) $F_1^+(t)$ and $F_2^+(t)$ are totally determinate-equivalent if

$$\forall y_1 \forall y_2 (F_1^+(t) \land y_2 \not= F_2^+(t) \land y_1 \not= y_2 \land \exists y_1 = y_2)$$

7. (a) $F_1^+(t)$ partially extends $F_2^+(t)$ if $[F_1^+(t) - \{\omega\}] \supseteq [F_2^+(t) - \{\omega\}]$.

(b) $F_1^+(t)$ totally extends $F_2^+(t)$ if $F_1^+(t) \supseteq F_2^+(t)$.

8. (a) $F_1^+(t)$ and $F_2^+(t)$ are partially equivalent if

$$[F_1^+(t) - \{\omega\}] = [F_2^+(t) - \{\omega\}]$$

(b) $F_1^+(t)$ and $F_2^+(t)$ are totally equivalent if $F_1^+(t) = F_2^+(t)$.

Suppose that we can formalize the properties of $F^+$ being partially $T$-correct and partially $V$-correct by second-order formulas $W^T(x,q)$ and $W^V(x,q)$, respectively, in the following sense:

For every $t \in X$ and for every predicate $\psi(x,y)$ over $D_x \times D_y$:

$$W^T(t,\psi) \text{ if and only if } \forall y [\psi \land [y \not= \exists \psi(t,y)]]$$

and

$$W^V(t,\psi) \text{ if and only if } \forall y [\psi \land [y \not= \exists \psi(t,y)]]$$

Note that the following properties of $W^T(x,q)$ and $W^V(x,q)$ are always true. For every $t \in X$:

(i) $W^T(t,\top)$ and therefore $\exists q W^T(t,q)$,

(ii) $W^V(t,\top)$ and therefore $\exists q W^V(t,q)$,

(iii) $\alpha c F^+(t) \supseteq \forall q W^T(t,q)$,

and (iv) $F^+(t) = \{\omega\} \supseteq \forall q W^V(t,q)$.
Theorem 3

1. (a) \( F^+(t) \) is \( \exists \)-defined if and only if \( \sim \mathcal{W}^+(t, q) \);
   (b) \( F^+(t) \) is \( \forall \)-defined if and only if \( \sim \mathcal{W}^+(t, q) \);

2. (a) \( F^+(t) \) is partially determinate if and only if \( \forall q \left( \mathcal{W}^+(t, q) \lor \mathcal{W}^+(t, \sim q) \right) \);
   (b) \( F^+(t) \) is totally determinate if and only if \( \forall q \left( \sim \mathcal{W}^+(t, q) \lor \sim \mathcal{W}^+(t, \sim q) \right) \);

3. (a) \( F^+(t) \) is partially \( \exists \)-correct w.r.t. \( \psi \) if and only if \( \mathcal{W}^+(t, \psi) \);
   (b) \( F^+(t) \) is totally \( \exists \)-correct w.r.t. \( \psi \) if and only if \( \sim \mathcal{W}^+(t, \sim \psi) \);

4. (a) \( F^+(t) \) is partially \( \forall \)-correct w.r.t. \( \psi \) if and only if \( \mathcal{W}^+(t, \psi) \);
   (b) \( F^+(t) \) is totally \( \forall \)-correct w.r.t. \( \psi \) if and only if \( \sim \mathcal{W}^+(t, \sim \psi) \);

5. (a) \( F^+_1(t) \) and \( F^+_2(t) \) are partially \( \forall \)-equivalent if and only if \( \forall q \left( \mathcal{W}^+_1(t, q) \lor \mathcal{W}^+_2(t, \sim q) \right) \);
   (b) \( F^+_1(t) \) and \( F^+_2(t) \) are totally \( \forall \)-equivalent if and only if \( \forall q \left( \sim \mathcal{W}^+_1(t, q) \lor \sim \mathcal{W}^+_2(t, \sim q) \right) \);

6. (a) \( F^+_1(t) \) and \( F^+_2(t) \) are partially determinate-equivalent if and only if \( \forall q \left( \mathcal{W}^+_1(t, q) \lor \mathcal{W}^+_2(t, \sim q) \right) \);
   (b) \( F^+_1(t) \) and \( F^+_2(t) \) are totally determinate-equivalent if and only if \( \forall q \left( \sim \mathcal{W}^+_1(t, q) \lor \sim \mathcal{W}^+_2(t, \sim q) \right) \);

7. (a) \( F^+_1(t) \) partially extends \( F^+_2(t) \) if and only if \( \forall q \left( \mathcal{W}^+_1(t, q) \supset \mathcal{W}^+_2(t, q) \right) \);
   (b) \( F^+_1(t) \) totally extends \( F^+_2(t) \) if and only if \( \forall q \left( \mathcal{W}^+_2(t, q) \supset \mathcal{W}^+_1(t, q) \right) \);

8. (a) \( F^+_1(t) \) and \( F^+_2(t) \) are partially equivalent if and only if \( \forall q \left( \mathcal{W}^+_1(t, q) = \mathcal{W}^+_2(t, q) \right) \);
   (b) \( F^+_1(t) \) and \( F^+_2(t) \) are totally equivalent if and only if \( \forall q \left( \mathcal{W}^+_1(t, q) = \mathcal{W}^+_2(t, q) \right) \).
Proof of Theorem 3

1. (a) \( \sim W'(t,\pi) \Rightarrow \sim \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}] \Rightarrow \exists y[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}] \).

(b) \( \sim W'(t,\pi) \Rightarrow \sim \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}] \Rightarrow \forall y[y, \mathcal{F}^+(t) \lor y \neq \mathcal{F}] \).

2. (a) \( \sim \mathcal{Y}[W'(t,\pi) \lor W'(t,\sim \pi)] \Rightarrow \exists q[\sim W'(t,\pi) \land \sim W'(t,\sim \pi)] \)
   \[ \Rightarrow \exists q[\sim \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}](t,\pi) \land \sim \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}](t,\sim \pi)] \]
   \[ \Rightarrow \exists q[\mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}](t,\pi) \land \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}](t,\sim \pi)] \]
   \[ \Rightarrow \exists q[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}] \land \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}]. \]

(b) \( \sim \mathcal{Y}[W'(t,\pi) \lor W'(t,\sim \pi)] \Rightarrow \exists q[\sim W'(t,\pi) \land W'(t,\sim \pi)] \)
   \[ \Rightarrow \exists q[\mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}](t,\pi) \land \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}](t,\sim \pi)] \]
   \[ \Rightarrow \exists q[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}] \land \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}]. \]

3. (a) \( \sim W^2(t,\pi) \Rightarrow \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}(t,\pi)] \).

(b) \( \sim W^2(t,\sim \pi) \Rightarrow \sim \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}(t,\sim \pi)] \)
   \[ \Rightarrow \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}(t,\sim \pi)]. \]

4. (a) \( \sim W^2(t,\pi) \Rightarrow \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}(t,\pi)] \).

(b) \( \sim W^2(t,\sim \pi) \Rightarrow \sim \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}(t,\sim \pi)] \)
   \[ \Rightarrow \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}(t,\sim \pi)]. \]

5. (a) \( \sim \mathcal{Y}[W_1^2(t,\pi) \lor W_2^2(t,\sim \pi)] \Rightarrow \exists q[\sim W_1^2(t,\pi) \land \sim W_2^2(t,\sim \pi)] \)
   \[ \Rightarrow \exists q[\mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}(t,\pi)] \land \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}(t,\sim \pi)] \]
   \[ \Rightarrow \exists q[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}] \land \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}]. \]

(b) \( \sim \mathcal{Y}[W_1^2(t,\pi) \lor W_2^2(t,\sim \pi)] \Rightarrow \exists q[\sim W_1^2(t,\pi) \land W_2^2(t,\sim \pi)] \)
   \[ \Rightarrow \exists q[\mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}(t,\pi)] \land \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}(t,\sim \pi)] \]
   \[ \Rightarrow \exists q[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}] \land \mathcal{Y}[y, \mathcal{F}^+(t) \land y \neq \mathcal{F}]. \]
6. (a) \( \forall q[\exists \forall \mathcal{Y}_1(t,q) \lor \exists \forall \mathcal{Y}_2(t,q)] \Rightarrow \exists q[\forall \mathcal{Y}_1(t,q) \land \forall \mathcal{Y}_2(t,q)] \)
\( \Rightarrow \exists q[\forall \mathcal{Y}_1(t,q) \land \forall \mathcal{Y}_2(t,q)] \Rightarrow \exists q[\forall \mathcal{Y}_1(t,q) \land \forall \mathcal{Y}_2(t,q)] \).

(b) \( \exists q[\forall \mathcal{Y}_1(t,q) \land \forall \mathcal{Y}_2(t,q)] \Rightarrow \exists q[\forall \mathcal{Y}_1(t,q) \land \forall \mathcal{Y}_2(t,q)] \).

7. (a) \( \forall q[\exists W_1(t,q) \Rightarrow \exists W_2(t,q)] \Rightarrow \exists q[\exists W_1(t,q) \land \exists W_2(t,q)] \)
\( \Rightarrow \exists q[\exists \mathcal{Y}_1(t,q) \land \exists \mathcal{Y}_2(t,q)] \Rightarrow \exists q[\exists \mathcal{Y}_1(t,q) \land \exists \mathcal{Y}_2(t,q)] \).

(b) \( \forall q[\exists W_1(t,q) \Rightarrow \exists W_2(t,q)] \Rightarrow \exists q[\exists \mathcal{Y}_1(t,q) \land \exists \mathcal{Y}_2(t,q)] \Rightarrow \exists q[\exists \mathcal{Y}_1(t,q) \land \exists \mathcal{Y}_2(t,q)] \).

8. (a) Follows from 7(a).
(b) Follows from 7(b).

Q.E.D.
Example

The construction of $W'(x,q)$ and $W'(x,q)$ has already been described for several classes of non-deterministic algorithms, such as non-deterministic programs (Manna [9]) and parallel programs (Ashcroft and Manna [2]).

We shall illustrate the construction of $W'(x,q)$ and $W'(x,q)$ for a non-deterministic program computing the factorial function.

In the program below a branch of the form

is called a choice branch and means that upon execution of the program, at this point we are allowed to proceed with either branch, chosen arbitrarily. The execution of the program proceeds until $z_2 = z_2'$; then $y = z_1, z_1'$. 

For $x = 3$, for example, there are 30 different possible executions of the program: 5 of them are represented by table 1 below, 10 by table 2, 10 by table 3, and 5 by table 4.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_1'$</th>
<th>$x_2'$</th>
<th>$y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3·2</td>
<td>1</td>
<td>1·2</td>
<td>1·2·3</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_1'$</th>
<th>$x_2'$</th>
<th>$y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3·2</td>
<td>1</td>
<td>1·2</td>
<td>1·2·3</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_1'$</th>
<th>$x_2'$</th>
<th>$y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3·2</td>
<td>1</td>
<td>1·2</td>
<td>1·2·3</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_1'$</th>
<th>$x_2'$</th>
<th>$y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3·2</td>
<td>1</td>
<td>1·2</td>
<td>1·2·3</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_1'$</th>
<th>$x_2'$</th>
<th>$y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3·2</td>
<td>1</td>
<td>1·2</td>
<td>1·2·3</td>
<td>3</td>
</tr>
</tbody>
</table>

table 1    table 2    table 3    table 4
$$W^3(x,q) \quad is$$

$$\exists p_1 \exists p_2 \{ p_1(x,1,x,1,0) \land \forall z_1 \forall z_2 \forall z_1^\prime \forall z_2^\prime [ p_1(x,z_1,z_2,z_1^\prime,z_2^\prime) \lor (if z_2 = z_2^\prime then q(x,z_1^\prime,z_2^\prime) \text{ else } p_2(x,z_1,z_2,z_1^\prime,z_2^\prime)) ] \land \forall z_1 \forall z_2 \forall z_1^\prime \forall z_2^\prime [ p_2(x,z_1,z_2,z_1^\prime,z_2^\prime) \lor (if z_1 = z_1^\prime then \neg q(x,z_1^\prime,z_2^\prime) \lor p_1(x,z_1,z_2,z_1^\prime-1,z_2^\prime,z_1^\prime-1)) ] \} .$$

$$W^V(x,q) \; is \; similar, \; with \; the \; \lor \; connective \; replaced \; by \; \land .$$
1. There are clearly many natural extensions of our results. We shall present here just one example.

Let $f_1$ and $f_2$ be any two comparable partial functions, and let $\text{TP}(\ast f_1(x), \ast f_2(x))$ called the termination property, be any formula constructed from primitives $\ast f_1(x)$ and $\ast f_2(x)$ and propositional connectives $\sim, \supset, \wedge, \vee$ and $=.$

We say that $f_1(t)$ and $f_2(t)$ are equivalent w.r.t. $\text{TP}$ if

$$\text{TP}(\ast f_1(t), \ast f_2(t)) \wedge [\ast f_1(t) \wedge \ast f_2(t) \supset f_1(t) = f_2(t)];$$

i.e., if $f_1(t)$ and $f_2(t)$ satisfy the termination property $\text{TP}$ and if $f_1(t)$ and $f_2(t)$ are defined, then $f_1(t) = f_2(t)$.

By specifying $\text{TP}$ we obtain as special cases all the notions of equivalence introduced in Part I (2(a)-(d)): (a) partial equivalence (TP is $\top$), (b) extension (TP is $\ast f_2(x) \supset \ast f_1(x)$), (c) equivalence (TP is $\ast f_1(x) = \ast f_2(x)$), and (d) total equivalence (TP is $\ast f_1(x) \wedge \ast f_2(x)$).

The following result follows from Theorem 1 (0 and 2(a)):

**Theorem:** $f_1(t)$ and $f_2(t)$ are equivalent w.r.t. $\text{TP}$ if and only if

$$\text{TP}(\sim w_1(t, s), \sim w_2(t, s)) \wedge \forall q[w_1(t, q) \vee w_2(t, \sim q)].$$

Thus the theorem gives second-order formulas for the above four properties by appropriate substitutions for $\text{TP}$. However, Theorem 1 (2(a)-(d)) gives simpler second-order formulas for the same properties.
Similarly, one can extend the notions of correctness. In general, any property can be formalized in second-order predicate calculus, if it can be expressed as a composition of some of the basic formulas (that were formalized in our theorems) using propositional connectives (\(\neg, \land, \lor, \Rightarrow\) and \(=\)). The appropriate second-order formula is then the propositional composition of the corresponding basic second-order formulas. This, for example, was the way we formalized several properties in Part II.

2. Note that among the 'equivalence properties' defined in Part I, only equivalence, i.e., property 2(c), is really an equivalence relation (i.e., reflexive, symmetric and transitive) as can be seen from the following table:

<table>
<thead>
<tr>
<th>property</th>
<th>other names used in publications</th>
<th>reflexive relation</th>
<th>symmetric relation</th>
<th>transitive relation</th>
<th>equivalence relation</th>
</tr>
</thead>
<tbody>
<tr>
<td>partial equivalence</td>
<td>weak equivalence</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>extension equivalence</td>
<td>inclusion</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>equivalence</td>
<td>strong equivalence</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>total equivalence</td>
<td>(termination) equivalence</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>

Among the 'equivalence properties' defined in Parts II and III only property 7(b) in Part II and properties 8(a)(b) in Part III are equivalence relations.
3. Our results imply that the second-order formula formalizing the 'partial correctness' of a given algorithm represents, in some sense, all input-output relations of the computations of the algorithm.

In general, all our results hold even if the formulas \( W, W' \) and \( W^2, W' \) formalize partial correctness in the following weaker sense:

For every \( \xi \in D_X \) and for every predicate \( \psi(x, y) \) over \( D_X \times D_Y \):

(i) \( W(\xi, \psi) \) if and only if \( \exists q([e(f(\xi)) \supset q(\xi, f(\xi))]) \land \forall y q(\xi, y) \supset \psi(\xi, y)) \)

(ii) \( W(\xi, \psi) \) if and only if \( \exists q(\forall y y \in F(\xi) \supset q(\xi, y)) \land \forall y q(\xi, y) \supset \psi(\xi, y)) \)

(iii) \( W^2(\xi, \psi) \) if and only if \( \exists q(\forall y y \in F(\xi) \supset q(\xi, y)) \land \forall y q(\xi, y) \supset \psi(\xi, y)) \)

and

\( W'(\xi, \psi) \) if and only if \( \exists q(\forall y y \in F(\xi) \supset q(\xi, y)) \land \forall y q(\xi, y) \supset \psi(\xi, y)) \).

4. All the properties mentioned so far were defined and formalized for fixed input values. One can extend all the definitions and the corresponding formulas to hold over some total input predicate \( \phi(x) \), which means that the property should hold for every \( \xi \in D_X \) s.t. \( \phi(\xi) = T \). More precisely, if property \( P \) for \( \xi \in D_X \) was formalized by \( W_{\phi}(\xi) \), then the property \( P \) holds over input predicate \( \phi(x) \) if and only if \( \forall x (\phi(x) \supset W_{\phi}(x)) \).
5. The formulae \( W, W' \) and \( W^n - W' \) constructed in previous publications for various classes of algorithms share an important common feature: all additional predicate symbols introduced in the formulas are existentially quantified (see examples above). This is because the additional symbols were always introduced for the same purpose, namely to cut the algorithm into pieces which can be formalized directly.

In this case certain properties happen to be formalized by first-order formulas, (i.e., all predicate symbols are universally quantified); for example, properties 0, 1(b) and 2(d) of Part I, 1, 2(b), 3(b) and 5(b) of Part II, and 1(a), 1(b), 2(b), 3(b), 4(b), 5(b) and 6(b) of Part III.
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