electromagnetic
acoustic scattering
by simple shapes

AD699859
ELECTROMAGNETIC AND ACOUSTIC SCATTERING
BY SIMPLE SHAPES

Edited by
J. J. Bowman, T. B. A. Senior, P. L. E. Uslenghi

Radiation Laboratory
The University of Michigan
Ann Arbor, Michigan 48105

Contract No. AF19(628)-4328
Project No. 5635
Task No. 563502
Work Unit No. 56350201

F I N A L  R E P O R T
15 January 1970

This document has been approved for public release and sale; its distribution is unlimited.

Contract Monitor: Philipp Blacksmith
Microwave Physics Laboratory

Prepared
for

AIR FORCE CAMBRIDGE RESEARCH LABORATORIES
OFFICE OF AEROSPACE RESEARCH
UNITED STATES AIR FORCE
BEDFORD, MASSACHUSETTS 01730
ELECTROMAGNETIC AND ACOUSTIC SCATTERING BY SIMPLE SHAPES

Edited by
J. J. BOWMAN, T. B. A. SENIOR, P. L. E. USLENGHI
Radiation Laboratory,
The University of Michigan, USA

Authors
J. S. Asvestas    D. L. Sengupta
J. J. Bowman     T. B. A. Senior
P. L. Christiansen F. B. Sleator
O. Einarsson     P. L. E. Uslenghi
R. E. Kleinman   N. R. Zitron

1969
NORTH-HOLLAND PUBLISHING COMPANY - AMSTERDAM
DISCLAIMER NOTICE

THIS DOCUMENT IS BEST QUALITY AVAILABLE. THE COPY FURNISHED TO DTIC CONTAINED A SIGNIFICANT NUMBER OF PAGES WHICH DO NOT REPRODUCE LEGIBLY.
For almost twenty years the Radiation Laboratory of The University of Michigan has been actively engaged in predicting the radar scattering behavior of a wide variety of targets, both simple and complex, and out of this work a wealth of material has grown. Much of it has been published in the open literature, but some has remained bound in the experience of the individual investigators or has appeared only in technical reports with limited distribution. The suggestion that this material be collected together and, in conjunction with an exhaustive review of the literature, be made available to a wider audience, was the factor that led to the writing of this book.

In considering the form that such a book might take, it was apparent that a rigid limitation of objectives would be necessary to keep the manuscript to manageable size. Because of the several treatments of the methods of scattering and diffraction theory that have appeared in recent years, it was felt that the main focus should be placed on the presentation of results, but even so, a further restriction on the type and material composition of the scattering body was still required to permit a reasonably complete coverage of each particular case. We therefore decided to confine ourselves to bodies which are soft or hard in the acoustical sense, or are perfectly conducting to electromagnetic waves, and fifteen geometrically simple scattering shapes were selected for the study. Except in one instance (the wire), these shapes are determined by the coordinate system in which the wave equation is separable, and are the ones for which extensive mathematical results are available.

The information about the scattering behavior of these fifteen different shapes was collected, revised and systematically organized, and is here presented in chapters divided according to the shape. Many new formulae and computations are included, especially for the wire (Chapter 12) and the cone (Chapter 18). Each section of the book is as self-contained as possible compatible with a tolerable amount of repetition, and the contents of each chapter are presented in a standard, stylized format to facilitate ready reference. Emphasis is placed on results in the form of formulae and diagrams, but a brief outline of the methods for the solution of scattering problems is given in the Introduction, together with the main properties of those special functions which are used extensively throughout the book. The bibliography is selective and critical, rather than exhaustive, and every effort has been made to correct errors in the source material. It is our hope that a handbook such as this will prove valuable to radar and antenna specialists, and to all interested in scattering theory.
We are grateful to the United States Air Force Cambridge Research Laboratories for financial support of the project under Contracts AF 19(604)-6655 and AF 19(628)-4328, and to Mr. Carlyle J. Sletten of that organization for his advice and encouragement. We acknowledge with thanks the particular assistance provided by our colleague, Dr. Ralph E. Kleinman, during the conceptual and planning stages of the book, and are indebted to Miss Catherine A. Rader and Mrs. Katherine O. McWilliams for the typing of the manuscript, and to Mr. August Antones for the art work. Finally, we wish to thank Drs. W. H. Wimmers of North-Holland Publishing Company for his continued interest during the preparation and printing of this book, and the many authors and publishers for their kind permission to reproduce copyrighted material.

John J. Bowman
Thomas B. A. Senior
Piergiorgio L. E. Usienghi

Ann Arbor, June 1969
**LIST OF SYMBOLS**

Unless otherwise stated, the symbols most commonly used in the book have the following meaning:

- $\varepsilon = $ electric permittivity (dielectric constant) in vacuo.
- $\mu = $ magnetic permeability in vacuo.
- $\sqrt{\varepsilon\mu} = $ velocity of light in vacuo ($\approx 2.9979 \times 10^8$ m/sec).
- $Z = Y^{-1} = \sqrt{\mu/\varepsilon} = $ intrinsic impedance of free space ($= 120\pi \Omega$).
- $\omega = $ angular frequency.
- $i = \sqrt{-1} = $ imaginary unit.
- $e^{-i\omega t} = $ time-dependence factor (omitted throughout).
- $k = 2\pi/\lambda = \omega\sqrt{\mu/\varepsilon} = $ wave number in vacuo ($k = \omega/c$ in the acoustical case, where $c$ is the velocity of sound).
- $r_n = $ Neumann symbol ($\varepsilon_0 = 1$; $\varepsilon_n = 2$, for $n = 1, 2, 3, \ldots$).
- $x, y, z = $ rectangular Cartesian coordinates.
- $\rho, \phi, z = $ circular cylindrical coordinates.
- $r, \theta, \phi = $ spherical polar coordinates.
- $\log = $ natural logarithm.
- $\nabla = $ grad = gradient operator.
- $\nabla^r = $ div = divergence operator.
- $\nabla \times = $ curl = rot = curl operator.
- $\nabla^2 = \nabla \cdot \nabla = $ div grad = Laplace's operator.
- $R = |r - r_0| = $ distance between the source point $r_0$ and the observation point $r$.
- $V^i = $ incident velocity potential.
- $V^s = $ scattered velocity potential.
- $\varepsilon^i = $ incident electric field vector.
- $\varepsilon^s = $ scattered electric field vector.
- $H^i = $ incident magnetic field vector.
- $H^s = $ scattered magnetic field vector.
- $E = E^i + E^s = $ total electric field vector.
- $H = H^i + H^s = $ total magnetic field vector.
- $P = $ far-field coefficient in two-dimensional problems.
- $S = $ far-field coefficient in three-dimensional problems.
- $J = $ bistatic radar cross section, with separation angle $\beta$ between transmitter and receiver.
- $\sigma = $ back scattering or monostatic radar cross section.
- $\sigma_t = $ total scattering cross section.
- $\gamma_n = $ $n$-th zero of $Ai(-\gamma)$.
- $\beta_n = $ $n$-th zero of $Ai(-\beta)$. 

---
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INTRODUCTION

J. J. BOWMAN, T. B. A. SENIOR and P. L. E. USLENGHI

1.1. General considerations

Various factors dictated the choice of the fifteen shapes treated in this book. Bodies such as the sphere, circular cylinder, wire, cone, wedge, half-plane, disc and paraboloid have important applications in radar and antenna theories. Others, such as the elliptic cylinder and the spheroids, have often been used for the development and testing of approximation methods of general applicability, in both the low and high frequency limits. For all except the wire, the scalar wave equation is separable in some system of orthogonal coordinates. Shapes excluded from this book are the triaxial ellipsoid (Strutt [1897]; Mößlisch [1927]), the elliptic cone (Kraus and Levine [1961]), the quarter plane (Radlow [1961, 1965]), the torus (Weston [1960]), the ogive (Ar [1967]), the parallel-plate waveguide and the thin-walled half-cylinder (Vainshtein [1954]), among others. Composite shapes of great practical interest, such as the cone-cylinder and the cone-sphere, are also excluded.

Acoustically soft and hard, and perfectly conducting bodies are considered. The fifteen scatterers are divided into three groups: (i) infinitely long cylinders with generators parallel to the \( z \) axis, (ii) finite and (iii) semi-infinite bodies with the \( z \) axis as axis of symmetry. The emphasis is placed on scattering rather than on radiation problems, i.e. the primary source is usually located off the surface of the scatterer. Radiating slots in the scattering surface are not considered, and although the case of a dipole on the surface is examined, no general discussion of the equivalence between dipoles and slots is given. The primary field is that of a plane wave, a point source or a dipole; in Part One, line sources parallel to the generators of the scatterer are also considered.

The choice of time-harmonic fields (with time-dependence factor \( e^{j\omega t} \) omitted throughout) is justified by the fact that this is an important case in practice, that most of the literature does indeed consider this type of field only, and that an arbitrary field can always be decomposed into the sum of monochromatic waves by Fourier analysis. It should be noted, however, that the high-frequency results quoted in this book are valid for real positive frequencies, and cannot in general be extended to the whole complex frequency plane (in particular, they cannot in general be analytically continued to negative real frequencies).

The scattered field or the total field is given at an arbitrarily located observation point. Explicit results are also exhibited for the total field at the surface of the scatterer.
(especially important in antenna applications) and for the far field, from which the radar cross sections are derived.

### 1.2. Fundamental concepts

This section is not intended to be a comprehensive treatise on methods, but rather a brief survey of the most widely used techniques in which the reader may find some useful formulae and the most relevant bibliographical references.

#### 1.2.1. Maxwell’s equations

The electromagnetic field at a time $t$ and at any point in a linear, homogenous and isotropic medium of electric permittivity $\varepsilon$, magnetic permeability $\mu$ and zero conductivity is described by the homogeneous Maxwell equations

\begin{align}
\nabla \times H &= \varepsilon \frac{\partial E}{\partial t}, \\
\nabla \times E &= -\mu \frac{\partial H}{\partial t},
\end{align}

which govern the behavior of the electric field $E$ and of the magnetic field $H$ at all ordinary points in space, but do not describe the field at the source points. By taking the divergence of both sides of eqs. (1.1) and with the convention that at some time the fields may become solenoidal (which is certainly the case if, for example, $E_t = -\varepsilon = H_z = -\mu = 0$) one finds the auxiliary equations

\begin{align}
\nabla \cdot H &= \nabla \cdot E = 0.
\end{align}

If a scattering body is embedded in the medium, eqs. (1.1) and (1.2) are satisfied by the incident or primary fields $E'$ and $H'$, by the total (incident plus scattered) fields $E$ and $H$, and therefore also by the secondary or scattered fields $E''$ and $H''$, which represent the disturbance added to the primary fields by the scatterer.

In the following we shall consider only the particular case of monochromatic radiation. The wave number $k$ and the intrinsic impedance $Z$ of the medium surrounding the scatterer are given by

\begin{align}
k &= \omega / (\varepsilon \mu) = 2\pi / \lambda, \\
Z &= Y^{-1} = \sqrt{\mu / \varepsilon},
\end{align}

where $\omega$ is the angular frequency and $\lambda$ the wavelength (in free space, $Z = 120 \pi$ ohm). The time dependence factor $\exp(-i\omega t)$ is suppressed throughout the book. By replacing the operator $\partial / \partial t$ with the multiplicative factor $-i\omega$, it is seen that eqs. (1.1) become:

\begin{align}
\nabla \times H &= -i k \mu E, \\
\nabla \times E &= i k Z H.
\end{align}

#### 1.2.2. Acoustical equations

If the medium surrounding the scatterer is a gas, such as air, with negligible viscosity,
in which small perturbations from the rest condition occur, the equations that describe
the motion of the gas at all ordinary points in space are Newton's equation

$$\frac{\delta_0 \partial u}{\partial t} = -\nabla p$$

(1.5)

and the continuity equation

$$\frac{\partial p}{\partial t} = -\delta_0 c^2 \nabla \cdot u, \quad (c^2 = \gamma p_0/\delta_0),$$

(1.6)

where $\delta_0$ and $p_0$ are the density and pressure respectively of the gas at rest, $\gamma$ is the
ratio of the specific heat at constant pressure to that at constant volume ($\gamma = 1.4$ for
air at normal temperature and pressure), $u$ is the gas particle velocity, $p$ is the excess
pressure (i.e. the difference between the actual pressure and $p_0$), and $t$ is the time.

It is customary to introduce a velocity potential $V$ such that

$$u = \nabla V;$$

(1.7)

then from eq. (1.5) and the fact that $p = 0$ at rest:

$$p = -\delta_0 \frac{\partial V}{\partial t}.$$ 

(1.8)

The symbols $V^i$, $V^s$ and $V = V^i + V^s$ will indicate the incident, scattered and total
velocity potentials, respectively.

For harmonic vibrations with time dependence $\exp(-i \omega t)$, eqs. (1.5), (1.6) and
(1.8) become:

$$u = -\frac{i}{\omega} \nabla p,$$

(1.9)

$$p = -\frac{i}{\omega} \delta_0 c^2 \nabla \cdot u,$$

(1.10)

$$p = i \omega \delta_0 V.$$ 

(1.11)

1.2.3. Wave propagation

In the electromagnetic case, it follows from eqs. (1.1) that

$$\left( \nabla \wedge \nabla \wedge + \epsilon \mu \frac{c^2}{\epsilon t^2} \right) E = 0, \quad \left( \nabla \wedge \nabla \wedge + \epsilon \mu \frac{c^2}{\epsilon t^2} \right) H = 0.$$ 

(1.12)

or

$$\left( \nabla^2 - \epsilon \mu \frac{c^2}{\epsilon t^2} \right) E = 0, \quad \left( \nabla^2 - \epsilon \mu \frac{c^2}{\epsilon t^2} \right) H = 0.$$ 

(1.13)

where $\nabla^2$ operates on the rectangular Cartesian components of $E$ and $H$. For har-
monic time dependence, eqs. (1.13) become

$$(\nabla^2 + k^2) E = 0, \quad (\nabla^2 + k^2) H = 0.$$ 

(1.14)
In the acoustical case, it follows from eqs. (1.5) and (1.6) that

\[ \left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) p = 0, \quad \left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) u = 0. \]  

(1.15)

In the following we shall work with the velocity potential \( \nabla \), from which \( p \) and \( u \) are obtained through simple operations of differentiation as indicated in eqs. (1.7) and (1.8). We therefore consider the wave equation

\[ \left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) \nabla = 0, \]

which for harmonic time dependence becomes

\[ (\nabla^2 + k^2) \nabla = 0, \quad (k = \omega/c). \]  

(1.17)

The solutions of eq. (1.17) represent sound waves of angular frequency \( \omega \) and velocity \( c \) (for air at N.T.P., \( c \approx 340 \text{ m/sec} \)). Similarly, the solutions of each of the six equations (1.14) represent waves of angular frequency \( \omega \) and velocity \( 1/\sqrt{\varepsilon \mu} \) (in vacuo, \( 1/\sqrt{\varepsilon \mu} \approx 2.9979 \times 10^8 \text{ m/sec} \)). It is thus evident that a certain correspondence exists between the solutions of scalar and vector boundary value problems, and this correspondence takes a particularly simple form for two-dimensional problems (see Chapter I).

1.2.4. Boundary and radiation conditions

In the electromagnetic case we limit our considerations to perfect conductors, i.e., we require that the tangential component of the total electric field at any regular point of the scattering surface be zero:

\[ E - (E \cdot \hat{n}) \hat{n} = 0, \]  

(1.18)

where \( \hat{n} \) is the unit normal to the surface directed from the body into the surrounding medium. It is seen from Maxwell's equations that condition (1.18) implies that the normal component of the total magnetic field is zero at any regular point of the surface of the scatterer.

Some components of the electric and magnetic fields become infinite at those points of the scattering surface where the Gaussian curvature is infinite. To ensure the uniqueness of the solution one must then invoke an additional boundary condition, the Meixner integrability condition: the electromagnetic energy contained in any finite volume about the surface singularity must be finite (Meixner [1949]). For example, in the case of the wedge with aperture angle 2\( \Omega \) shown in Fig. 6.1 (\( \Omega = 0 \) for the half plane), it can be shown that the components of the electric and magnetic fields parallel to the edge behave like \( r^\theta \) and those perpendicular to the edge like \( r^{\theta-1} \) as \( r \to 0 \), where \( r \) is the distance of the observation point from the edge of the wedge and \( \mu = \pi (2 \pi - 2\Omega) \) (Van Bladel [1964]).

A generalization of the boundary condition (1.18) which is not explicitly considered...
in this book and which has many practical applications is the so-called impedance boundary condition or Leontovich condition:

\[ E - (E \cdot \hat{n}) \hat{n} = \eta Z \hat{n} \wedge H. \]  

(1.19)

where \( \eta \) is the relative surface impedance (\( \eta = 0 \) for a perfect conductor). A nonzero surface impedance may account for the finite conductivity of the scatterer (see, for example, SENIOR [1960a]), for the roughness of its surface (SENIOR [1960b]), for the presence of highly absorbing coating layers (WESTON [1963]), or for an overdense plasma.

If the scatterer and all the primary sources are located within a finite distance from a fixed origin \( r = 0 \), the fields \( E \) and \( H \) are required to satisfy the Silver-Müller radiation condition

\[ \left. \lim_{r \to 0} \left( r \wedge \nabla + ikr \right) E \right|_{\text{uniformly in } \phi} = 0 \]

\[ \left. \lim_{r \to 0} \left( r \wedge \nabla + ikr \right) H \right|_{\text{uniformly in } \phi} = 0 \]

(1.20)

In the case of plane wave incidence it is necessary to separate incident from scattered fields: the scattered fields \( E^s \) and \( H^s \) are required to satisfy condition (1.20).

If the scatterer is an infinitely long cylindrical body with generators parallel to the \( z \) axis (\( z = r \cos \theta \)) and the primary sources are at a finite distance from \( r = 0 \), then condition (1.20) is to be satisfied for all \( 0 \leq \delta \leq 0 \leq \pi - \delta \) with \( \delta \) arbitrarily small and constant. If the primary source is a line source parallel to the \( z \) axis (two-dimensional problem) condition (1.20) must be replaced by

\[ \left. \lim_{\rho \to \infty} \left( \frac{\partial}{\partial \rho} + i k \right) E_z \right|_{\text{uniformly in } \phi} = 0 \]

\[ \left. \lim_{\rho \to \infty} \left( \frac{\partial}{\partial \rho} + i k \right) H_z \right|_{\text{uniformly in } \phi} = 0 \]

(1.21)

when the primary source is a plane wave at broadside incidence, only the scattered fields \( E_z^s \) and \( H_z^s \) are required to satisfy condition (1.21).

In the acoustical case we only consider scatterers that are either perfectly soft or perfectly rigid. At the surface of a soft scatterer, the excess pressure \( p \) is zero; it follows from eq. (1.11) that the boundary condition for the total velocity potential is

\[ U = 0. \]  

(1.22)

At the surface of a rigid or hard scatterer, the normal component \( u \cdot \hat{n} \) of the particle velocity \( u \) is zero; it follows from eq. (1.7) that the boundary condition for the total velocity potential is

\[ \frac{\partial U}{\partial n} = 0. \]  

(1.23)

Conditions (1.22) and (1.23) are also known as Dirichlet and Neumann boundary
conditions, respectively. A more general boundary condition is
\[ \left( \frac{\partial}{\partial n} + i \frac{\omega \delta_0}{\eta} \right) V = 0, \]  
(1.24)
where \( \delta_0 \) is the density (mass per unit volume) of the medium surrounding the scatterer and \( \eta \) is the normal acoustic impedance, i.e. the ratio of the excess pressure to the normal component of the particle velocity at the surface of the scatterer (in particular, \( \eta = 0 \) for a soft body and \( \eta^{-1} = 0 \) for a hard body). Condition (1.24) is not considered in this book; for a noteworthy application to the scattering of sound by circular cylinders and spheres, see Lax and Feshbach [1948].

The radiation conditions for scalar scattering problems are similar to those previously stated for vector problems; namely, that
\[ \lim_{r \to \infty} r^{-1} \left( \frac{\partial}{\partial r} - ik \right) V = 0 \text{ uniformly in } \rho \]  
(1.25)
for three-dimensional problems, and
\[ \lim_{\rho \to \infty} \rho^{-1} \left( \frac{\partial}{\partial \rho} - ik \right) V = 0 \text{ uniformly in } \phi \]  
(1.26)
for two-dimensional problems. If the primary field is a plane wave, then \( V \) is to be replaced by \( V^\ast \) in eqs. (1.25) and (1.26).

If the primary sources and the scattering body are given, the boundary conditions at the surface of the scatterer and the radiation condition at infinity are sufficient to ensure the uniqueness of the solution to the (scalar or vector) wave equation.

In three-dimensional problems, the far scattered field may be written as
\[ V^s \sim \frac{e^{ikr}}{kr} \mathcal{S} \quad (r \to \infty) \]  
(1.27)
in the acoustical case, and as
\[ E^s \sim \frac{e^{ikr}}{kr} \mathcal{S} \mathbf{e} \quad (r \to \infty) \]  
(1.28)
in the electromagnetic case, so that in both cases only the expression for \( \mathcal{S} = \mathcal{S}(\theta, \phi) \) needs to be given explicitly. Similarly, the far scattered fields in two-dimensional problems may be written as
\[ \mathcal{P}(\phi) \int \frac{2}{\pi k \rho} e^{ik\rho \cos \phi} \sin \rho \, (\rho \to \infty). \]  
(1.29)
In the following, the use of the far field coefficients \( \mathcal{S} \) and \( \mathcal{P} \) is restricted to the case of plane wave incidence.

Finally, it should be pointed out that conditions (1.20) and (1.25) are sufficient but not necessary, and can be replaced by weaker requirements (Wilcox [1956a, b]).
1.2.5. Radar cross sections

The radar cross sections are defined for plane wave incidence, and are closely related to the far field coefficients $S$ and $P$ of the previous section.

In the three-dimensional case, the differential scattering cross section or bistatic radar cross section $\sigma(\theta, \phi)$ is defined by

$$\sigma(\theta, \phi) = \lim_{r \to \infty} 4\pi r^2 \frac{|E|^2}{|E'|^2}$$

(1.30)

where $|E|^2 = |E_x|^2 + |E_y|^2 + |E_z|^2$, and $E'$ is the scattered electric field at the observation point $(r, \theta, \phi)$. For an incident electric field of unit amplitude, eqs. (1.28) and (1.30) yield:

$$\sigma(\theta, \phi) = \frac{4\pi}{k^2} |S(\theta, \phi)|^2.$$  (1.31)

The total scattering cross section $\sigma_T$ is defined by the ratio of the time averaged total scattered power to the time averaged incident Poynting vector, and is related to the bistatic cross section by the equation

$$\sigma_T = \frac{1}{4\pi} \int_0^{2\pi} \int_0^\pi \sigma(\theta, \phi) \sin \theta d\theta d\phi.$$  (1.32)

A relation between $\sigma_T$ and the far field coefficient $S(\hat{r})$ of eq. (1.28) is provided by the forward scattering theorem (see e.g. Born and Wolf [1959]):

$$\sigma_T = \frac{4\pi}{k^2} \text{Im} S(\hat{r}_0)(\hat{e} \cdot \hat{c})$$  (1.33)

where $\hat{r}_0$ is oriented in the direction of propagation of the incident wave, $\hat{c}$ gives the direction of the incident electric field, and $S$ is normalized to the amplitude of the incident field.

In the case of broadside incidence on an infinitely long cylindrical body with generators parallel to the $z$ axis, the bistatic cross section $\sigma(\psi)$ per unit length is defined by

$$\sigma(\psi) = \lim_{r \to \infty} 2\pi r \frac{1}{|F|}$$

(1.34)

where $F^\psi = E_z^\psi$ if the electric field is parallel to the $z$ axis, while $F^\psi = H_z^\psi$ if the magnetic field is parallel to the $z$ axis. If $F^\psi$ has unit amplitude, it follows from eq. (1.29) that

$$\sigma(\psi) = \frac{4}{k} |P(\psi)|^2.$$  (1.35)

The total scattering cross section per unit length is defined by the ratio of the time averaged total scattered power per unit length of cylinder to the time averaged incident
Poynting vector; if $|V'| = 1$, then
\[ \sigma_T = -\frac{4}{k} \text{Re} P(\phi_0), \]  
(1.36)

where $\phi_0$ is the azimuth of the direction of propagation of the incident wave.

The definitions of radar cross sections may be modified to take into account the polarization of the receiver. Thus, for example, the three-dimensional bistatic cross section can also be written as
\[ \sigma(\theta, \phi) = \frac{4\pi}{k^2} |S(\theta, \phi)|^2 |\hat{e} \cdot \hat{f}|^2, \]  
(1.37)

where $\hat{e}$ is the unit vector of eq. (1.28) and $\hat{f}$ represents the polarization of the receiver; if $|\hat{e} \cdot \hat{f}| = 1$, result (1.37) reduces to eq. (1.31).

1.2.6. Electromagnetic potentials

It is often convenient to represent the electromagnetic field in terms of a scalar potential $\Phi(r, t)$ and a vector potential $A(r, t)$:
\[ E = -\nabla \Phi - \frac{\partial A}{\partial t}, \quad H = \frac{1}{\mu} \nabla \times A, \]  
(1.38)

where $\Phi$ and $A$ are required to satisfy the Lorentz condition
\[ \nabla \cdot A + \varepsilon \mu \frac{\partial \Phi}{\partial t} = 0. \]  
(1.39)

This condition has the advantages of assuring a relativistic covariant relation between $\Phi$ and $A$ and of making both potentials satisfy the wave equation, namely
\[ \nabla^2 \Phi - \varepsilon \mu \frac{\partial^2 \Phi}{c^2 \partial t^2} = -\frac{\rho}{\varepsilon}, \]  
(1.40)

\[ \nabla^2 A - \varepsilon \mu \frac{\partial^2 A}{c^2 \partial t^2} = -\mu J, \]  
(1.41)

where $\rho$ and $J$ are the charge and current densities of the primary and/or secondary sources, depending on whether the potentials represent the primary and/or scattered fields. The particular solutions of eqs. (1.40) and (1.41) are expressible as integrals over the charge and current distributions; the retarded solutions are:
\[ \Phi(r, t) = \frac{1}{4\pi\varepsilon} \int \frac{\rho(r', t - |r - r'|/c)}{|r - r'|} \, dr', \]  
(1.42)

\[ A(r, t) = \frac{\mu}{4\pi} \int \frac{J(r', t - |r - r'|/c)}{|r - r'|} \, dr', \]  
(1.43)

where $c = (\varepsilon\mu)^{1/2}$. The advanced solutions, corresponding to $(t + |r - r'|/c)$ in the
argument of the integrands, must be disregarded on the basis of causality. For a
discussion of the dependence of \( \Phi \) and \( A \) on the field sources in the time-harmonic
case see, for example, Van Bladel [1964; Section 7.8].

For given fields \( E \) and \( H \), the potentials \( \Phi \) and \( A \) are not uniquely defined; in fact,
if \( \Phi \) and \( A \) satisfy eqs. (1.38) and (1.39), the same is true of all potentials \( \Phi' \) and \( A' \)
related to \( \Phi \) and \( A \) by the gauge transformation

\[
\Phi' = \Phi + \frac{\partial f}{\partial t}, \quad A' = A - \nabla f, \tag{1.44}
\]

where \( f(r, t) \) is any solution of the homogeneous wave equation

\[
\nabla^2 f - \varepsilon \mu \frac{\partial^2 f}{\partial t^2} = 0. \tag{1.45}
\]

The potentials have the advantage of being "more regular" than the electric and
magnetic fields. This regularity can be further enhanced by introducing other functions,
the so-called superpotentials, from which the fields are obtained by higher-order
differentiations. The most widely used superpotentials are the electric and magnetic
Hertz vectors \( \Pi_e \) and \( \Pi_m \), also known as polarization potentials. The vector potential
\( \Pi_e \) originates fields

\[
E = \nabla \wedge \nabla \wedge \Pi_e, \quad H = \varepsilon \nabla \wedge \frac{\partial}{\partial t} \Pi_e, \tag{1.46}
\]

whereas the vector potential \( \Pi_m \) gives rise to fields

\[
E = -\mu \nabla \wedge \frac{\partial}{\partial t} \Pi_m, \quad H = \nabla \wedge \nabla \wedge \Pi_m. \tag{1.47}
\]

The electric and magnetic fields in a region where \( \varepsilon \) and \( \mu \) are constant and \( \rho = J = 0 \)
are the sums of the partial fields of eqs. (1.46) and (1.47). Observe that \( E \) and \( H \)
remain unchanged when the gradients of arbitrary functions of space and time are
added to the Hertz vectors. The fields determined by eqs. (1.46) and (1.47) satisfy
the Maxwell's equations (1.1) provided that

\[
\left( \nabla \wedge \nabla \wedge + \varepsilon \mu \frac{\partial^2}{\partial t^2} \right) \Pi_e = \nabla f, \tag{1.48}
\]

\[
\left( \nabla \wedge \nabla \wedge + \mu \varepsilon \frac{\partial^2}{\partial t^2} \right) \Pi_m = \nabla f,
\]

where \( f(r, t) \) is an arbitrary scalar function of position and time.

In particular, the potentials \( \Phi \) and \( A \) may be derived from Hertz vectors; thus,
one may choose either

\[
\Phi = -\nabla \cdot \Pi_e, \quad A = \varepsilon \mu \frac{\partial}{\partial t} \Pi_e \tag{1.49}
\]

or

\[
\Phi = 0, \quad A = \mu \nabla \wedge \Pi_m. \tag{1.50}
\]
the fields are then given by eqs. (1.38), the Lorentz condition is automatically satisfied, and \( f = \nabla \cdot \Pi_e \) in eq. (1.48) for \( \Pi_e \).

A general theory of the Hertz vectors and of the associated gauge transformation is to be found in Nisbet [1955]; see also McCrea [1957]. For the relation of the Hertz vectors to the sources of the field see, for example, Stratton [1941; Sections 1.11, and 8.3 to 8.6], Born and Wolf [1959; Sections 2.2.2 and 2.2.3], Panofsky and Phillips [1962: Sections 14.5 to 14.9] and Van Bladel [1964; Section 7.2]. It is here sufficient to recall that, in the time-harmonic case, an electric dipole located at the point \( \mathbf{r}_0 \) with a moment

\[
\frac{4\pi}{k} \hat{\mathbf{e}}
\]

produces a field that can be derived from eqs. (1.46) in which

\[
\Pi_e = \frac{e^{ikR}}{kR} \hat{\mathbf{e}}, \quad (R = |\mathbf{r} - \mathbf{r}_0|),
\]

whereas the field of a magnetic dipole located at \( \mathbf{r}_0 \) and with a moment

\[
\frac{4\pi}{k} \hat{\mathbf{e}}
\]

can be derived from eqs. (1.47) in which

\[
\Pi_m = \frac{m}{kR} \hat{\mathbf{e}}.
\]

In the time-harmonic case, an especially important class of Hertz vectors is obtained by setting

\[
\Pi_e = ur, \quad \Pi_m = vr
\]

where the scalar functions of position \( u \) and \( v \), the so-called Debye potentials, satisfy the wave equation

\[
(\nabla^2 + k^2)u = 0, \quad (\nabla^2 + k^2)v = 0,
\]

and \( \mathbf{r} \) is the radial vector from a fixed origin. Every electromagnetic field defined in a source-free region between two concentric spheres can be represented there by two Debye potentials (Wilcox [1957]); the components of the field are

\[
\begin{align*}
F_r & = \left( \frac{\hat{\phi}^2}{r^2} + k^2 \right) (ru), \\
F_\theta & = \frac{1}{r} \frac{\hat{\phi}^2}{\sin \theta} (ru) \frac{ikZ}{\sin \theta} \frac{i\phi}{\hat{\phi}}, \\
F_\phi & = \frac{1}{r \sin \theta} \frac{\hat{\phi}}{\hat{\phi}} (ru) \frac{ikZ}{\sin \theta} \frac{i\phi}{\hat{\phi}}.
\end{align*}
\]
\[ H_r = \left( \frac{\partial^2}{\partial r^2} + k^2 \right)(r) \] (1.57)

\[ H_\theta = \frac{1}{r} \frac{\partial^2}{\partial r \partial \phi} (r) - \frac{ikY}{\sin \theta} \frac{\partial u}{\partial \phi}, \]

\[ H_\phi = \frac{1}{r \sin \theta} \frac{\partial^2}{\partial r \partial \phi} (r) + ikY \frac{\partial u}{\partial \phi}. \]

The Debye potentials can be expressed in terms of the current density distribution \( J \) of the sources; see BouwKamp and Casimir [1954] and Van Bladel [1964; Section 7.7].

1.2.7. Green’s functions

Consider the equation

\[ Lf = -g \] (1.58)

subject to certain boundary conditions, where \( L \) is a differential operator, \( g(x) \) is a given continuous function, \( f(x) \) is the unknown function, and \( x \) may be considered as a vector in an \( n \)-dimensional space. Its solution may be written as

\[ f(x) = \int G(x|x')g(x')dx'; \] (1.59)

here \( G(x|x') \) is the so-called Green function for the boundary value problem under consideration, and satisfies the equation:

\[ LG(x|x') = -\delta(x-x'), \] (1.60)

where \( \delta \) is the Dirac delta function. Thus, formally:

\[ G(x|x') = -L^{-1}\delta(x-x') + G_0, \] (1.61)

where \( G_0 \) is any solution of \( LG_0 = 0 \).

Green’s function has the following properties: 1) it is symmetrical in \( x \) and \( x' \):

\[ G(x|x') = G(x'|x), \] (1.62)

and 2) it is the solution of the homogeneous differential equation \( LG = 0 \) at all points except \( x = x' \), where a singularity occurs. The physical meaning of eqs. (1.58) and (1.59) is that the source \( g \) originates the field \( f \). Green’s function represents the field produced at \( x \) by a source of unit intensity located at \( x' \) (here \( x \) and \( x' \) represent both space and time coordinates). Therefore, the field \( f \) is given by an integral over all the space-time positions of the source.

We wish to point out that since we are here concerned only with macroscopic phenomena, the principle of causality must be respected; this implies that time reversal must be introduced in the reciprocity relation satisfied by a time-dependent
Green function. For example, the Green function for the scalar wave equation
\[(\nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2}) V = 0\]
must satisfy the reciprocity relation
\[G(r, t|r', t') = G(r', -t'|r, -t).\] (1.63)
For \(t' = 0\), eq. (1.63) becomes
\[G(r, t|r', 0) = G(r', 0|r, -t),\]
that is, the effect at the point \(r\) and at the time \(t\) of an impulse started at \(r'\) at time zero equals the effect produced at \(r'\) at time zero by the same impulse started at \(r\) at the time \(-t\). For a detailed discussion of time-dependent scalar Green's functions see, for example, Morse and Feshbach [1953; Section 7.3].

The Green function \(G(r|r')\) for the steady-state wave equation (1.17), i.e. the solution of
\[(\nabla^2 + k^2)G = -\delta(r-r'),\] (1.64)
is investigated e.g. by Morse and Feshbach [1953; Section 7.2]; for a bounded region of space, see Sommerfeld [1949; paragraph 27]. In free space, the solution of eq. (1.64) which obeys the radiation condition is
\[G(r|r') = \frac{\exp(ik|r-r'|)}{4\pi|r-r'|},\] (1.65)
for three dimensions, and
\[G(r|r') = \frac{1}{4\pi}|r-r'|\] (1.66)
in two dimensions. The corresponding free space Green function for the Laplace equation, i.e. the solution of
\[\nabla^2 G = -\delta(r-r'),\] (1.67)
is
\[G(r|r') = \frac{1}{4\pi}|r-r'|\] (1.68)
for three dimensions, and
\[G(r|r') = -\frac{1}{2\pi}\ln|r-r'|\] (1.69)
for two dimensions.

Green's function technique is also applicable to the solution of vector problems such as
\[lf = -g.\] (1.70)
Now, however, it is in general necessary to use nine scalar Green functions to express the three components of \( f \) in terms of the three components of \( g \). These nine quantities constitute a tensor of rank two, the so-called dyadic Green function \( \mathcal{G}(x|x') \), which satisfies
\[
L \mathcal{G}(x|x') = -\delta(x-x') \mathcal{I},
\]
where \( \mathcal{I} \) is the identity. Thus, the solution of eq. (1.70) is:
\[
f(x) = \int \mathcal{G}(x|x') \cdot g(x') \, dx'.
\]

The dyadic formalism enables one to discuss the solutions of vector scattering problems without actually calling into play the inevitably complicated representations of solutions of particular problems. The dyadic Green function of free space has been discussed by Van Bladel [1961]; also available are the dyadic Green functions for the half plane (Tai [1954a]) and for the circular and elliptic cylinders, wedge, flat ground, sphere and cone (Tai [1954b]). Some fundamental properties of dyadics are listed in Appendix B.

1.2.8. Reciprocity theorem

Equations (1.62) and (1.63) of the previous section already constitute reciprocity relations. A reciprocity theorem for time-dependent electromagnetic fields in vacuo has been given by Welch [1960]. If Maxwell's equations are written in the form
\[
\nabla \times H = J + \epsilon \frac{\partial E}{\partial t},
\]
\[
\nabla \times E = -\mu \frac{\partial H}{\partial t},
\]
where a magnetic current \( J_m \) has been introduced for reasons of symmetry, then:
\[
\int_{t_1}^{t_2} \int_{all \ space} \left[ E' \cdot J^a + H' \cdot J^m \right] dv = \int_{t_1}^{t_2} \int_{all \ space} \left[ E^a \cdot J' + H^m \cdot J^m \right] dv,
\]
where \( E', H' \) are the retarded fields produced by sources \( J' \) and \( J_m' \), and \( E^a, H^a \) are the advanced fields produced by sources \( J^a \) and \( J^m \); in deriving eq. (1.74), it has been assumed that the sources were switched on at some time after \( t_1 \). The reciprocity theorem (1.74) can be modified for time-harmonic fields, yielding (see Van Bladel [1964: Section 7.5]):
\[
\int_{all \ space} \left[ E' \cdot J'^a - H' \cdot J^m \right] dv = \int_{all \ space} \left[ E^a \cdot J' - H^m \cdot J^m \right] dv,
\]
where \( E', H' \) and \( E^a, H^a \) are respectively generated by sources \( J', J_m' \) and \( J^a, J^m \) operating at the same frequency. Reciprocity relations for propagation in a homogeneous anisotropic medium and for the scattering matrix have been respectively derived by Rimsy [1954] and by Dr. Hoop [1960]; see also Van Bladel [1964: Sections 8.3 and 8.7]. The relationship between transmitting and receiving properties of an antenna has been discussed by Dr. Hoop [1968].
1.2.9. Babinet's principle

Babinet's principle enables one to derive the electromagnetic field diffracted by a set of apertures A in an infinite metal plane of zero thickness from the field scattered by a plane metal screen S of zero thickness having the same size, shape and position as the apertures (A = S). Here we follow the presentation of Babinet's principle given by Bouwkamp [1954], where a comprehensive bibliography on this subject is also to be found. An extension of Babinet's principle to screens that are not perfectly conducting has been attempted by Neugebauer [1956].

Let \((F, G)\) denote any incident electromagnetic field, where the first vector represents the electric field \((E^i = F)\) and the second the magnetic field \((H^i = G)\), and define the "complementary incident field" to be \((-ZG, YF)\), i.e. \(E^i = -ZG\) and \(H^i = YF\). For example, if the incident field is a plane wave, the complementary incident field is obtained by rotating the plane of polarization through a right angle counter-clockwise when looking in the direction of propagation. Both incident and complementary incident fields satisfy Maxwell's equations for free space.

Firstly, we consider the scattering of the field \((F, G)\) by a perfectly conducting plane screen S of zero thickness, located in the plane \(z = 0\). Secondly, we consider the "complementary diffraction problem", that is the scattering of the complementary field \((-ZG, YF)\) by the apertures A in a perfectly conducting plane screen of zero thickness located at \(z = 0\), such that the apertures A in the second problem extend over that portion of the \(z \geq 0\) plane which was occupied by the screen S in the first problem. In both problems, the sources of the primary field are supposed to be located in the half space \(r > 0\), so that \(r > 0\) is the "illuminated" half space, whereas \(r < 0\) is the "shadowed" half space. The rigorous form of Babinet's principle states that the solution of either one of these problems can be obtained at once from the solution of the other.

In the first problem, let the total field at any point in space be given by \((F + E', G + H')\), where \((E', H')\) is the scattered field due to the currents induced in the screen by the incident field \((F, G)\). In the complementary problem, we distinguish between the fields in front of and behind the aperture. Let \((E_0, H_0)\) be the total field that would be present in the illuminated half space \(z > 0\) if there were no holes A in the perfectly conducting screen \(z = 0\), and let \((E_1, H_1)\) be the diffracted field when the apertures A are present. Then the total field behind the apertures \((z < 0)\) is \((E_0, H_0)\), whereas the total field in front of the apertures \((z > 0)\) is \((E_0 + E', H_0 + H')\). According to Babinet's principle:

\[
E^d = \mp \frac{1}{2} ZH^*, \quad H^d = \pm YE^*, \quad (z \geq 0).
\]

(1.76)

Finally, observe that in the portion of the \(z = 0\) plane that is not occupied by the screen,

\[
E^c_z = H^c_z = 0, \quad (z = 0).
\]

(1.77)

from which it follows that in the apertures the tangential magnetic field and the normal
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1.2.10. Integral equations

For an acoustic or electromagnetic wave incident on a body, integral equations can be derived from which to determine the fields induced on the surface of the scatterer. Although these are capable of exact solution for only a limited number of geometries, they do form the starting point for most numerical methods (see Section 1.2.14.4) and are also valuable in the derivation of low and high frequency approximations.

It is convenient to confine attention to a three-dimensional, closed and bounded body whose surface \( S \) is regular in the sense of Kellogg [1929], and to treat successively the cases in which the body is acoustically soft or hard, or is perfectly conducting.

If \( V^i \) is the velocity potential of an incident acoustic field, the total velocity potential \( V \) at a point \( r \) in the space surrounding \( S \) is

\[
V(r) = V^i(r) + \frac{1}{4\pi} \int_S \left( \frac{\partial}{\partial n_1} \left( \frac{e^{ikR}}{R} \right) - \frac{e^{ikR}}{R} \frac{\partial}{\partial n_1} V(r_i) \right) dS
\]

(1.78)

where \( r_i \) is a variable point on \( S \), \( R = |r - r_i| \), and \( n_1 = n(r_i) \) is a unit vector normal to \( S \) directed out of the body and into the surrounding space. From this representation, integral equations for either the field or its normal derivative on \( S \) can be derived.

For a soft body (\( K = 0 \) on \( S \)), eq. (1.78) reduces to

\[
V(r) = V^i(r) - \frac{1}{4\pi} \int_S \frac{e^{ikR}}{R} \frac{\partial}{\partial n_1} V(r_i) dS
\]

(1.79)

which in turn leads to two integral equations for the unknown surface field. The first of these follows on allowing \( r \) to be a point on \( S \) and is

\[
4\pi V^i(r) = \int_S \frac{e^{ikR}}{R} \frac{\partial}{\partial n_1} V(r_i) dS. \quad (r, r_i \in S).
\]

(1.80)

The singularity of the kernel \( R^{-1}e^{ikR} \) at \( r = r_i \) is integrable. The second equation is obtained by differentiating eq. (1.79) in the direction \( \mathbf{h} = h(r) \) of the outwards normal towards the point \( r \) and then allowing \( r \) to lie on \( S \):

\[
2 \frac{\hat{\mathbf{n}}}{\partial n} V^i(r) = \frac{\partial}{\partial n} V(r) + \frac{1}{2\pi} \int_S \frac{\hat{\mathbf{n}}}{\partial n_1} V(r_i) \frac{\hat{\mathbf{n}}}{\partial n_1} \left( \frac{e^{ikR}}{R} \right) dS. \quad (r, r_i \in S).
\]

(1.81)
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The kernel is no longer singular at \( r = r_1 \), and is continuous as \( r \to r_1 \). Eq. (1.81) is particularly useful for existence and uniqueness theorems (MULLEK [1952]), and is also amenable to solution by iteration.

For a hard body (\( \partial V/\partial n = 0 \) on \( S \)), eq. (1.78) reduces to

\[
V(r) = V'(r) + \frac{1}{4\pi S} \int_S V(r_1) \frac{\partial}{\partial n_1} \left( \frac{e^{ikr}}{R} \right) \, dS,
\]

and as in the previous case, two integral equations can be derived for the unknown field on \( S \). For the first of these, \( r \) is allowed to approach \( S \) to give

\[
2V'(r) = V(r) - \frac{1}{2\pi} \int_S V(r_1) \frac{\partial}{\partial n_1} \left( \frac{e^{ikr}}{R} \right) \, dS,
\]

where the asterisk again denotes the Cauchy principal value. The kernel is continuous at \( r = r_1 \). The second equation follows as in the corresponding Dirichlet case and is

\[
4\pi \frac{\partial}{\partial n} V'(r) = -\frac{\partial}{\partial n} \int S V(r_1) \frac{\partial}{\partial n_1} \left( \frac{e^{ikr}}{R} \right) \, dS, \quad (r, r_1 \in S).
\]

Since the derivative \( \partial V/\partial n \) cannot be taken inside the integral, eq. (1.84) is actually an integrodifferential equation.

In the electromagnetic problem in which the field \((E', H')\) is incident on \( S \), the derivation of integral equations again proceeds from a representation of the total field in the source-free region surrounding \( S \) (STRATTON [1941]):

\[
E(r) = E'(r) + \frac{1}{4\pi S} \int S \left\{ ikZ(\hat{a}_1 \wedge H) \frac{e^{ikr}}{R} + (\hat{a}_1 \wedge E) \wedge \nabla \left( \frac{e^{ikr}}{R} \right) + (\hat{a}_1 \cdot E) \nabla \left( \frac{e^{ikr}}{R} \right) \right\} \, dS
\]

\[
H(r) = H'(r) - \frac{1}{4\pi S} \int S \left\{ ik\hat{a}(\hat{a}_1 \wedge E) \frac{e^{ikr}}{R} - (\hat{a}_1 \wedge H) \wedge \nabla \left( \frac{e^{ikr}}{R} \right) - (\hat{a}_1 \cdot H) \nabla \left( \frac{e^{ikr}}{R} \right) \right\} \, dS
\]

in which the differentiation is with respect to the coordinates of the surface point \( r_1 \).

If the body is perfectly conducting, an integral equation for the surface current density \( J = \hat{a} \wedge H \) follows immediately from eq. (1.86) and is (MAUE [1949]):

\[
2\hat{n}(r) \wedge H'(r) = J(r) - \frac{1}{2\pi S} \int S \hat{n}(r) \wedge \left\{ J(r_1) \wedge \nabla \left( \frac{e^{ikr}}{R} \right) \right\} \, dS, \quad (r, r_1 \in S).
\]

An alternative form of Maue’s integral equation is

\[
4\pi \hat{n}(r) \wedge E'(r) = -ikZ \int S \hat{n}(r_1) \wedge J(r_1) \frac{e^{ikr}}{R} - \frac{1}{k^2} \left( \nabla \cdot J(r_1) \right) \hat{a}(r) \wedge \nabla \frac{e^{ikr}}{R} \, dS, \quad (r, r_1 \in S),
\]
where $V^\cdot$ is the surface divergence operator at $r_1$. Analogous equations for surfaces at which an impedance boundary condition is fulfilled have been derived by MITZNER [1967].


1.2.1.1. Separation of variables

The solution $V$ of the scalar wave eq. (1.17) can be considered as a function of any system of orthogonal curvilinear coordinates $u_1$, $u_2$, $u_3$. There is a limited set of coordinate systems in which one can find a set of particular solutions $V$ that can be expressed as products of three functions:

$$V(u_1, u_2, u_3) = V_1(u_1) V_2(u_2) V_3(u_3), \quad (1.89)$$

where $V_i(u_i)(i = 1, 2, 3)$ is a function of $u_i$ only, and satisfies a second-order ordinary differential equation. The general solution of eq. (1.17) is a linear combination of the separated solutions (1.89). There are eleven separable coordinate systems for the scalar wave equation: the triaxial ellipsoidal coordinates and their ten degenerate forms; the coordinate surfaces are confocal quadric surfaces or their degenerate forms (for details see, for example, MORSE and FESHBACH [1953; Chapter 5]; MOON and SPENCER [1961]).

In passing from the partial differential eq. (1.17) to the three ordinary differential equations with independent variables $u_1$, $u_2$, $u_3$ by means of the substitution (1.89), two separation constants $\lambda_1$ and $\lambda_2$ are introduced. The separated solution takes one of the following six forms:

$$V = V_1(u_1; k, \lambda_1, \lambda_2) V_2(u_2; \lambda_1, \lambda_2) V_3(u_3; \lambda_2) \quad (1.90)$$

for rectangular Cartesian and circular cylinder coordinates;

$$V = V_1(u_1; k, \lambda_1) V_2(u_2; \lambda_1, \lambda_2) V_3(u_3; \lambda_2) \quad (1.91)$$

for spherical coordinates;

$$V = V_1(u_1; k, \lambda_1) V_2(u_2; \lambda_1, \lambda_2) V_3(u_3; \lambda_1, \lambda_2) \quad (1.92)$$

for parabolic cylinder coordinates;

$$V = V_1(u_1; k, \lambda_1, \lambda_2) V_2(u_2; k, \lambda_1, \lambda_2) V_3(u_3; k, \lambda_1, \lambda_2) \quad (1.93)$$

for elliptic cylinder, prolate spheroidal, oblate spheroidal and parabolic coordinates;

$$V = V_1(u_1; k, \lambda_1, \lambda_2) V_2(u_2; \lambda_1, \lambda_2) V_3(u_3; \lambda_1, \lambda_2) \quad (1.94)$$

for conical coordinates;

$$V = V_1(u_1; k, \lambda_1, \lambda_2) V_2(u_2; k, \lambda_1, \lambda_2) V_3(u_3; k, \lambda_1, \lambda_2) \quad (1.95)$$

for paraboloidal and ellipsoidal coordinates.

With respect to the separation constants, the solution $V$ is completely separable in cases (1.90) and (1.91), due to the high degree of symmetry in the coordinate systems; it is only partially separable in cases (1.92) and (1.93), and it is nonseparable in cases (1.94) and (1.95).
The allowed values for the separation constants may form a discrete or a continuous spectrum, and are to be determined by imposing the boundary conditions for the specific problem on hand. Thus, for example, the field scattered from a circular cylinder must be periodic with period $2\pi$ in the azimuthal variable $\phi$, and this requirement restricts the separation constant $\lambda_1$ to integer values $\lambda_1 = 0, \pm 1, \pm 2, \ldots$. The spectrum for the other separation constant, $\lambda_2$, is determined by the type of primary field; for a plane wave incident at an angle $\alpha$ with the cylinder axis, only the value $\lambda_2 = k \cos \alpha$ is allowed; for a point source, $\lambda_2$ can be any real number.

The general solution of eq. (1.17), which is a linear combination of all the separated solutions (1.89) that correspond to different values of $\lambda_1$ and $\lambda_2$, is represented by a double infinite series if both $\lambda_1$ and $\lambda_2$ have discrete spectra, by a double integral if both $\lambda_1$ and $\lambda_2$ have continuous spectra, and by an infinite series of single integrals if one spectrum is discrete and the other continuous; only in particular cases will the general solution be represented by a single infinite series or a single definite integral.

The combination constants that appear in the general solution of eq. (1.17) are found by imposing the boundary and radiation conditions. The explicit determination of these constants is possible for all scatterers whose surface is a coordinate surface in any of the eleven separable coordinate systems, provided that the scatterer is either perfectly soft or perfectly hard. If the scatterer is penetrable to the radiation, or if it has a finite, nonzero surface impedance, then the explicit determination of the combination constants is straightforward only if the separated solutions (1.89) are completely separable for the separation constants $\lambda_1$ and $\lambda_2$, i.e. in cases (1.90) and (1.91); for the other eight coordinate systems, the explicit solution of the boundary value problem requires the inversion of an infinite matrix or the solution of an integral equation.

The particular case in which $\lambda = 0$ in eq. (1.17) gives the Laplace equation $\nabla^2 \phi = 0$. In two-dimensional problems, the Laplace equation separates in any coordinate system which is obtained by conformal mapping from the rectangular Cartesian system $(x, y)$. In three dimensions, the Laplace equation obviously separates in the eleven coordinate systems for which the scalar wave equation separates. In addition, however, there are some coordinate systems in which any separated solution of Laplace's equation is of the form

$$V(u_1, u_2, u_3) = \frac{V_1(u_1) V_2(u_2) V_3(u_3)}{B(u_1, u_2, u_3)},$$

where $B$, the so-called modulation factor, is independent of the separation constants $\lambda_1$ and $\lambda_2$ and can therefore be factored outside the summations over the allowed values of $\lambda_1$ and $\lambda_2$ in writing the general solution of $\nabla^2 \phi = 0$. The Laplace equation in three dimensions separates in the sense of eq. (1.96) in all the cyclidal coordinate systems, which include the ellipsoidal coordinates and all their degenerate forms; the coordinate surfaces are confocal cyclides. In particular, two important coordinate systems in which the Laplace equation separates with a modulation factor $B$ that is not identically equal to unity are the toroidal and the bispherical coordinates.
The vector wave equation

\[(\nabla^2 + k^2)F = 0\]  \hspace{1cm} (1.97)

could be solved by taking three solutions of the scalar wave equation (1.17) as the three rectangular components of the vector \( F \), and in this sense eq. (1.97) would be separable in the same eleven coordinate systems in which eq. (1.17) is separable; in most cases, however, it would then become impossible to fit the boundary conditions. In the following, therefore, we consider the separability of eq (1.97) only in the restricted sense of Hansen [1935] and Stratton [1941] (see also Senior [1960c]).

The solution \( F \) of eq. (1.97) can always be written as the sum of a longitudinal part

\[L = \nabla \Phi\]  \hspace{1cm} (1.98)

and of a transverse part

\[T = \nabla \wedge A.\]  \hspace{1cm} (1.99)

Consider a system of orthogonal curvilinear coordinates \( u_1, u_2, u_3 \) with metric coefficients \( h_{ij}, h_{il}, h_{ij} \) defined as in Appendix C, and for which the scalar wave equation is separable. Suppose that the surface of the scatterer is described by \( u_1 = \alpha \), where \( \alpha \) is a constant. The transverse part \( T \) can be derived from two scalar fields, and in order to satisfy the boundary conditions it is convenient to choose these two scalar functions so that the partial field derived from one scalar is tangential to the surface \( u_1 = \alpha \), whereas the partial field derived from the other scalar is perpendicular to \( u_1 = \alpha \). This is possible if one of the metric coefficients is unity, and if the ratio of the other two metric coefficients is independent of the coordinate corresponding to the unity metric coefficients; these conditions are met by six of the eleven coordinate systems for which eq. (1.17) is separable: rectangular Cartesian coordinates; circular, elliptic and parabolic cylinder coordinates; spherical and conical coordinates (see Morse and Feshbach [1953: Chapter 13]). For these six coordinate systems, the solution \( F \) of eq. (1.97) may be written as the sum of three vectors \( L, M, N \), with \( L \) given by eq. (1.98) and

\[M = \nabla(f\Phi_1) \wedge \hat{u}_1,\]  \hspace{1cm} (1.100)

\[N = kf\Phi_2 \hat{u}_1 + k^{-1}\nabla \left[ \frac{\partial}{\partial u_1} (f\Phi_2) \right],\]  \hspace{1cm} (1.101)

where \( \Phi, \Phi_1 \) and \( \Phi_2 \) are solutions of the scalar wave equation, \( f = 1 \) for the rectangular and the three cylindrical coordinate systems (with \( u_1 \) as the coordinate varying along the cylinder generators), and \( f = r \) (\( u_1 = r \) is the radial distance from the origin of coordinates) for the spherical and conical systems.

Of course, solutions can also be found to certain vector problems which, because of their symmetry, reduce to the solution of a scalar wave equation in one of the eleven coordinate systems in which it is separable. For an extension of the Hansen-Stratton vector wave function method to spherically inhomogeneous media, see e.g. Marcuvitz [1951], Tai [1958] and Gutman [1965].
Finally, we observe that for certain scatterers whose boundary extends only to a portion of a coordinate surface (such as a thin-walled semi-infinite circular pipe), a rigorous solution can be obtained by combining separation of variables and function-theoretic methods (see Section I.2.14.3).

1.2.12. Low frequency methods

The first attempt to obtain low-frequency solutions of the steady-state wave equation from the solutions of the corresponding static problems is due to STRUTT, Lord Rayleigh [1897]; a comprehensive survey of Strutt's contributions to scattering theory is presented by TWERSKY [1964]. In general, the term "Rayleigh scatterer" is applied to a body whose characteristic dimensions are small compared to the wavelength, but authors often disagree with one another on the precise definition. Thus, for example, to BORN and WOLF [1959] a Rayleigh scatterer is one that does not change the frequency of the incident field in forming the scattered field, whereas other authors it is one whose scattered far field is linearly polarized, or is proportional to $k^2$. For our purposes a satisfactory definition of Rayleigh scattering has been given by KLEINMAN [1965a]: for a given scatterer, the "Rayleigh region" is that range of values of $k$ for which the quantity of interest, e.g. the scattered far field, can be expanded in convergent series in positive integral powers of $k$. For three-dimensional scattering by smooth finite objects, such series exist and have finite radii of convergence, as proved by KLEINMAN [1965b] in the scalar case and by WERNER [1963] in the electromagnetic case. These expansions are known as "Rayleigh series", or "quasi-static series", or "low-frequency expansions".

In keeping with Rayleigh's original work, some authors restrict the Rayleigh region to the wavelength range in which the Rayleigh series is not only convergent but is well approximated by its first term. To this order, the backscattering cross section of a thin, elongated, perfectly conducting body of revolution on which a plane electromagnetic wave is axially incident is

$$\sigma = \frac{4}{\pi} k^4 V^2,$$  \hspace{1cm} (1.102)

where $V$ is the volume of the body. As the body is made less elongated, the approximation (1.102) becomes worse; however, it can be improved somewhat by multiplying the right-hand side of (1.102) by a shape factor (SIEGEL [1959]), and anyhow, eq. (1.102) is in error by only 27 percent for a sphere.

In the scalar case, the determination of the low-frequency expansion by the extension of Rayleigh's method consists of two steps: the terms of the expansion are found for the near field, and then they are continued into the far field. The details of this procedure may be found, for example, in NOBLE [1962] and KLEINMAN [1965a]. When applied to soft (hard) scatterers, the method consists of a series of steps which require the solution of the same Dirichlet (Neumann) potential problem, but with different boundary values at each step. This inconvenience has been eliminated in a new method developed by KLEINMAN [1965b] (see also AR and KLEINMAN [1966]),
which produces successive terms iteratively, without requiring the solution of a new problem at each step.

In both Rayleigh's and Kleinman's methods, the solution of the potential problem, i.e. the static Green's function for the scatterer under consideration, must be known. For a limited number of shapes, potential problems can be solved by separation of variables (see Section 1.2.11). Darling (1960) has proposed a method of solving potential problems for surfaces which are intersections of separable surfaces, and Darling and Senior (1965) have applied it to a spherically-capped cone.

The extension of Rayleigh's method to electromagnetic scattering by penetrable three-dimensional bodies was performed by Stevenson (1953a); a detailed account may be found in van Bladel (1964; Sections 9.4 through 9.6). The calculations required for obtaining each successive term in the low-frequency series, however, rapidly become so intolerable (see, for example, Stevenson (1953b)) that Stevenson's technique does not seem to have been employed in deriving more than three terms. Kleinman (1965c, 1967) has achieved some simplification and removed some of the ambiguities in Stevenson's work. Low frequency electromagnetic scattering by two-dimensional bodies has been studied by van Bladel (1963).

The extension of the method of Kleinman (1965b) to two-dimensional scalar problems as well as to electromagnetic problems might possibly be achieved by combining it with an extension of a variational approach due to Schiffert (1957); however, no results are presently available. A survey of low-frequency scattering for both scalar and vector problems has been given by Kleinman (1965a).

1.2.13. High frequency methods

The relationship between ray optics and wave propagation was well understood after the works of Huygens in 1690 and of Fresnel in 1818, and the connection between electromagnetism and optics was established by Maxwell in 1873. For a rigorous and extensive discussion of these and related matters, the reader should see the books by Bateman (1915), Luneburg (1944), Baker and Copson (1950), Born and Wolf (1959), Sommerfeld (1954), and Kline and Kay (1965).

When the wavelength is small compared with the characteristic dimensions of the scattering body, asymptotic high-frequency methods must be employed. This is true even if the solutions of scattering problems can be written exactly as series of eigenfunctions, because at high frequencies the convergence properties of these series are generally very poor.

For a given scatterer, it is intuitive that as the wave number \( k \) tends to infinity, the scattered field tends to the values predicted by the simple laws of geometrical optics. It is on this observation that the methods of geometrical and physical optics and the geometrical theory of diffraction are based. In that portion of space which is illuminated by the primary wave, one would expect the scattered field to be given by the geometric optics value plus higher-order correction terms; indeed, starting from the wave equation, it is possible to derive a complete asymptotic expansion in inverse powers of \( k \), the so-called Luneburg-Kline expansion, whose leading term is
the geometric optics field. The transition region between light and shadow, or penumbra region, near the surface of a smooth opaque convex body has been investigated in detail by Fock. A different high-frequency method, known in its original form as the Watson transformation, is applicable to those canonical shapes for which an exact solution to the scattering problem is available. All these techniques are outlined in the following subsections; for general surveys, see also Kouyoumjian [1965] and Felsen [1964].

1.2.13.1. GEOMETRICAL OPTICS

In geometrical optics, the propagation of energy between two points Q and P occurs according to Fermat's principle that the optical distance between Q and P must be stationary; in particular, therefore, the optical rays in a homogeneous isotropic medium are straight lines. The variation of the intensity of the geometric optics field along a ray is dictated by energy conservation: the energy flux in a tube of rays must be the same at all points along the tube. Let us consider the vector case, and specifically the electric field $E$; with reference to Fig. 1.1, we have that

$$|E(P)| = |E(Q)| \sqrt{\frac{dS_Q}{dS_P}},$$  \hspace{1cm} (1.103)

Fig. 1.1. Astigmatic tube of rays.

where $dS_Q$ and $dS_P$ are the cross sections of the elementary tube of rays at Q and P respectively, and are inversely proportional to the Gaussian curvature of the wavefront. Thus, if we denote by $s$ the oriented distance of the observation point P from a fixed origin Q, and by $\rho_1 = AQ$ and $\rho_2 = BQ$ the distances of the astigmatic lines A and B from Q, and if in addition we assume that the polarization of $E$ is unchanged along the ray, then

$$E(P) = E(Q) \sqrt{\frac{\rho_1 \rho_2}{(\rho_1 + s)(\rho_2 + s)}} e^{i\phi_s}. \hspace{1cm} (1.104)$$

This geometric optics result yields an infinite value of the field at the caustics A and B, where either $\rho_1 = -s$ or $\rho_2 = -s$; the field in the vicinity of a caustic has been determined by Kay and Keller [1954]. Note, however, that formula (1.104) gives the correct phase jump of $\frac{1}{2} \pi$ that occurs when the observer passes through a caustic.
The first problem that arises when a wave is reflected at the surface of a body is the determination of the reflected field at the surface, for a given incident field; we consider the vector case only, since the scalar case is trivial. Let the incident fields be given by

\[ E^i = E^0 e^{i\phi}, \quad H^i = H^0 e^{i\phi} \]  

(1.105)

where \( \phi \) obeys the eikonal equation \((\nabla \phi)^2 = 1\), and the incident fields \( E^0 \) and \( H^0 \) at the surface of the body are assumed to be slowly varying functions of coordinates. Let \( E^r \) and \( H^r \) be the reflected fields at the surface of the body. Let \( \hat{k}, \hat{\mathbf{r}}, \hat{\mathbf{a}} \) and \( \theta \) be respectively the unit vectors representing the directions of propagation along the incident and the reflected rays, the unit normal to the surface oriented from the body into the surrounding space, and the angle of incidence, such that

\[ \hat{k} \cdot \hat{\mathbf{r}} = -\hat{k} \cdot \hat{\mathbf{a}} = \cos \theta. \]  

(1.106)

The reflected fields at the surface are (FOCK [1965; Chapter 8]):

\[ E^r = -\frac{1}{\sin^2 \theta} \{ R_1(E^0 \cdot \hat{\mathbf{a}})(\hat{\mathbf{a}} \cos 2\theta + \hat{k} \cos \theta) - Z R_2(H^0 \cdot \hat{\mathbf{a}}) \hat{\mathbf{a}} \wedge \hat{k} \}, \]  

(1.107)

\[ H^r = -\frac{1}{\sin^2 \theta} \{ R_2(H^0 \cdot \hat{\mathbf{a}})(\hat{\mathbf{a}} \cos 2\theta + \hat{k} \cos \theta) + Y R_1(E^0 \cdot \hat{\mathbf{a}}) \hat{\mathbf{a}} \wedge \hat{k} \}, \]  

(1.108)

where \( R_1 \) and \( R_2 \) are the Fresnel reflection coefficients:

\[ R_1 = \frac{e' \cos \theta - \sqrt{(e \mu' - \sin^2 \theta)}}{e' \cos \theta + \sqrt{(e \mu' - \sin^2 \theta)}}, \]  

(1.109)

\[ R_2 = \frac{\mu' \cos \theta - \sqrt{(\mu \mu' - \sin^2 \theta)}}{\mu' \cos \theta + \sqrt{(\mu \mu' - \sin^2 \theta)}}, \]  

(1.110)

and \( e' \) and \( \mu' \) are the relative electric permittivity and the relative magnetic permeability of the reflecting body. In particular, for a perfect conductor \((\mu' = 1, |e'| = \infty)\), \( R_1 = +1 \) and \( R_2 = -1 \).

The second problem that arises when a wave is reflected at the surface of a body is the determination of the reflected field along the reflected ray as a function of the reflected field at the surface. This problem has been solved by Fock [1965; Chapters 6 and 8] by taking into account the geometry of both the incident wavefront and the reflecting surface at the point of incidence. Fock’s general results will not be repeated here; however, a simple formula which is useful in many applications is given in the following.

Consider a scalar point source located at \( P_0 \), such that

\[ V^i = \frac{e^{i(kP_0Q)}}{k(P_0Q)} \]  

(1.111)

is the field incident at \( Q \) on the surface of the scatterer. Let \( \rho_1 \) be the radius of curva-
ture of the convex scattering surface in the plane of incidence at \( Q \), and let \( \rho_2 \) be the radius of curvature in a plane perpendicular to the plane of incidence and containing the normal to the surface at \( Q \). The geometric optics scattered field at a point \( P \) along the reflected ray is:

\[
V_{s.o.}^n = \mp \exp \left\{ ik \left[ (P_0 Q) + (QP) \right] \right\}
\]

\[
\times \left\{ \left[ 1 + \frac{(QP)}{(P_0 Q)} + \frac{2(QP)}{\rho_1 \cos \theta} \right] \left[ 1 + \frac{(QP)}{(P_0 Q)} + \frac{2(QP) \cos \theta}{\rho_2} \right] \right\}^{-1}, \quad (1.112)
\]

where the upper (lower) sign holds for a perfectly soft (hard) scatterer, and \( \theta \) is the angle of incidence.

1.2.13.2. Keller's Theory

A significant extension of classical geometrical optics was provided by Keller [1953, 1958, 1962], who proposed and systematically developed the geometrical theory of diffraction. Keller postulates that along with the usual rays of geometrical optics there exists a class of diffracted rays which accounts for the phenomenon of diffraction. These rays are produced when incident rays hit edges, corners, or vertices of scattering surfaces, or when the incident rays impinge tangentially on smoothly curved boundaries. Diffracted rays may also arise at caustics and foci, or when total reflection takes place. Some of the diffracted rays penetrate into the shadow regions and account for the existence of fields there; other rays modify the field in the illuminated regions. The initial value of the field on a diffracted ray is obtained by multiplying the field on the incident ray at the point of diffraction by an appropriate diffraction coefficient. By hypothesis the diffraction coefficient is determined entirely by the local properties of the field, the media, and the boundary in the immediate neighborhood of the point of diffraction. Away from the diffracting surfaces, the diffracted rays behave just like the ordinary rays of geometrical optics. Since only the local properties near the diffraction points are important, the diffracted ray amplitudes may be determined from the solution of the simplest boundary value problems having these local properties. Such problems are called canonical problems, and many of them are included in this book. Alternatively, experimental measurements on canonical configurations can yield the diffraction coefficients. As in the case of classical geometrical optics, the geometrical theory of diffraction is basically a heuristic theory; nevertheless, the theory has been confirmed in a wide variety of cases by comparison with special problems for which rigorous solutions are available. Because of its similarity to geometrical optics, Keller's method can be expected to yield good results when the wavelength is small compared to the obstacle dimensions. However, it has been found that in many cases the results are useful even for wavelengths as large as the relevant dimensions of the scatterer. An important advantage of the method is that it does not depend on separation of variables or any similar procedure, and it is therefore especially useful for shapes not easily subjected to rigorous treatment.
Keller [1958] presented his extension of geometrical optics in two equivalent forms. The first is the explicit form, in which the different species of diffracted rays are enumerated and an explicit characterization of each is provided. The second formulation is based upon an extension of Fermat's principle to include discontinuous media and classes of curves which may have arcs on discontinuity surfaces and points on edges or vertices of these surfaces. The equivalence of the two formulations follows from considerations of the calculus of variations. A comprehensive bibliography and a discussion of previous work are also contained in his paper. Later, Keller [1962] reviewed the ray theory of diffraction with particular attention paid to specific applications and experimental confirmation of the theory. Today the literature concerning Keller's theory, its many applications and refinements, is so extensive that a complete bibliography here is precluded. A detailed summary of the theory is presented by Lewis and Keller [1964] with applications to representative problems involving reflection, transmission, and diffraction in homogeneous and inhomogeneous media. Keller and Hansen [1965] have provided an exhaustive survey of the theory of high-frequency diffraction by thin screens and other objects with edges, and have compared the results obtained by other methods with those obtained by means of the geometrical theory. For lucid treatments of the theory as applied to diffraction by smooth convex objects, consult the now classic papers of Keller [1956] and Levy and Keller [1959]. In this connection it should be mentioned that diffracted rays on convex surfaces were termed "creeping waves" by Franz and Depperman [1952] and by Franz [1954], and this terminology is now widely used. The geometrical theory of diffraction as applied to smooth transparent objects of arbitrary shape is discussed by Chen [1964], although only scalar fields and two-dimensional problems are considered explicitly. By introducing the concept of complex rays, Keller and Karal [1960] have dealt with the excitation of surface waves by a line source above an impedance surface, and they have checked their results against certain special configurations for which exact solutions are available. For an application concerning diffraction by an absorbing infinite strip with arbitrary face impedances, along with experimental data, see Bowman [1967]. Recent detailed comparisons of the theory with experiment have been made available by Bechtil [1965] for finite cones (also included are additional corrections to Keller's [1960, 1961a] results) and by Ross [1966] for rectangular flat plates; in both cases the angular variations of the monostatic cross sections are evaluated. See Yee et al. [1968] and Felsen and Yee [1968a, b] for treatments concerning geometrical diffraction techniques and their relation to canonical problems with parallel plane-geometries (e.g. the parallel plane waveguide, which is discussed in Section 1.2.14.3).

The simple ray formulation of Keller is restricted to the calculation of fields in regions that exclude the vicinity of caustics, focal points, shadow boundaries, and other transition regions. Within such transition regions — which delimit the domains of existence of the various ray species — more elaborate procedures are required. Felsen [1964] has given a comprehensive review of the transition phenomena which cannot be described by simple ray optics. The analytical description of the field in
a transition zone is generally achieved by means of a uniform asymptotic solution, and boundary layer or transverse diffusion techniques, among others, have been extensively employed in this connection. For discussions involving edge diffraction see Buchal and Keller [1960] and Wolfe [1966, 1967]; for treatments involving caustics see Buchal and Keller [1960], Kravtsov [1964a, b] and Ludwig [1966]; for diffraction by smooth convex bodies see Brown [1966], Fock and Wainstain [1963], Lewis et al. [1967], Ludwig [1967] and Zanderer [1964a, b; 1967]; and for diffraction by a smooth convex interface between two different media see Rulf [1967, 1968].

1.2.13.3. Luneburg-Kline Expansion

This is a method for obtaining the high-frequency field reflected by an obstacle of arbitrary shape, and can be applied to both scalar and vector problems. Assume that the scalar wave function \( V \), which satisfies the reduced wave equation \((\nabla^2 + k^2)V = 0\), has an asymptotic expansion of the form

\[
V \sim e^{i\Phi} \sum_{n=0}^{\infty} v_n(ik)^{-n}, \quad \text{as} \quad k \to \infty, \tag{1.113}
\]

where the \( v_n \)'s are functions of the coordinates of the observation point, but are independent of \( k \). By inserting eq. (1.113) into the wave equation and by equating to zero the coefficient of each power of \( k \), it is found that

\[
(\nabla \Phi)^2 = 1, \tag{1.114}
\]

\[
2\nabla v_n \cdot \nabla \Phi + v_n \nabla^2 \Phi = -\nabla^2 v_{n-1}, \quad (n = 0, 1, 2, \ldots; v_{-1} = 0). \tag{1.115}
\]

The eiconal equation (1.114) determines the phase function \( \Phi \), whereas the \( v_n \)'s are obtained from eqs. (1.115) by iteration. If \( s \) denotes the arc length along an optical ray, that is a curve orthogonal to the wavefronts \( \Phi = \text{constant} \), then the solution of eq. (1.115) can be written in the form (Luneburg [1944]):

\[
v_n(s) = v_n(s_0) \left[ \frac{G(s)}{G(s_0)} \right]^{-1} [G(s)]^{-1} \int_{s_0}^{s} [G(t)]^{-1} \nabla^2 v_{n-1}(t) dt, \tag{1.116}
\]

where \( G(s) \) denotes the Gaussian curvature or, in two dimensions, the ordinary curvature, of the wavefront \( \Phi = \text{constant} \) at the point \( s \) on a ray. In particular, it is easily seen that \( v_0 \) varies along a ray as the inverse of the square root of the cross sectional area of a narrow tube of rays, as was found in Section I.2.13.1 by energy conservation.

The construction of the asymptotic expansion (1.113) requires the determination of a phase function \( \Phi \) satisfying eq. (1.114) and of the associated system of optical rays, which are the straight lines orthogonal to the surfaces \( \Phi = \text{constant} \). Let us introduce the surface coordinates \( x_2, x_3 \) on the wavefront \( \Phi = 0 \) by means of the two families of lines of curvature of \( \Phi = 0 \). If \( s \) is the distance from \( \Phi = 0 \) along the oriented normal, then the orthogonal coordinates \( (s, x_2, x_3) \) uniquely locate a point, and we may choose \( \Phi = +s \) as a solution of eq. (1.113). Thus eq. (1.116) becomes (Keller et al. [1956]):
\[ v_n(s, x_2, x_3) = v_n(s_0, x_2, x_3) \left( \frac{(\rho_2 + s_0)(\rho_3 + s_0)}{(\rho_2 + s)(\rho_3 + s)} \right)^{\frac{1}{2}} - \frac{1}{2} \left( (\rho_2 + s)(\rho_3 + s) \right)^{-\frac{1}{2}} \int_{s_0}^{s} \left[ (\rho_2 + t)(\rho_3 + t) \right]^{\frac{1}{2}} \nabla^2 v_{n-1}(t, x_2, x_3) dt, \]

(I.117)

where \( \rho_2(x_2, x_3) \) and \( \rho_3(x_2, x_3) \) are the principal radii of curvature of the surface \( s = 0 \) at the point \( (0, x_2, x_3) \), and

\[
\nabla^2 = \frac{\partial^2}{\partial s^2} + \left[ \frac{1}{\rho_2 + s} + \frac{1}{\rho_3 + s} \right] \frac{\partial}{\partial s} + \left( \frac{\rho_2}{\rho_2 + s} \right)^2 \left[ \frac{\partial^2}{\partial x_2^2} + \frac{s}{\rho_2(\rho_2 + s)} \frac{\partial^2}{\partial x_2 \partial x_3} - \frac{s}{\rho_3(\rho_3 + s)} \frac{\partial^2}{\partial x_2 \partial x_3} \right] + \left( \frac{\rho_3}{\rho_3 + s} \right)^2 \left[ \frac{\partial^2}{\partial x_3^2} - \frac{s}{\rho_2(\rho_2 + s)} \frac{\partial^2}{\partial x_2 \partial x_3} + \frac{s}{\rho_3(\rho_3 + s)} \frac{\partial^2}{\partial x_2 \partial x_3} \right].
\]

(I.118)

Observe that \( \nu_0 \) becomes infinite at the points \( s = -\rho_2 \) and \( s = -\rho_3 \) on each ray \( (s, x_2, x_3) \); the locus of these points is called the caustic surface of the system of rays. On a caustic, the expansion (I.113) is not valid and \( V \) is asymptotic to a positive fractional power of \( k \) (Kay and Keller [1954]).

Detailed applications of eqs. (I.113) through (I.118) to various scattering bodies when the primary field is that of point sources, line sources and plane waves are given in Keller et al. [1956]. The first two terms of the series in eq. (I.113) are given explicitly by Schensted [1955] for the case of a plane wave axially incident on an acoustically hard semi-infinite body of revolution.

Results analogous to eqs. (I.113) through (I.118) have been obtained for Maxwell's equations (Kline [1951]), and the analogues of eqs. (I.114) and (I.115) are also available for more general linear equations (Kline [1954]). The first two terms of the asymptotic series for the field reflected by a perfectly conducting semi-infinite body of revolution when the primary field is a plane electromagnetic wave at axial incidence have been derived by Schensted [1955], and are given in the following.

The coordinate system is shown in Fig. 1.2: \( s \) is the distance along a ray from some
reference plane $\Phi = s = 0$ to the field point $\mathbf{P}$, $x_2 = \rho$ is the distance of the incident ray from the axis of symmetry of the body, and $x_3 = \phi$ is the rotational angle about the axis. The incident electric field

$$E^i = \hat{z}e^{iks}$$

produces the scattered field

$$E^s \sim e^{iks}[E_0 + E_1 k^{-1} + O(k^{-2})],$$

where (Schensted [1955]):

$$E_n = \left[ \frac{\rho}{h_{\rho}, h_{\phi}} \right] \left( -\cos \phi \hat{p} + \sin \phi \hat{\phi} \right).$$

$$E_1 = \left[ \frac{\rho}{h_{\rho}, h_{\phi}} \right] \left[ \frac{1 - h_{\rho}^{-1}}{8}\frac{1}{2f^{(2)}} + \frac{f^{(1)} f^{(3)} j^{-1}}{2h_{\rho}} \right] + \left( 1 - h_{\rho}^{-1} \right)^2 \left[ 2f^{(3)} + \mu f^{(4)} \right] - \frac{5}{6} \left( \frac{1 - h_{\rho}^{-1}}{2f^{(2)}} \right)^2 \left( 1 + f^{(1)^2} \right) \left( \cos \phi \hat{p} - \sin \phi \hat{\phi} \right) + \left[ \frac{f^{(1)} f^{(2)}}{2h_{\rho}} \right] \left[ \frac{1}{\left( 1 + h_{\rho}^{(f^{1/2})} + 1 \right)} - \frac{f^{(1)} f^{(3)}}{2f_{\rho}} \right] \cos \phi \hat{p} + \left[ \frac{f^{(1)} f^{(2)}}{2h_{\rho}} \right] \left[ \frac{1}{\left( 1 + h_{\rho}^{(f^{1/2})} + 1 \right)} - \frac{3f^{(1)^2} + 1}{16f_{\rho} f^{(1)}} \right] \cos \phi \hat{\phi} + \left[ \frac{f^{(3)} f^{(1)}}{2h_{\rho}^{(f^{1/2})}} \right] - \frac{1}{2f_{\rho}} \left( 1 + h_{\rho}^{(f^{1/2})} + 1 \right) + \frac{3f^{(1)^2} + 1}{2h_{\rho} f^{(1)}} \cos \phi \hat{z} \right],$$

the equation of the body’s surface is $s = f(\rho)$, $f^{(n)}$ is the $n$-th derivative of $f(\rho)$, the coordinates $(x, y, z)$ and $(s, \rho, \phi)$ of the observation point are linked by

$$x = \rho \cos \phi + \frac{2f^{(1)}}{f^{(1/2)} + 1} (s-f) \cos \phi,$$

$$y = \rho \sin \phi + \frac{2f^{(1)}}{f^{(1/2)} + 1} (s-f) \sin \phi,$$

$$z = f + \frac{f^{(1)^2} - 1}{f^{(1/2)^2} + 1} (s-f),$$

the two sets of unit vectors are related by

$$\hat{S} = \frac{2f^{(1)}}{f^{(1/2)} + 1} \cos \phi \hat{x} + \frac{2f^{(1)}}{f^{(1/2)} + 1} \sin \phi \hat{y} + \frac{f^{(1)^2} - 1}{f^{(1/2)^2} + 1} \hat{z},$$

$$\hat{p} = -\frac{f^{(1)^2} - 1}{f^{(1/2)^2} + 1} \cos \phi \hat{x} - \frac{f^{(1)^2} - 1}{f^{(1/2)^2} + 1} \sin \phi \hat{y} + \frac{2f^{(1)}}{f^{(1/2)^2} + 1} \hat{z},$$

$$\hat{\phi} = -\sin \phi \hat{x} + \cos \phi \hat{\phi}.$$
and the metric coefficients are:

\[ h_s = 1, \]
\[ h_\rho = 1 + \frac{2f^{(2)}}{f^{(1)^2} + 1} (s-f), \]
\[ h_\phi = \rho + \frac{2f^{(1)}}{f^{(1)^2} + 1} (s-f). \]  

When eqs. (1.120) through (1.122) are applied to the paraboloid, the exact scattered field is obtained in closed form (see Chapter 16).

1.2.13.4. PHYSICAL OPTICS

The term “physical optics” denotes an approximate method for the determination of the field scattered by an object through an assumption about the specific form of the field distribution on the surface. Explicitly, it is assumed that at the field there is the geometrical optics surface field, implying that at each point on the geometrically illuminated side of the body the scattering at the surface takes place as though from an infinite tangent plane at the point, whereas over the shadowed portion of the body the surface field is zero. For a perfectly conducting body the postulated current distribution is therefore

\[
\mathbf{J} = \begin{cases} 2\mathbf{h} \times \mathbf{H}^i & \text{on the illuminated side, } S_i \\ 0 & \text{on the shadowed side} \end{cases}
\]  

where \( \mathbf{h} \) is a unit vector normal drawn outwards as regards the body, and when substituted into the exact integral representation of the scattered field, the magnetic vector in (for example) the far field is (KOYOUUMIAN [1965]).

\[
\mathbf{H}^i \approx \frac{ik^2 e^{ikr}}{4\pi kr} \int \left\{ \mathbf{h} (\hat{r} \cdot \mathbf{H}) - (\hat{r} \cdot \mathbf{h}) \mathbf{H}^i \right\} \exp(-ik \cdot r_i) dS. \tag{1.127}
\]

In contrast to the geometrical optics expression for the scattered field, the integral in eq. (1.127) is frequency dependent, and it is therefore possible that physical optics provides a more accurate estimate of the scattering.

For bodies which are acoustically soft or hard, physical optics is defined in a like manner. Thus, for a soft body such that \( V = 0 \) at the surface, the postulate of physical optics is

\[
\begin{align*}
\hat{e} V & = \begin{cases} 2\hat{e}_V & \text{on the illuminated side of the surface} \\ \hat{e}_n & \text{on the shadowed side of the surface} \end{cases} \\
\hat{e} n & = \begin{cases} 0 & \text{on the illuminated side of the surface} \\ 0 & \text{on the shadowed side of the surface} \end{cases}
\end{align*}
\]  

and similarly, for a hard body such that \( \hat{e} V \hat{e} n = 0 \) at the surface, the assumption is

\[
\begin{align*}
V & = \begin{cases} 2V & \text{on the illuminated side of the surface} \\ 0 & \text{on the shadowed side of the surface} \end{cases} \\
0 & \text{on the shadowed side of the surface.}
\end{align*}
\]
The extension to the case in which the surface is characterized by an impedance boundary condition, with the impedance representing an acoustic rigidity or an electromagnetic surface impedance, is obvious (see, for example, USLENHME [1964]), and the use of physical optics as a means of estimating the scattering from a dielectric- or plasma-coated body has recently received some attention (BLORE and MUSAL [1965]).

In all of the above cases, physical optics reduces the determination of the scattered field to quadratures, and for perfectly conducting bodies at least, it is probably the most widely used of all methods for estimating the scattering. It is particularly convenient for machine computation, and because of this the recent years have seen a growing tendency to credit physical optics with an accuracy which is in no sense justifiable. It is therefore unfortunate that necessary and sufficient conditions for the validity of the method cannot be stated and, indeed, several of the most fruitful applications have been in circumstances where prior justification would be difficult.

Physical optics is a natural extension of geometrical optics (see Section 1.2.13.1) and as such is a high frequency approximation. Given a finite, smooth, perfectly conducting convex body, the geometrical optics estimate of the cross section is

\[ \sigma_{g.o.} = \pi R_1 R_2 \]  (1.130)

where \( R_1 \) and \( R_2 \) are the principal radii of curvature at the points of geometrical reflection. The corresponding physical optics integral has a saddle at this point and a steepest descents evaluation retaining only the leading term yields

\[ \sigma_{p.o.} = \sigma_{g.o.} \]  (1.131)

which is simultaneously the correct leading term in the high frequency asymptotic expansion as derived by the Luneburg-Kline method (see Section 1.2.13.3). If a more accurate evaluation of the physical optics integral is attempted, the correction terms may or may not be mathematically correct. Thus, SCHENSTED [1955] has shown that for a smooth body of revolution symmetrically illuminated the first two terms in the asymptotic evaluation of the integral for back scattering are in agreement with the Luneburg-Kline expansion for a perfectly conducting body, but only the first term agrees for a hard body. If the physical optics integral is evaluated exactly, either analytically or numerically, care must be taken to exclude any contribution resulting from the end points of the range of integration corresponding to the shadow boundary. Here, the non-physical discontinuity of the physical optics current gives rise to a contribution which is erroneous and is generally of the same order as any correction to the geometrical optics cross section.

If a body has one (or both) of its radii of curvature infinite at the specular point (as, for example, with a cylindrical section or flat plate), the geometrical optics cross section is infinite, and a particular advantage of the physical optics method is that a bounded (and wavelength dependent) estimate of the scattering cross section can now be obtained. With increasing frequency, this estimate of the specular return becomes more accurate, a fact which can be attributed to the diminishing importance
of the contribution of the current elements in the vicinity of the edges where the postulated current is seriously in error. In contrast to geometrical optics, physical optics also provides a non-zero estimate of the scattering in directions other than the specular one, and if interest is confined to directions which are not too far from specular (through, perhaps, the first side lobe of the pattern), the estimate can be valuable certainly as regards the structure of the pattern. But even here, the predicted cross-polarized component is of the same order as that provided by the error in the specification of the surface field in the vicinity of the edge, and at wider angles of scatter the entire field is erroneous. Indeed, Kouyoumjian [1965] has noted that physical optics in general fails to satisfy the reciprocity theorem everywhere except in the direction of a specular return.

In spite of these shortcomings, physical optics is still an approximation technique of considerable utility that can be expected to provide an accurate estimate of the scattering whenever this arises from a portion of the surface where the actual surface field is adequately approximated by the postulated distribution. In some cases at least we can gauge this in advance. Thus, for example, the physical optics estimate of the axial back scatter from a semi-infinite cone agrees with rigorous calculations for large and small cone angles (Siegel et al. [1955]) in spite of the presence of a vertex, and this can be attributed to the fact that the surface within a wavelength or so of the tip contributes little to the scattering (Überall [1964]); and similarly if the cone is smoothly terminated, the estimated return from the ring singularity at the junction of the cone and the base is in excellent agreement (Senior [1965]) with experimental data.

Several possible extensions of the physical optics method have been proposed. It has often been suggested that the accuracy could be improved by successive iteration using the standard physical optics estimate of the scattered field as a first approximation. There seems little (if any) theoretical basis for this belief, however (see, for example, Franz [1947], Schelkunoff [1951], Bouwkamp [1954]), and we are not aware of any case where the numerical accuracy of the estimated scattering has been increased thereby. To remove the non-physical discontinuity in the postulated surface field distribution at the shadow boundary, which discontinuity is one of the major sources of error in the physical optics method, Adachi [1965] has proposed that for a long thin body at axial incidence, currents be defined over the shadowed portion of the body in exactly the manner as they are for the illuminated portion. The results obtained are in reasonable agreement with experiment, but this is certainly a consequence of the fact that no deep shadow exists under the circumstances described. In cases where a deep shadow does exist, the only rigorously-justifiable continuation of the physical optics distribution is provided by Fock's theory (see Section 1.2.13.5).

1.2.13.5. Fock's Theory

The principle of the local field in the penumbra region established by Fock [1946a] is basic to the analysis of the high-frequency diffraction by a convex, perfectly conducting object with continuously varying curvature. Reasoning from the exact
integral equation for the induced surface current, Fock concluded for high-frequency scattering that the current distribution in the transition region between light and shadow depends only on the local curvature of the body in the plane of incidence and on the incident (locally plane) electromagnetic wave. Fock gave, as an estimate of the width of the penumbra region, the relation

$$d = \left(\frac{\lambda R_0}{\pi}\right)^{\frac{1}{2}},$$

where $R_0$ is the radius of curvature at the geometric optics boundary. He then proceeded to determine a "universal" function for the current near the shadow boundary of a general convex body by considering the particular case of diffraction by a paraboloid of revolution. Fock argued that by virtue of the local nature of the diffraction process, the formula obtained for this particular case would hold for any other convex body having at the point considered the same values of the principal radii of curvature, and that the paraboloid of revolution was sufficiently general to possess any prescribed radii of curvature. The current distribution was derived in terms of a contour integral involving Airy functions and asymptotically gave the physical optics current distribution in the illuminated region and a creeping wave type of current distribution in the shadow region. The Fock theory thus provides the transition from light to shadow for points on the surface of a smooth convex body whose dimensions are large compared to the incident wavelength. The "universal" current distribution in the vicinity of the shadow boundary obtained indirectly by Fock for a locally parabolic surface was later obtained directly by Cullen [1958] who employed an asymptotic analysis of the exact integral equation.

In a second paper, Fock [1946b] extended his results (by a different method) to give the field distribution not only on the surface of the body, but also in the neighborhood of the surface. Moreover, the body is no longer assumed to be perfectly conducting, but is regarded as a good conductor in the sense that the Leontovich impedance boundary condition (eq. (1.19)) is imposed on the surface. By means of a physical argument concerning different scales for horizontal and vertical distances, Fock gives a description of the field in the region of the geometrical shadow boundary near the surface in terms of a parabolic differential equation. Again the transition from light to shadow is provided. A collection of Fock's papers is available in English (Fock [1965]): they are lucid and well worth reading.

In Fock's original formulation, the "universal" current distribution contains a distance parameter that measures distance along the direction of propagation of the incident field rather than along the surface of the body. The difference between these distances is small for observation points near the shadow boundary, but it may become appreciable for locations deep in the shadow region. As suggested by Keller the correct distance parameter is the actual path length measured along the geodesic on the body, and Goodrich [1959] has provided an exposition of Fock's theory which includes the generalization required to bring the creeping wave interpretation into agreement with Fock's results. Logan and Yee [1962] (see also Logan [1959]) have performed extensive computations of the "Fock functions", and have provided a
significant unification of the theory. See Logan and Yee [1962] also for an extensive bibliography.

Weston [1965] investigated, by a method akin to that of Cullen [1958], the modification required when the surface possesses a discontinuity in curvature in the penumbra region. In particular, Weston considers the important case where a plane wave is incident on a cylindrical surface with a flat section smoothly joined to a convex parabolic section, the position of the join coinciding exactly with the shadow boundary. The electric field is assumed polarized perpendicular to the surface. By means of a high-frequency asymptotic analysis the exact integral equation is reduced to a Volterra type which is solvable by standard Laplace transform methods. When the incident plane wave is propagating along the flat portion towards the parabolic section, the surface field in the transition region between the join and deep shadow is expressed in the form of a contour integral involving Airy functions. Deep in the shadow region, the surface field is expressed in terms of the creeping waves launched onto the convex section. Due to the particular geometry near the shadow boundary, the launch weights associated with the creeping waves are different from those obtained in ordinary Fock theory. On the other hand, when the incident plane wave is travelling in the opposite direction such that the parabolic section is in the illuminated region, it is shown that far along the flat section, the total field is comprised of the incident field plus a travelling wave whose magnitude decreases as the square root of the distance from the join.

The significance of Weston’s [1965] paper is that the author has treated a new canonical problem wherein the local geometry of the penumbra region differs in an essential way from previous investigations. The treatment has been extended by Hong and Weston [1966] to include the case where the join of the flat plane and the parabolic cylinder no longer coincides exactly with the shadow boundary. The new modified Fock function describes the current distribution as a function of two variables: one is the distance between the shadow boundary and the observation point, and the other the distance between the shadow boundary and the join. Both analytical and numerical methods are used to obtain the modified Fock function, and the results are applied to estimate the backscattering cross section of a cone-sphere.

For a smooth convex body of arbitrary shape, Hong [1967] has discussed an integral equation approach which can yield not only the leading term but also successive terms in the asymptotic expansion of the diffracted fields. Hong considers both electromagnetic and acoustic (Neumann boundary condition) diffraction and introduces a geodesic coordinate system to describe the geometry of the diffracting surface, although he assumes that the surface is symmetric with respect to the shadow boundary and that the geodesics are torsion-free (axial incidence on a body of revolution). By means of a high-frequency asymptotic analysis, the exact scalar and vector integral equations governing the surface fields are reduced to one-dimensional Volterra equations which are solved by the use of Fourier transformation. Explicit expressions for the leading and second-order terms are derived for the penumbra and shadow regions. The leading terms are the same as those of Fock [1946a] for the penumbra
region and those of LEVY and KELLER [1959] for the shadow region. In the solution for the shadow region, the ray convergence factor for the creeping waves, usually obtained by physical reasoning in the geometrical theory of diffraction, is now justified mathematically. Except for the ray convergence factor, the leading term in the shadow is independent of the curvature in the direction transverse to the geodesic. The second order terms in the asymptotic expansion of the surface fields are the new results. These depend on both radii of curvature in a more complicated way, and the effect of transverse curvature on the electromagnetic creeping waves differs from that on the acoustic creeping waves. For an alternative approach based on boundary layer theory see ZANDERER [1964a, b] and BROWN [1966], see also LUDWIG [1967] and ZANDERER [1967].

1.2.13.6. WATSON'S TRANSFORMATION

In the early history of radio propagation, a problem of considerable importance was the determination of the field of a transmitter beyond the line of sight and into the region of geometrical shadow of the earth. The model generally adopted was that of a vertical electric dipole in the presence of a metallic sphere of radius \( a \) representing the earth, but due to the extremely large values of \( a/\lambda \) at all frequencies of interest, it was impractical to compute the field from its known expansion in terms of spherical harmonics because of the slow convergence. The difficulty was overcome by WATSON [1918] who used a method related to that of POINCARÉ [1910] and NICHOLSON [1910] to convert the series to a residue series and hence to a contour integral in the complex plane. He then showed that the contour could be deformed so as to enclose a new set of poles and, by evaluating the residue series associated with these new poles, was led to a series which was rapidly convergent for large \( a/\lambda \). The procedure for converting the original expansion (convenient for small \( a/\lambda \)) to the residue series appropriate for large \( a/\lambda \) is now known as Watson's transformation.

The method can be illustrated by considering the problem of a plane acoustic wave incident on a soft sphere of radius \( a \). In terms of spherical polar coordinates \((r, \theta, \phi)\) with \( \theta \) measured relative to the backscattering direction, the total field can be written as

\[
V = \sum_{n=0}^{\infty} r^n \left( n + \frac{1}{2} \right) \left( h_n^{(2)}(kr) - \frac{h_n^{(2)}(ka)}{h_n^{(1)}(ka)} h_n^{(1)}(kr) \right) P_n(-\cos \theta) \tag{1.133}
\]

where the spherical Hankel functions and Legendre polynomial are as defined in Sections 1.3.1 and 1.3.5 respectively. The eigenfunction expansion of eq. (1.133) has the alternative representation

\[
V = \frac{1}{2\pi} \int_C \left( h_\nu^{(2)}(kr) - \frac{h_\nu^{(2)}(ka)}{h_\nu^{(1)}(ka)} h_\nu^{(1)}(kr) \right) P_\nu(-\cos \theta) e^{-i\nu + i\pi} \frac{1}{\sin \nu \pi} \left( \nu + \frac{1}{2} \right) dv \tag{1.134}
\]

where \( C \) is a path which encloses in a clockwise sense the zeros of \( \sin \nu \pi \) on the positive real axis of the complex \( \nu \) plane (see Fig. 1.3). Since the integrand is an odd function of \( \nu + \frac{1}{2} \), the lower portion of the path may be reflected in the point \( \nu = -\frac{1}{2} \) to give an
integral over a straight line path from \( v = -\infty + i\varepsilon \) to \( \infty + i\varepsilon \), \( \varepsilon > 0 \). If \(|\theta - \pi| < \frac{1}{2}\pi - \arccos \left(\frac{a}{r}\right)\), i.e. within the geometrical shadow, the integrand is exponentially attenuated as \(|v| \to \infty\), \( \text{Im} \, v > 0 \). The path can then be closed in the upper half plane and the field expressed as the residue series

\[
\psi = \pi \sum_n \frac{h_n^{(1)}(ka)}{\partial^2 \partial v} \left[ h_n^{(1)}(ka) \right] \left| v = v_n \right| \frac{h_n^{(1)}(kr)P_n(-\cos \theta)e^{-i\varepsilon \pi} v_n + \frac{1}{2}}{\sin v_n \pi} \quad (I.135)
\]

where the \( v_n, n = 1, 2, 3, \ldots \) are the zeros of \( h_n^{(1)}(ka) \) in the upper half \( v \) plane (see Fig. 1.3).

In respect of the dipole problem, Watson [1918] examined the convergence of the residue series in the shadow and verified the exponential decay observed experimentally. His "proof" of convergence is incorrect in certain details and a valid proof has been given by Goodrich and Kazarinoff [1963]. Ursell [1968] has recently investigated the behavior of the series in the shadow region of circular and elliptic cylinders and has shown that there are portions of the shadow where later terms are exponentially large, implying a rate of convergence which is even slower than for the original eigenfunction expansion. It was verified, however, that the convergent residue series is also an asymptotic one, thereby justifying analyses of the field behavior based on the initial terms of the expansion.

When the observation point is outside the shadow region, the original contour integral must be modified before the Watson transformation is applied. The significant extension of Watson's technique necessary in this case, whereby the solution is decomposed into a contour integral (containing the reflected wave) along a path of steepest descent, plus a residue series analogous to that in eq. (I.135), has been credited to White [1922].

A method for obtaining the residue series directly, rather than by transformation...
INTRODUCTION

1.2

The exact solution of two-dimensional scattering problems is known only for a few simple shapes of the cylinder cross section, such as those treated in Part One of this book. For more general shapes, various approximation methods have been developed which, in the high frequency limit, require a certain degree of smoothness of the
boundary (usually, the continuity of the curvature). The special cases of a wedge-type singularity and of a discontinuity in the curvature were considered by KELLER [1961b] and WESTON [1962], respectively.

Certain types of singularities of the boundary can be handled by mapping that region of the plane which is external to the cylinder cross section into another region with a geometrically simpler boundary. Such a conformal transformation preserves the right angle between the direction of propagation of the wave and the wavefront. Moreover, the order of the singularity of the mapping function on the boundary is proportional to that of the geometry of the boundary itself (WARSHAWSKI [1935]). The scattered field satisfies a transformed wave equation and boundary conditions, whereas the radiation condition remains invariant; this transformed boundary value problem can be formulated in terms of a Fredholm integral equation of the second kind governing the transformed scattered field (GARABEDIAN [1955]). Detailed applications to a soft cylinder have been made by HONG and GOODRICH [1965], who have solved Garabedian's equation by successive approximations under the hypotheses that both original and transformed boundaries have continuous tangents and that the distance between the two curves is sufficiently small compared to the wavelength. HONG and GOODRICH [1965] have considered two problems: the scattering of a plane wave by an almost circular cylinder with smooth periodic corrugations, in which case they found the result previously obtained with a different method by CLEMMOW and WESTON [1961], and the scattering of a plane wave by a cylinder whose cross section has a finite number of edges, i.e., points of discontinuity in the curvature or in a derivative of the curvature of the boundary. An application of conformal mapping to the scattering by an elliptic cylinder has been given by UDAGAWA and MIYAZAKI [1965].

1.2.14.2. VARIATIONAL TECHNIQUES

The scattered field in both scalar and vector cases can always be expressed as an integral involving the value of the field at the surface of the scatterer (see Section 1.2.10). The problem is thus reduced to the solution of an integral equation for the field at the boundary; unfortunately, this does not diminish the difficulty of finding the solution. There is, however, an advantage in the integral equation formulation, in that it enables one to construct stationary expressions for many quantities of interest; thus, for example, the first-order variation of the far field coefficient is zero with respect to similar variations of the field at the surface of the scatterer.

The principle of Schwinger is based on a remark due to VOLterra [1884] that an integral equation can be formulated as a variational principle. Schwinger's principle can be applied to both scalar and vector problems, and is outlined in the following (see JONES [1955a]). Consider the inhomogeneous equation

\[ Lg = f \]  

where \( L \) is a linear symmetric operator, such as \( \nabla^2 + k^2 \), \( f \) is a function determined by the incident field, and \( g \) can be regarded as a distribution of secondary sources.
Equation (1.136) is supposed to have a unique solution. The far field coefficient $S$ may be written as

$$ S = (f_0, g) = \int f_0(r)g(r)dr $$

(1.137)

where $f_0$ corresponds to a suitable incident field, and the integral is over the secondary sources, e.g., it extends to the aperture area in the scattering from an aperture in an opaque screen, or to the surface of the scatterer in the scattering from an opaque body. If $\phi_0$ is such that

$$ L\phi_0 = f_0 $$

(1.138)

then one has the reciprocity theorem

$$ S = (f_0, g) = (f, \phi_0) $$

(1.139)

from which it follows that

$$ S = \frac{(f_0, g)(f, \phi_0)}{(g, L\phi_0)} $$

(1.140)

It can be proven that the necessary and sufficient condition for eqs. (1.136) and (1.138) to be satisfied is that expression (1.140) be stationary for small independent variations of $g$ and $\phi_0$ about their correct values: this is Schwinger's principle.

The essence of this method is that if a good approximation for the field is inserted in the variational expression, an improved approximation for $S$ should result. Levine and Schwinger [1948b] expanded the field in a set of functions and solved the set of linear algebraic equations for the unknown coefficients which is obtained from the variational principle; Jones [1955a] has shown that his technique is equivalent to solving an integral equation by Galerkin's method. Another approach consists in inserting in the variational expression an approximation for the field which is mathematically simple and physically plausible. Both ways of approximation satisfy the reciprocity theorem, and it therefore appears that the main function of Schwinger's principle is to ensure that reciprocity is not violated; in fact, the analysis can be carried out directly in terms of reciprocity, without introducing the variational principle (Jones [1955a]).

Other variational principles besides Schwinger's have been developed and applied to the non-self-adjoint problems of scattering theory (see e.g. MacFarlane [1947], Kohn [1948], Altshuler [1958]); often, however, the stationary points obtained are not minima and a convergence theory of successive improvement is lacking. In high-frequency scattering, for example, the works of Wetzel [1957] and Kodis [1958] proved that it is very difficult for a variational method to provide even the first correction term to geometrical optics; thus, this first correction term for the total scattering cross section of a soft circular cylinder as obtained by Papas [1950] with the Schwinger variational method is in error by about 30 percent. At the present time, it would appear that only the principle of Garabedian [1955] rests on firm mathematical grounds. For a mathematical survey and criticism of variational methods see Dolph [1961].
A few boundary value problems which have been solved by variational methods are listed in the following. Two variational principles for the determination of the far field diffracted by an aperture in a plane hard screen when the primary field is a plane harmonic sound wave have been given by Levine [1950]. The variational theorem of Kornhauser and Stakgold [1952] for the scalar wave equation in two dimensions constitutes a rigorous proof that for a perfectly conducting cylindrical wave guide of arbitrary cross section, the dominant mode is always an $H$-mode. A variational study of the propagation of dominant mode plane sound waves within an open-ended, semi-infinite cylindrical tube of arbitrary cross section is found in Levine [1954a]. A variational method for the study of the scattering of plane sound waves by soft obstacles with spherical and circular cylindrical symmetry has been developed by Montroll and Greenberg [1952].

Variational methods for solving various vector boundary value problems have been given by Levine [1954b], whereas the case of the vector wave equation describing the field due to an arbitrary source located in the neighborhood of an inhomogeneous absorbing medium has been studied by Wagner [1963]. New variational principles have been developed by Goblick and Bevensee [1960] for periodic structures in waveguides, and by Tao [1966] for the fundamental equations of electromagnetism. A monograph devoted to variational methods for cavities and waveguides, and for scattering and radiation problems with conducting boundaries has been published by Cairo and Kahan [1962]; see also Morse and Feshbach [1953; Section 9.4] and Kodis [1954].

Formulas were derived by Flammer [1957] for the first variation of the total scattering cross section, and for the first and second variations of the electric and magnetic dyadic Green's functions under the deformation of the boundary of a conducting body from a form for which the quantities are known; the formulas for the variation of the cross section are given below. Suppose that both the total fields

$$E^{(+)0} = 2e^{ik \cdot r} + E^{(+)} \cdot k, \quad (1.141)$$

$$H^{(+)0} = - \frac{iY}{k} \nabla \times E^{(+)}$$

due to a plane wave propagating in the direction $k$ and incident on a perfectly conducting body with surface $A$, and

$$E^{(-)} = 2e^{-ik \cdot r} + E^{(-)} \cdot k, \quad (1.142)$$

$$H^{(-)} = - \frac{iY}{k} \nabla \times E^{(-)}$$

due to a plane wave propagating in the opposite direction $-k$ and incident on the same body, are known. Suppose that the surface $A$ is deformed by shifting each point $P$ a small amount $dn = (P' - P) \cdot \hat{n}$ along the outward normal $\hat{n}$ to a new position $P'$, as shown in Fig. 1.4.
Such deformation of the scatterer produces a small variation $\delta \sigma_T$ in the total scattering cross section $\sigma_T$ corresponding to the direction of incidence $\hat{k}$; to first order, this variation is:

$$\delta \sigma_T = \text{Im} \left( k \int_A \left[ E^{(+)} \cdot E^{(-)} + Z^2 H^{(+)} \cdot H^{(-)} \right] \delta n \, dA \right); \quad (1.143)$$

formula (1.143) is valid provided that the normal $\hat{n}$ to $A : \cdot \hat{P}$ and the normal to the deformed surface at $P'$ form a very small angle, and that $E$ and $H$ have continuous first derivatives on both $A$ and the deformed surface. Formula (1.143) simplifies for the two-dimensional problem of broadside incidence on an infinitely long cylinder with generators parallel to an axis $z$. If $E$ is parallel to $z$,

$$E^{(\pm)} = \pm V_e^{(\pm)}, \quad (1.144)$$

then $V_e^{(\pm)} = 0$ on $A$ (soft cylinder), whereas if $H$ is parallel to $z$,

$$H^{(\pm)} = \pm Y Z V_m^{(\pm)}, \quad (1.145)$$

then $\partial V_m^{(\pm)}/\partial n = 0$ on $A$ (hard cylinder); both $V_e^{(\pm)}$ and $V_m^{(\pm)}$ satisfy the scalar wave equation $(\nabla^2 + k^2)V = 0$. The variation $\delta \sigma_T$ of the total scattering cross section per unit length is (see also Garabedian [1955])

$$(\delta \sigma_T)_{\text{soft}} = -\text{Im} \left( k^{-1} \int_n \left[ \frac{\partial V_e^{(+)}}{\partial n} - \frac{\partial V_e^{(-)}}{\partial n} \right] \delta n \, dl \right) \quad (1.146)$$

in case (1.144), and

$$(\delta \sigma_T)_{\text{hard}} = \text{Im} \left( k^{-1} \int_n \left[ \nabla V_m^{(+)} \cdot \nabla V_m^{(-)} - k^2 V_m^{(+)} V_m^{(-)} \right] \delta n \, dl \right) \quad (1.147)$$
in case (1.145); the line integrals in eqs. (1.146) and (1.147) are taken along the boundary \( f \) of the cross section of the scattering cylinder in a plane perpendicular to \( z \).

Finally, applications of variational techniques to the scattering of electromagnetic waves by thin wires of finite length are presented in Chapter 12.

1.2.14.3. FUNCTION-THEORETIC METHODS

Most of the scattering problems treated in this book yield to direct solution by separation of variables with the subsequent application of appropriate series or integral transform techniques. In these "simple" boundary value problems the application of the transform theorem immediately determines the unknown coefficients or functions by algebraic equations. There is, however, an important class of diffraction problems susceptible to closed form solution when the customary transform methods are supplemented by function-theoretic techniques. Perhaps the most widely known technique to be applied to this special class of diffraction problems, and to many other problems in mathematical physics, is that due to Wiener and Hopf [1931] for the Fourier transform in the complex domain, although it is now recognized that the more general method of singular integral equations of the Cauchy type (Muskhelishvili [1953]) contains the Wiener-Hopf method as a special case. The essence of these methods is to reduce the consideration of certain integral equations to the consideration of the Hilbert boundary problem in the theory of analytic functions. The whole apparatus of complex variable theory — the basic tools being analytic continuation, Liouville's theorem, and factorization of analytic functions — thus becomes available to yield new solutions in closed form. Since the literature concerning these very powerful techniques and their application to physical problems is so extensive, we content ourselves with a brief survey of the more important contributions to diffraction theory.

An integral equation of the Wiener-Hopf type has the general form

\[ a\psi(x) = f(x) + \int_{0}^{\infty} \psi(x')K(x-x')dx', \quad x > 0 \]  

(1.148)

where \( f(x) \) and \( K(x) \) are known functions, and \( \psi(x) \) is unknown. The homogeneous case \( f(x) = 0 \), was first examined by Wiener and Hopf [1931] (see also Paley and Wiener [1934], Titchmarsh [1948]), while the theory was extended to the non-homogeneous case \( f(x) \neq 0 \) by Fock [1942, 1944]. Integral equations of the type in eq. (1.148) generally arise when boundary conditions are prescribed on semi-infinite structures such as semi-infinite planes or cylinders, and the formulation of such diffraction problems as Wiener-Hopf integral equations is generally attributed to Schwinger (see Carlson and Heins [1947]) and independently to Copson [1946]. For reviews of the Wiener-Hopf theory and bibliography see Bouwkamp [1954], Karp [1950], Heins [1956], Morse and Feshbach [1953] and Noble [1958]. The Wiener-Hopf equation considered as a special case of Cauchy-type singular integral equations is discussed by Sparenberg [1956], Westphahl [1959] and Hönl et al.
We may note that in practical applications, systems of simultaneous Wiener-Hopf integral equations frequently occur.

The significant feature about eq. (1.148) is the convolution character of the integral. If, in addition, the range of integration and of validity of the equation were \((-\infty, \infty)\), the application of a Fourier transformation would reduce the problem to an algebraic one. Based on this observation, the usual procedure is to extend the domain of definition of eq. (1.148) to embrace all values of \(x\) by writing

\[
\phi(x) + a \psi(x) - f(x) + \int_{-\infty}^{\infty} \psi(x') K(x-x') \, dx', \quad -\infty < x < \infty
\]

(1.149)

with the conventions

\[
\psi(x) = 0 \quad \text{for} \quad x < 0, \\
\phi(x) = 1 \quad \text{for} \quad x > 0.
\]

(1.150)

Fourier transformation now results in a single equation between two unknown transform functions, both of which are deduced by function-theoretic arguments (factorization, analytic continuation, Liouville's theorem). Rather than enter into these details, however, we shall indicate (following WESTPFAHL [1959]) how integral equations of the Wiener-Hopf type may be reduced to singular integral equations of the Cauchy type.

Let \(K(x)\) and \(\Psi(x)\) be Fourier transforms defined by

\[
\mathcal{F}(x) = \int_{-\infty}^{\infty} K(x)e^{-i\alpha x} \, dx, \\
\mathcal{F}(x) = \int_{0}^{\infty} \Psi(x)e^{-i\alpha x} \, dx,
\]

(1.151)

(1.152)

then eq. (1.148) will be satisfied if the dual integral equations (TITCHMARSH [1948])

\[
\int_{-\infty}^{0} \Psi(x)[K(x)-a]e^{i\alpha x} \, dx = -2\pi f(x), \quad x > 0
\]

(1.153)

\[
\int_{-\infty}^{0} \Psi(x)e^{i\alpha x} \, dx = 0, \quad x < 0
\]

(1.154)

are satisfied. Multiply eqs. (1.153) and (1.154) by \(\exp(-i\alpha' x)\) and integrate over \(0 < x < \infty\) and \(-\infty < x < 0\), respectively. By means of the well-known relations

\[
\int_{0}^{\infty} e^{-i\alpha x} \, dx = 2\pi \delta_{-}(\alpha) = \pi \delta(\alpha) + \text{P} \frac{1}{i\alpha},
\]

\[
\int_{-\infty}^{0} e^{-i\alpha x} \, dx = 2\pi \delta_{+}(\alpha) = \pi \delta(\alpha) - \text{P} \frac{1}{i\alpha},
\]

(1.155)

where the symbol \(\text{P}\) denotes the Cauchy principal value, we obtain two singular
integral equations of the Cauchy type

\[-L(x)\overline{\psi}(x) + \frac{1}{\pi i} \text{P} \int_{-\infty}^{\infty} \frac{L(x')\overline{\psi}(x')}{x' - x} \, dx' = 2f(x),\]  
(1.156)

\[\overline{\psi}(x) + \frac{1}{\pi i} \text{P} \int_{-\infty}^{\infty} \frac{\overline{\psi}(x')}{x' - x} \, dx' = 0\]  
(1.157)

where \(L(x) = K(x) - a\) and

\[f(x) = \int_{0}^{\infty} f(x)e^{-ax} \, dx.\]  
(1.158)

The whole apparatus of singular integral equations (see e.g. Muskhelishvili [1953], Gakhov [1966], Pogorzelski [1966]) is now at our disposal to achieve a solution.

We assume that \(L(x)\) is holomorphic and non-zero in a strip \(|\text{Im } x| < c\) and that the condition \(\text{arg } \log L(x)\big|_{x=a} = 0\) is satisfied. Basic to the solution is the decomposition of the function \(L(x)\) into factors \(L^+(x)\) and \(L^-(x)\) such that

\[L(x) = L^+(x)L^-(x)\]  
(1.159)

with

\[L^+(x) = \exp \left[ \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{\log L(x')}{x' - x} \, dx' \right],\]  
(1.160)

\[L^-(x) = \exp \left[ \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{\log L(x')}{x' + x} \, dx' \right].\]  
(1.161)

The factors \(L^+(x)\) and \(L^-(x)\) are analytic and non-zero in the half-planes \(\text{Im } x > -c\) and \(\text{Im } x < c\), respectively. If for \(|x| \to \infty\) we require

\[L^+(x) = O(x^p), \quad |p| < 1,\]  
\[L^-(x) = O(x^q), \quad |q| < 1,\]  
(1.162)

then the solution to eqs. (1.156) and (1.157) is (Westpfahl [1959]; see also Fock [1942, 1944])

\[\overline{\psi}(x) = \frac{L^-(x)}{2\pi i} \int_{-\infty}^{\infty} f(x') \overline{L^+(x')} \, dx' + CL^-(x),\]  
(1.163)

where the “hook” on the integral sign means that the path of integration passes above the pole \(x' = x\). By Fourier inversion,

\[\psi(x) = \frac{1}{4\pi i} \int_{-\infty}^{\infty} \overline{L^+(x')} \int_{-\infty}^{\infty} L^-(x)e^{ix'} \overline{dx'} + \frac{1}{2\pi} C \int_{-\infty}^{\infty} L^-(x)e^{ix} \, dx,\]  
(1.164)
where for the $\alpha$ integration the contour passes below the pole at $\alpha = \alpha'$. The term involving the arbitrary constant $C$ represents the homogeneous solution corresponding to $f(x) = 0$. For $0 \leq p < 1$ or $0 \leq q < 1$, the constant $C$ must be set equal to zero and the non-homogeneous solution is then unique.

As a simple example, consider the diffraction of a plane electromagnetic wave

$$E_z = \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\} \tag{I.164}$$

by a perfectly conducting half plane (see Chapter 8) $y = 0$, $x > 0$. The integral equation for the surface current is (COPSON [1946])

$$\int_{0}^{a} \psi(x')H_0^{(1)}(k|x-x'|)dx' = -2i \exp \{-ikx \cos \phi_0\}, \quad x > 0 \tag{I.165}$$

and is of Wiener-Hopf type. The corresponding dual integral equations are (CLEMMOW [1951])

$$\int_{-\infty}^{\infty} \frac{\bar{\psi}(\alpha)}{\sqrt{(k^2 - \alpha^2)}} e^{i\alpha x} d\alpha = -2\pi i \exp \{-ikx \cos \phi_0\}, \quad x > 0 \tag{I.166}$$

$$\int_{-\infty}^{\infty} \frac{\bar{\psi}(\alpha)}{\sqrt{(k^2 - \alpha^2)}} e^{i\alpha x} d\alpha = 0, \quad x < 0$$

and finally we are led to the singular integral equations in eqs. (I.156) and (I.157) with (WESTPHALK [1959])

$$L(\alpha) = (k^2 - \alpha^2)^{-\frac{1}{4}}, \quad \bar{f}(\alpha) = (x + k \cos \phi_0)^{-1} \tag{I.167}$$

where it is assumed that $\text{Im} (x + k \cos \phi_0) < 0$ in order to secure convergence of the integral in eq. (I.158). With the assumption $\text{Im} k > 0$ (later allowed to vanish) the factorization can be performed by inspection; thus

$$L^* (\alpha) = (k + \alpha)^{-\frac{1}{4}} \quad L^* (\alpha) = (k - \alpha)^{-\frac{1}{4}} \tag{I.168}$$

The branch such that $\text{Im} (k^2 - \alpha^2)^{\frac{1}{4}} > 0$ has been chosen. Since in eq. (I.161) we have $p = -\frac{1}{2}, q = \frac{1}{2}$, the constant $C$ must be zero and the (unique) solution is

$$\bar{\psi}(\alpha) = \frac{(k - \alpha)^{\frac{1}{4}}}{2\pi i} \int_{-\infty}^{\infty} \frac{(k + \alpha)^{\frac{1}{2}}}{\alpha + k \cos \phi_0} \frac{d\alpha'}{\alpha' - \alpha} \tag{I.169}$$

where the path of integration passes below the pole $\alpha' = -k \cos \theta_0$ and above the pole $\alpha' = \alpha$. The contour may be closed by a semi-circle in the upper half $\alpha'$-plane (encircling the pole $\alpha' = -k \cos \theta_0$) to yield

$$\bar{\psi}(\alpha) = -\frac{(k - \alpha)^{\frac{1}{4}}(k - k \cos \phi_0)^{\frac{1}{2}}}{\alpha + k \cos \phi_0} \tag{I.170}$$

Introducing cylindrical coordinates $(r, \phi)$, one can show that for $\rho \to \infty$, $\phi \neq n \pm \phi_0$ the diffracted field in the far zone is given by

$$E_z \sim \exp \{ik\rho - \frac{1}{2}i\pi\} \tilde{\psi}(k \cos \phi) \tag{I.171}$$
1.2 FUNDAMENTAL CONCEPTS

where from eq. (1.170)

$$\tilde{\psi}(k \cos \phi) = -\frac{2 \sin \frac{1}{2} \phi \sin \frac{1}{2} \phi_0}{\cos \phi + \cos \phi_0}.$$  \hspace{1cm} (1.172)

This result is in agreement with eq. (8.20) of Chapter 8, and illustrates how the Fourier transform \(\tilde{\psi}(x)\) is related to the far field amplitude.

It is significant that the method of Wiener and Hopf can be formulated from several different points of view, and many authors have solved the same diffraction problems by means of alternative approaches to the theory. In the earliest applications (e.g. Copson [1946]) Green’s theorem was employed to formulate the boundary value problem as an integral equation for the unknown surface current, and if the equation was of Wiener-Hopf type, Fourier transformation together with function-theoretic considerations in the plane of the transform variable were applied to gain a solution. The approach due to Jones [1952a], and embraced by Noble [1958], is to apply a Fourier transformation directly to the partial differential equation before applying the boundary conditions. The complex variable equation in the transform plane is thereby obtained directly without the necessity for formulating an integral equation, although it is then not always obvious whether the transform equations can be reduced to the Wiener-Hopf form. In still another approach, the cumbersome derivation of integral equations is circumvented by employing the method of separation of variables to formulate dual integral equations for quantities related to the far field amplitude. This separation of variables procedure was utilized to full advantage by Vainshtein [1954] and is expounded by Karp [1950] and by Clemmow [1951]. Finally, the method by which certain two dimensional diffraction problems are reduced to singular integral equations of the Cauchy type is treated by Westpfahl [1959] and Hönig et al. [1961]. All of the techniques described here have one main feature in common. At some stage in the solution, a given function of the complex transform variable must be decomposed as in eq. (1.159). For most applications this is the difficult task and can be done by inspection only in certain cases (notably the half plane).

One of the earliest applications of the Wiener-Hopf method to diffraction theory, other than to diffraction by a half plane, concerned the problem of plane wave scattering by an infinite set of staggered, equally spaced, semi-infinite plates (Carlson and Heins [1947], Heins and Carlson [1947], Heins [1950]). Concurrently, the radiation and transmission properties of a waveguide consisting of a pair of semi-infinite parallel plates were studied by Heins [1948] (see also Chester [1950]), but a more comprehensive (and simpler) treatment is provided by Vainshtein [1954]. The problem of scattering of plane waves by a pair of semi-infinite parallel planes is treated by Clemmow [1951], while diffraction by a finite set of parallel half planes is investigated by Igash [1964].

It is interesting to compare the field diffracted by two parallel half planes with that diffracted by a single half plane. We consider a plane electromagnetic wave given by eq (1.164) incident upon two half planes described by \(y = \pm a, x > 0\) as in Fig. 1.2. By combining the results of Clemmow [1951] and Vainshtein [1954], we can write
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Fig. 1.5. Geometry for parallel plane waveguide.

the far diffracted field \((\rho \to \infty)\) obtained from the exact solution in the following manner: for \(0 < \phi_0 < \pi\) and \(\phi \neq \pi \pm \phi_0\).

\[
E^d_x\sim \exp \left(ik\rho + \frac{i\pi}{2}\right) \sin \frac{1}{2}\phi \sin \frac{1}{2}\phi_0 \left[ L^*_1(k \cos \phi)L^*_1(k \cos \phi_0) + \right.

\left. \frac{1}{2\pi k^2} \cos \phi + \cos \phi_0 \right.

+ \text{sgn} \left(\sin \phi\right)L^*_1(k \cos \phi)L^*_2(k \cos \phi_0) \exp \left\{ -ika\left(|\sin \phi| + \sin \phi_0\right) \right\},
\]

(1.173)

where \(L^*_1, L^*_2(x)\) are Wiener-Hopf factorization functions analytic with no zeros in the upper \(z\)-plane and defined by

\[
L^*_1(z) = 1 + \exp \left[2ia(k^2 - a^2)z\right],
\]

\[
L^*_2(z) = 1 - \exp \left[2ia(k^2 - a^2)z\right],
\]

(1.174)

with the branch \(\text{Im} (k^2 - x^2) > 0\) for \(\text{Im} k > 0\). The signum function \(\text{sgn}(x)\) is defined as \(\text{sgn}(x) = \pm 1\) for \(x \geq 0\). Clearly eq. (1.173) yields the half plane result in eqs. (1.171) and (1.172) when the separation of the plates \(2a\) shrinks to zero. We are interested, however, in the case for which \(ka > 1\). From VAIJNSHEIN [1954] we have, for instance,

\[
L^*_1(k \cos \phi) = \begin{cases} e^V, & \cos \phi > 0 \\ (1 + \exp \{2ika|\sin \phi|\})e^V, & \cos \phi < 0 \end{cases}
\]

(1.175)

where

\[
V = \frac{1}{2\pi i} \int_C \log \left(1 + \exp \{2ika \cos \tau\}\right) \frac{\cos \tau \, d\tau}{\sin \tau - \cos \phi},
\]

(1.176)

the contour \(C\) starting at \(\frac{1}{2}\pi - i\infty\), passing through the origin, and ending at \(-\frac{1}{2}\pi + i\infty\).

For \(ka \gg 1\), VAIJNSHEIN [1954] has shown that a steepest descent approximation yields

\[
V \sim \frac{1}{2\pi} \int_{-\infty}^\infty \log \left(1 + \exp \{2ika - \frac{1}{2}i\tau\}\right) \frac{dr}{\sqrt{2kae^{i\kappa} \cos \phi}},
\]

(1.177)

and this we can expand in the form

\[
V \sim \frac{1}{2} \text{sgn} (\cos \phi) \sum_{m=1} \left(-1\right)^m e^{2imka} G(\sqrt{\frac{2imka}{|\cos \phi|})}
\]

(1.178)
where

\[ G(w) = \frac{2}{\sqrt{\pi}} e^{-2iw^2} \int_{-1}^{1} e^{-\pi t} dt, \]  

(1.179)

\[ |G(w)| < 1 \text{ for } w > 0, \quad G(w) = 1 \text{ for } w = 0. \]  

(1.180)

Similar results are obtained for \( L_j^+(k \cos \phi) \), except the \((-1)^n\) in eq. (1.178) no longer appears.

It may be noted that the results quoted so far are valid for all \( \phi \) except in the vicinity of the geometrical optics shadow boundary \( \phi = \pi + \phi_0 \) and the reflection boundary \( \phi = \pi - \phi_0 \). In these directions the asymptotic expansion in eq. (1.173) would have to be modified, and in the region \( \phi < \pi - \phi_0 \) the geometrically reflected field would have to be added, to obtain the full scattered field. Let us take, for example, \( \cos \phi < 0, \cos \phi_0 < 0 \) (both source and observer confined to the left half space). Since for \( w \to \infty \),

\[ G(w) \sim e^{i\pi(w/\sqrt{2\pi})^{-1}}, \]  

(1.181)

it follows from eq. (1.178) that

\[ e^\nu \sim 1 - \frac{e^{i\nu}}{\sqrt{4\pi \xi a}} \sum_{m=0}^{\infty} \frac{(-1)^m}{m^4} e^{2i\pi k\xi} + o \left( \frac{1}{ka} \right), \]  

(1.182)

with similar results corresponding to \( L_j^+(k \cos \phi) \); eq. (1.173) then yields for \( ka \gg 1 \):

\[ E_z \sim \frac{1}{\pi \xi} e^{i\xi \rho + i\xi} 2 \xi \sin \frac{1}{2} \xi \sin \frac{1}{2} \phi_0 \left\{ \cos \left[ k\xi (\sin \phi + \sin \phi_0) \right] + \right. \]

\[ + \frac{e^{i\xi}}{\sqrt{4\pi \xi a}} \left( \frac{1}{\cos \phi} + \frac{1}{\cos \phi_0} \right) \sum_{m=0}^{\infty} \frac{e^{i(2m+1)2\pi \xi a}}{(2m+1)^4} \cos \left[ k\xi (\sin \phi - \sin \phi_0) \right] - \]

\[ \left. - \frac{e^{i\xi}}{\sqrt{4\pi \xi a}} \left( \frac{1}{\cos \phi} + \frac{1}{\cos \phi_0} \right) \sum_{m=0}^{\infty} \frac{e^{i(2m)2\pi \xi a}}{(2m)^4} \cos \left[ k\xi (\sin \phi + \sin \phi_0) \right] + o \left( \frac{1}{ka} \right) \right\}. \]  

(1.183)

This result, although simple to derive, does not seem to have appeared in the literature (see, however, Bowman and Weston [1968]). The first term in eq. (1.183) consists of a superposition of edge waves from the two half planes, each in the absence of the other and excited by the incident field alone. The infinite sums correspond to successive interactions between the half planes. These mutual interaction terms may be derived on the basis of ray optics as described in Yee et al. [1968]; however, when the ray optics calculation is carried out, the quantities \((2m+1)^4\) and \((2m)^4\) get replaced by \(2^{2m}(2m+1)^4\) and \(2^{2m-1}(2m)^4\), respectively. The simple ray optics result thus underestimates the asymptotic result in eq. (1.183) and would have to be modified to obtain more accurate expressions. For other results concerning ray optical techniques and their relation to canonical problems with parallel plane geometries see Felsen and Yee [1968a, b].
The Wiener-Hopf method has also been applied to yield solutions to the important problems of scattering and radiation from semi-infinite circular cylinders. LEVINB and SCHWINGKR [1948a] (see also JONES [1952a, 1964], MORSE and FESHBACH [1953], NOBLE [1958]) investigated the radiation and reflection of sound waves in an open-ended cylindrical tube, while VAJNSHTBNEIN [1954] treated the problem in more detail for both acoustic and electromagnetic radiation. The reflection and transmission properties of electromagnetic waves ($H_{11}$-mode) in an open-ended circular pipe has also been studied intensively by IJHIMA [1952], although his report does not seem to be readily available. The problem of scattering of electromagnetic plane waves by a semi-infinite circular tube was treated by PEARSON [1953] for axial incidence and by BOWMAN [1963] for general incidence; these results may be found in the exhaustive review of EINARSSON et al. [1966]. The scattering of sound waves by a solid semi-infinite circular cylinder with a plane end surface was investigated by JONES [1955b] (also MATSUI [1960]), and the treatment was extended to include the electromagnetic case by EINARSSON et al. [1966]. In all of these problems concerning semi-infinite circular cylinders, the fundamental step is to find the split functions $L^*_n(x)$ and $M^*_n(x)$ ($n = 0, 1, 2 \ldots$) analytic in the upper half plane and defined by

$$L^*_n(x) = \pi i L_0[a(k^2 - a^2)^{1/2}] H^0_{1/2}[a(k^2 - a^2)^{1/2}],$$

$$M^*_n(x) = \pi i L_0[a(k^2 - a^2)^{1/2}] H^1_{1/2}[a(k^2 - a^2)^{1/2}],$$

where $a$ denotes the radius of the cylinder, and $\text{Im} (k^2 - a^2)^{1/2} > 0$ for $\text{Im} k > 0$. For $ka > 1$ and $ka > n$ the functions $L^*_n(k \cos \theta)$, $M^*_n(k \cos \theta)$ can be expanded asymptotically in terms of a "universal" function $V(s, q)$ closely related to $V$ in eq. (1.177) (VAJNSHBNEIN [1954], BOWMAN [1963], EINARSSON et al. [1966]). This opens the possibility, at least for axial incidence, of obtaining diffracted field expansions analogous to that in eq. (1.183) for the open-ended parallel plane waveguide. The case $ka < 1$ finds application in the problem of scattering by a long thin wire (Chapter 12). For a semi-infinite hollow cylinder of elliptical cross section, problems of acoustic radiation and scattering have been solved by BLASS [1951], and for tubes of arbitrary cross section an approximation technique based on the Wiener-Hopf method is discussed by LEVINB [1954a].

Another class of problems that yield to exact solution by function-theoretic methods concerns electromagnetic or acoustic diffraction in wedge shaped regions where the boundary conditions are of the mixed or impedance type (see Section 1.2.4). In connection with obstacles with a single constant impedance, solutions for diffraction by a half plane were obtained by SENIOR [1952, 1959a], WILLIAMS [1960] and MARCINKOWSKI [1961], and for the wedge by SENIOR [1959b] and WILLIAMS [1959]. More general problems were solved by MALIUZHINETS [1950: 1957a, b; 1959: 1960], who proposed and developed a method of solving diffraction problems in angular regions. This method is based on representing the field in a wedge-shaped region by a Sommerfeld integral (see Chapters 6 and 8) for which an inversion formula exists (MALIUZHINETS [1958a]), and thereby reduces the diffraction problem to a functional equation for integrands. Solutions to the functional equations were obtained in many
interesting cases by the use of integral transforms of the Fourier type or Laplace type. In particular, the problem of plane-wave diffraction by a wedge with different surface impedances on its two faces is solved in closed form (Mal'yu Zhinet [1959, 1960]). Mal'yu Zhinet [1958b] further notes that his inversion formula for the Sommerfeld integral reduces in certain cases to the inversion formula of Kontorovich and Lebedev [1939], which has also been applied to problems associated with wedges and cones (see e.g. Jones [1964], Karp [1950], Kontorovich and Lebedev [1939], Lebedev and Skal'skaya [1962]). The solution of Mal'yu Zhinet [1959, 1960] for a wedge with two face impedances contains the solution of the shoreline problem (see e.g. Grünberg [1942, 1943, 1944], Fock [1944], Bazer and Karp [1952], Clemmow [1953]) as a special case. An alternative method suitable for wedge-shaped regions was developed by Peters [1952], who treated a hydrodynamic problem arising in connection with water waves on a sloping beach. This method which still involves the factorization of a function into two parts with overlapping regions of regularity was later adapted by Senior [1959b] to the problem of diffraction by an imperfectly conducting wedge.

Many other diffraction problems have yielded to either exact or approximate solution by means of function-theoretic techniques. Westpahl [1959] (see also Case [1964]) presents an asymptotic solution to the singular integral equations arising in diffraction by a perfectly conducting strip (see Chapter 4), but his results were vastly improved by Khaskind and Vainshtijn [1964] and by Faulkner [1965] employed an asymptotic factorization theorem of Kranzer and Radlow [1962] to treat the problem of diffraction by a wide imperfectly conducting strip, and his results were found by Bowman [1967] to be in agreement with the (simpler) ray-optics calculation. For diffraction by a semi-infinite plate of finite (although small) thickness, see Jones [1953], and for diffraction by a parallel plane waveguide of finite length, see Jones [1952b]. Westpahl and Witte [1967] have treated the acoustic diffraction by a large circular aperture or disc, and have also included an extensive bibliography. An interesting generalization of the Wiener-Hopf method appears in the papers by Radlow [1961; 1964a, b; 1965], who found solutions to the diffraction problems associated with the quarter-plane and the right-angled dielectric wedge. In obtaining these solutions, a new function-theoretic technique employing two complex variables was introduced; however, the solutions are sufficiently complicated that no useful physical results, such as a diffraction coefficient, are available, and the solutions have not met with general acceptance.

1.2.14.4. NUMERICAL METHODS

The integral equations for the field at the surface of the scatterer which were presented in Section 1.2.10 have been solved exactly for a few simple scattering shapes only, and in all these cases the solution could have been obtained by some other method, such as separation of variables. For bodies of complex shape, the scattering problem can be solved numerically by dividing the scattering surface in portions over each of which the amplitude and the phase of the surface field can be considered as approxi-
mately constant, or as varying in an approximately known way. The integral equation is then replaced by a set of linear algebraic equations, to be solved numerically by a computer. Computer programs based on this method have been applied to the study of radiation and scattering from wire structures (Baghdasarian and Angelakos [1965], Mei [1965], Richmond [1965], Harrington [1967]), from two-dimensional bodies (Mei and Van Blade [1963], Andreasen [1964, 1965]), and from three-dimensional bodies (Andreasen [1965b], Waterman [1965]).

The numerical integral equation method is well suited to problems in the low-frequency and resonance regions. If the dimensions of the scatterer are very large compared to the wavelength, also the number of linear algebraic equations becomes very large and difficult to handle by presently available computers.

Although the integral equation approach is the most logical one for numerical solutions because boundary and radiation conditions are automatically taken into account, other methods have also been applied; thus, for example, Mullin et al. [1965] have studied the two-dimensional scattering from infinite cylinders of almost circular cross section by assuming a series expansion in terms of circular cylindrical wavefunctions for the scattered field, and by imposing the boundary conditions at a finite number of points on the scattering surface.

1.3. Special functions

1.3.1. Bessel functions

Bessel functions are solutions of Bessel's differential equation

$$z^2 \frac{d^2 u}{dz^2} + z \frac{du}{dz} + (z^2 - v^2)u = 0,$$  

(1.185)

where the parameter $v$ is an unrestricted complex number. This differential equation has a regular singular point at $z = 0$ and an irregular singular point at $z = \infty$; all other points are ordinary points of the differential equation. In defining the solutions of Bessel's equation we shall adhere to the notations used in Watson [1958]. Detailed properties of the Bessel functions may be found in Abramowitz and Stegun [1964], Erdélyi et al. [1953], Gradshteyn and Ryzhik [1965], Magnus and Oberhettinger [1949], Magnus et al. [1966] and Watson [1958]. For numerical tables consult Abramowitz and Stegun [1964] and Watson [1958].

When $v$ is not an integer, eq. (1.185) has two independent solutions $J_v(z)$ and $J_{-v}(z)$ where

$$J_v(z) = \sum_{m=0}^{\infty} \frac{(-1)^m (\frac{1}{2}z)^{v+2m}}{m!f(v+m+1)},$$  

(1.186)

The function $J_v(z)$ is known as the Bessel function of the first kind and $v$-th order. It is single-valued throughout the $z$-plane cut along the negative real axis from 0 to $-\infty$, and for fixed $z$ ($\neq 0$) it is an entire function of $v$, while for fixed $v$ the function $z^{-v}J_v(z)$ is an entire function of $z$. When $v$ is equal to a non-negative integer $n$, the
Bessel function $J_n(z)$ has no branch point and is an entire function of $z$; however, because of the linear relationship

$$J_{-n}(z) = (-1)^n J_n(z), \quad (1.187)$$

a second independent solution to eq. (1.185) is now required. This second solution, known as the Bessel function of the second kind or the Neumann function, is denoted by $Y_n(z)$ and defined for all $n$ by

$$Y_n(z) = \frac{J_n(z) \cos \nu \pi - J_{-n}(z)}{\sin \nu \pi}, \quad \nu \neq n \quad (1.188)$$

In particular, the Neumann function of non-negative integer order may be given as

$$Y_n(z) = \frac{2}{\pi} J_n(z) \log (1/z) - \sum_{m=0}^{n-1} \frac{(n-m-1)!}{m!} (1/z)^{2m-n} - \frac{1}{\pi} \sum_{m=0}^{\infty} \frac{\psi(n+m) + \psi(m)}{(-1)^m m!(n+m)!} \quad (1.189)$$

where for non-negative integer $m$,

$$\psi(m) = -C + \sum_{s=1}^{m} \frac{1}{s}, \quad \psi(0) = -C, \quad C = 0.5772 \ldots \text{ (Euler's constant)}. \quad (1.190)$$

The finite sum in eq. (1.189) is to be omitted if $n = 0$. The Neumann function is single-valued in the cut $z$-plane and for fixed $z \neq 0$ is an entire function of $\nu$. Equation (1.187) is also valid for $Y_n(z)$. The functions $I_n(z)$ and $Y_n(z)$ are real if $\nu$ is real and $z$ is positive.

Two functions of frequent occurrence are the Bessel functions of the third kind $H^{(1)}_\nu(z)$ and $H^{(2)}_\nu(z)$, also called the first and second Hankel functions, respectively. These are defined as the linear combinations

$$H^{(1)}_\nu(z) = J_{\nu}(z) + i Y_{\nu}(z), \quad (1.191)$$
$$H^{(2)}_\nu(z) = J_{\nu}(z) - i Y_{\nu}(z).$$

For $\nu \neq n$ where $n$ is an integer, it follows from eqs. (1.188) and (1.191) that

$$H^{(1)}_\nu(z) = (i \sin \nu \pi)^{-1}[J_{-\nu}(z) - J_{\nu}(z) e^{-i\nu \pi}], \quad (1.192a)$$
$$H^{(2)}_\nu(z) = (i \sin \nu \pi)^{-1}[J_{-\nu}(z) e^{i\nu \pi} - J_{\nu}(z)], \quad (1.192b)$$

whereas for $\nu = n$ ($n = 0, 1, 2, \ldots$) application of eq. (1.189) to eqs. (1.191) yields

$$H^{(1,2)}_n(z) = \left[1 \pm \frac{2}{\pi} \log (1/z)\right] J_n(z) \mp i \sum_{m=0}^{n-1} \frac{(n-m-1)!}{m!} (1/z)^{2m-n} \mp \frac{i}{\pi} \sum_{m=0}^{\infty} \frac{\psi(n+m) + \psi(m)}{(-1)^m m!(n+m)!} (1/z)^{2m+n}. \quad (1.193)$$

Equation (1.187) is also valid for $H^{(1,2)}_n(z)$. 
Equation (I.185) is unchanged if \( v \) is replaced by \(-v\), and the following linear relations exist:

\[
\begin{align*}
J_{-v}(z) &= J_v(z) \cos v\pi - Y_v(z) \sin v\pi, \\
Y_{-v}(z) &= J_v(z) \sin v\pi + Y_v(z) \cos v\pi, \\
H^{(1),(2)}_{-v}(z) &= e^{\pm iv\pi}H^{(1),(2)}_v(z), \\
2J_{-v}(z) &= e^{iv\pi}H^{(1)}_v(z) + e^{-iv\pi}H^{(2)}_v(z), \\
2iY_{-v}(z) &= e^{iv\pi}H^{(1)}_v(z) - e^{-iv\pi}H^{(2)}_v(z).
\end{align*}
\] (I.194)

The Bessel functions are single-valued for all points \( z \) of the principal branch \(|\arg z| < \pi\). The transition to different functional branches across the cut \((-\infty, 0)\) can be made by means of the relations

\[
\begin{align*}
J_v(ze^{im\pi}) &= e^{-imv\pi}J_v(z), \\
Y_v(ze^{im\pi}) &= e^{-imv\pi}Y_v(z) + 2i \sin (mv\pi) \cot (v\pi)J_v(z), \\
- \sin (v\pi)H^{(1)}_v(ze^{im\pi}) &= \sin [(m-1)v\pi]H^{(1)}_v(z) + e^{-iv\pi} \sin (mv\pi)H^{(2)}_v(z), \\
\sin (v\pi)H^{(2)}_v(ze^{im\pi}) &= \sin [(m+1)v\pi]H^{(1)}_v(z) + e^{iv\pi} \sin (mv\pi)H^{(2)}_v(z),
\end{align*}
\] (I.195)

where \( m \) is an integer.

Various Wronskian determinants can be derived. Define \( W[u_1(z), u_2(z)] = u_1(z)u'_2(z) - u_2(z)u'_1(z) \) where the prime denotes \((d/dz)\), then

\[
\begin{align*}
W\{J_v(z), J_{-v}(z)\} &= -2(\pi z)^{-1} \sin v\pi, \\
W\{J_v(z), Y_v(z)\} &= 2(\pi z)^{-1}, \\
W\{H^{(1)}_v(z), H^{(2)}_v(z)\} &= -4i(\pi z)^{-1}, \\
W\{J_v(z), H^{(1),(2)}_v(z)\} &= \pm 2i(\pi z)^{-1}.
\end{align*}
\] (I.196)

It follows from the first Wronskian in eq. (I.196) that \( J_v(z) \) and \( J_{-v}(z) \) are not linearly independent solutions when \( v \) is an integer; the remaining Wronskians never vanish and therefore the corresponding pairs of functions are always linearly independent. Still further Wronskians can be deduced by means of eqs. (I.194) and (I.196); for example

\[
W\{Y_v(z), Y_{-v}(z)\} = -2(\pi z)^{-1} \sin v\pi,
\]
indicating that \( Y_v(z) \) and \( Y_{-v}(z) \) are linearly independent except when \( v \) is an integer.

The following recursion and differentiation formulas hold:

\[
\begin{align*}
J_{v-1}(z) + J_{v+1}(z) &= \frac{2v}{z} J_v(z), \\
J_{v+1}(z) - J_{v-1}(z) &= 2 \frac{dJ_v(z)}{dz},
\end{align*}
\] (I.198)

while for \( m = 0, 1, 2 \ldots \),

\[
\begin{align*}
\left( \frac{d}{dz} \right)^m [z^v J_v(z)] &= z^{v-m} J_{v-m}(z), \\
\left( \frac{d}{dz} \right)^m [z^{-v} J_v(z)] &= (-1)^m z^{-v-m} J_{v+m}(z).
\end{align*}
\] (I.199)
The same relations are also valid for Bessel functions of the second and third kind. Differentiation with respect to the order leads to

\[
\frac{\partial J_\nu(z)}{\partial \nu} = J_\nu(z) \log(iz) - \sum_{m=0}^{\infty} \frac{(-1)^m \psi(v + m)(iz)^{\nu + 2m + 1}}{m! \Gamma(v + m + 1)}, \quad (1.200)
\]

\[
\frac{\partial Y_\nu(z)}{\partial \nu} = \cot(\nu \pi) \frac{\partial J_\nu(z)}{\partial \nu} - \csc(\nu \pi) \left[ \frac{\partial J_{-\nu}(z)}{\partial \nu} - \pi Y_{-\nu}(z) \right], \quad (1.201)
\]

where \( \psi \) is the digamma function

\[
\psi(v) = \frac{d}{dv} \log \Gamma(v + 1). \quad (1.202)
\]

For non-negative integer arguments in \( \psi \) see eq. (1.190).

When \( v \) is fixed and \( |z| \to \infty \) Hankel's asymptotic expansions of the various Bessel functions are

\[
H^{(1)}_\nu(z) \sim \sqrt{\frac{2}{\pi z}} \exp \left[ i(\nu - \frac{3}{4} \pi - \frac{1}{4} \pi) \right] \sum_{m=0}^{\infty} \frac{(-1)^m \psi(v, m)}{(2iz)^m}, \quad (-\pi < \arg z < 2\pi), \quad (1.203)
\]

\[
H^{(2)}_\nu(z) \sim \sqrt{\frac{2}{\pi z}} \exp \left[ -i(\nu - \frac{3}{4} \pi - \frac{1}{4} \pi) \right] \sum_{m=0}^{\infty} \frac{(v, m)}{(2iz)^m}, \quad (-2\pi < \arg z < \pi), \quad (1.204)
\]

\[
J_\nu(z) \sim \sqrt{\frac{2}{\pi z}} \left[ \cos (\nu - \frac{1}{4} \pi) \sum_{m=0}^{\infty} \frac{(-1)^m (v, 2m)}{(2z)^{2m}} \right.
- \sin (\nu - \frac{1}{4} \pi) \sum_{m=0}^{\infty} \frac{(-1)^m (v, 2m + 1)}{(2z)^{2m+1}} \right], \quad (|\arg z| < \pi), \quad (1.205)
\]

\[
Y_\nu(z) \sim \sqrt{\frac{2}{\pi z}} \left[ \sin (\nu - \frac{1}{4} \pi) \sum_{m=0}^{\infty} \frac{(-1)^m (v, 2m)}{(2z)^{2m}} \right. + 
+ \cos (\nu - \frac{1}{4} \pi) \sum_{m=0}^{\infty} \frac{(-1)^m (v, 2m + 1)}{(2z)^{2m+1}} \right], \quad (|\arg z| < \pi), \quad (1.206)
\]

where \( (v, m) \) is the Hankel symbol defined by

\[
(v, m) = \frac{\Gamma(\frac{1}{2} + v + m)}{m! \Gamma(\frac{1}{2} + v - m)}, \quad (1.207)
\]

\[
(v, 0) = 1, \quad (v, m) = [4v^2 - 1^2] \ldots [4v^2 - (2m - 1)^2] \quad \text{for} \quad m = 1, 2, \ldots \quad (1.208)
\]

For discussion of the remainders in eqs. (1.203) through (1.206) after the \( M \)-th terms see Watson [1958] and Mihir [1932]. For real positive values of \( z \) and \( v \), the remainders are less in absolute value than the absolute value of the first discarded
term. If $v = n + \frac{1}{2}$ ($n = 0, 1, 2, \ldots$) the asymptotic series in eqs. (1.203) through (1.206) terminate and the Hankel symbol becomes

$$ (n + \frac{1}{2}, m) = \frac{(n+m)!}{m!(n-m)!}. $$

(1.209)

In this case the Bessel functions reduce to elementary functions.

For $z$ fixed and $|v| \to \infty$:

$$ J_\nu(z) \sim \sqrt{\frac{1}{2\pi v}} \left( \frac{ez}{2v} \right)^v [1 + O(v^{-1})], \quad |\arg v| < \pi, $$

(1.210)

$$ J_{-\nu}(z) \sim \sin (\nu \pi) \sqrt{\frac{2}{\pi v}} \left( \frac{ez}{2v} \right)^{-v} [1 + O(v^{-1})], \quad |\arg v| < \pi. $$

(1.211)

From these one can obtain asymptotic expansions for $Y_\nu(z)$, $H_n^{(1,2)}(z)$ by means of eqs. (1.188) and (1.192); for example, if $v \to + \infty$ then

$$ Y_\nu(z) \sim - \sqrt{\frac{2}{\pi v}} \left( \frac{ez}{2v} \right)^{-v} [1 + O(v^{-1})]. $$

(1.212)

The DEBYE [1909, 1910] asymptotic expansions of the Bessel functions have been discussed in detail by WATSON [1958]. These are expansions valid when both $v$ and $z$ are large and complex, although $z$ is supposed to be restricted such that $|\arg z| < \frac{1}{4} \pi$. The ratio $v/z$ is restricted to lie in certain regions of the complex $(v/z)$-plane and the results are useful only if $|v - z| > |v^3|$. Auxiliary angles $\gamma$, $\alpha$, $\beta$ are introduced by the relations

$$ \frac{v}{z} = \cosh \gamma = \cosh (\alpha - i\beta), $$

(1.213)

where $\alpha$ may have any real value and $\beta$ is restricted by $0 < \beta < \frac{1}{4} \pi$. Because of Stokes' phenomenon, the complex $(v/z)$-plane must be divided into separate regions as illustrated in Fig. I.6. The continuous curves that start at $v/z = 1$ are prescribed parametrically by the equations

$$ \Re \left( \frac{v}{z} \right) = \cosh \alpha' \cos \beta', $$

$$ \Im \left( \frac{v}{z} \right) = \sinh \alpha' \sin \beta', $$

(1.214)

where $\alpha'$, $\beta'$ are restrained by the relation

$$ 1 - \alpha' \tanh \alpha' - \beta' \cot \beta' = 0, $$

(1.215)

whereas the continuous curves that begin at $v/z = -1$ are determined by eqs. (1.214) except that now $\alpha'$, $\beta'$ are restrained by

$$ 1 - \alpha' \tanh \alpha' + (\pi - \beta') \cot \beta' = 0. $$

(1.216)
It is convenient to introduce the functions $S^{(1)}_v(z)$ and $S^{(2)}_v(z)$, where these are given asymptotically by the formulas

$$S^{(1)}_v(z) \sim \exp \left\{ v(tanh \gamma - \gamma) - \frac{i}{2} \pi \right\} \sum_{m=0}^{\infty} \frac{\Gamma(m+\frac{1}{2})}{\Gamma(\frac{1}{2})} \frac{A_m}{(-i\pi \tanh \gamma)^m}, \quad (1.217)$$

$$S^{(2)}_v(z) \sim \exp \left\{ -v(tanh \gamma - \gamma) + \frac{i}{2} \pi \right\} \sum_{m=0}^{\infty} \frac{\Gamma(m+\frac{1}{2})}{\Gamma(\frac{1}{2})} \frac{A_m}{(-i\pi \tanh \gamma)^m}, \quad (1.218)$$

with

$$\arg (-i\pi \tanh \gamma) = \arg z + \arg (-i \sinh \gamma), \quad |\arg (-i \sinh \gamma)| < \frac{1}{2} \pi. \quad (1.219)$$

The values of $A_0$, $A_1$ and $A_2$ are

$$A_0 = 1, \quad A_1 = \frac{1}{8} - \frac{5}{4} \coth^2 \gamma,$$

$$A_2 = \frac{1}{16} - \frac{5}{8} \coth^2 \gamma + \frac{3}{8} \coth^4 \gamma. \quad (1.220)$$

The asymptotic forms of the Bessel functions in the various regions of the $(v/z)$-plane...
are expressed in terms of \( S^{(1)}_\nu(z) \) and \( S^{(2)}_\nu(z) \) by means of Tables 1.1 and 1.2. In these tables, \( M \) and \( N \) are positive integers such that \( M \) is the smallest integer for which

\[
1 - z \tanh \alpha + [(M + 1) \pi - \beta] \cot \beta > 0, \quad 0 < \beta < \frac{\pi}{2}
\]

and \( N \) is the smallest integer for which

\[
1 - z \tanh \alpha - (N \pi + \beta) \cot \beta > 0, \quad \frac{\pi}{2} < \beta < \pi.
\]

In the critical case \( \beta = \frac{1}{2} \pi \), the expansions appropriate to region 1 are valid. For regions 6 and 7 the circuit relations in eqs. (1.195) can be used to express the Hankel functions in the forms given in Tables 1.3 and 1.4. For sufficiently large \( r \), the terms

Table 1.3

<table>
<thead>
<tr>
<th>Regions</th>
<th>( S^{(1)}_\nu(z) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6b</td>
<td>((\sin \pi \nu)^{-1}[c^{2}M^{2}+1]J_{\nu}(z) - c^{-i\pi}J'_{\nu}(z))</td>
</tr>
<tr>
<td>7a</td>
<td>((\sin \pi \nu)^{-1}[J_{\nu}(z) - c^{-i\pi}2M^{2}+1]J'_{\nu}(z))</td>
</tr>
</tbody>
</table>

Table 1.4

<table>
<thead>
<tr>
<th>Regions</th>
<th>( S^{(2)}_\nu(z) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6a</td>
<td>((\sin \pi \nu)^{-1}[c^{2}(2M+1)^{2}+1]J_{\nu}(z) - J'_{\nu}(z))</td>
</tr>
<tr>
<td>7b</td>
<td>((\sin \pi \nu)^{-1}[c^{2}M^{2}+1]J_{\nu}(z) - c^{-2i\pi}J'_{\nu}(z))</td>
</tr>
</tbody>
</table>

involving \( M \) and \( N \) in Tables 1.3 and 1.4 become subdominant with the result that Tables 1.1 and 1.2 may be replaced by the simpler Tables 1.5 and 1.6. From the tables asymptotic expansions of any fundamental system of solutions of Bessel's equation

Table 1.5

<table>
<thead>
<tr>
<th>Regions</th>
<th>( S^{(1)}_\nu(z) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 3, 4</td>
<td>( H^{(1)}_\nu(z) )</td>
</tr>
<tr>
<td>2, 6a, 6b</td>
<td>( 2J_{\nu}(z) )</td>
</tr>
<tr>
<td>5, 7a, 7b</td>
<td>( 2e^{-i\pi}J_{\nu}(z) )</td>
</tr>
</tbody>
</table>

Table 1.6

<table>
<thead>
<tr>
<th>Regions</th>
<th>( S^{(2)}_\nu(z) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2, 5</td>
<td>( H^{(2)}_\nu(z) )</td>
</tr>
<tr>
<td>3, 7a, 7b</td>
<td>( 2J_{\nu}(z) )</td>
</tr>
<tr>
<td>4, 6a, 6b</td>
<td>( 2e^{-i\pi}J_{\nu}(z) )</td>
</tr>
</tbody>
</table>
can be constructed when \( v \) and \( z \) are both arbitrarily large complex numbers, the real part of \( z \) being positive. For an alternate summary of the Debye expansions see Campopiano [1957], and in the case of real positive \( z \) but complex \( v \) see Hönl et al. [1961] (Nussenzveig [1965] notes that Hönl et al. [1961] contains several mistakes).

When \( v \) and \( z \) are both large but \( |v-z| \leq |v|^k \) the Debye asymptotic expansions are no longer valid, and it is necessary to employ expansions suitable for the transitional regions. In the following, it is supposed that \( z = x, x > 0 \) and the parameters \( m, t \) are defined as

\[
m = (\frac{1}{4}x)^4, \quad t = (v-x)/m,
\]

then for \( m \to \infty \):

\[
J_0(x) \sim -\frac{1}{m\sqrt{\pi}} \left\{ v(t) - \frac{1}{60m^2} \left[ 4tv(t) + t^2v'(t) \right] + \frac{1}{2520m^4} \left[ \frac{1}{120t^8} + 26t^2 \right] v(t) + \frac{6t^3 + 18} {v(t)} + O(m^{-6}) \right\},
\]

\[
J_1(x) \sim -\frac{1}{m^2\sqrt{\pi}} \left\{ v(t) + \frac{1}{60m^2} \left[ 4tv(t) + (6-t^2)v(t) \right] + \frac{1}{10080m^6} \left[ \frac{1}{120t^8} - 76t^2 \right] v(t) + \frac{3t^4 - 168t} {v(t)} + O(m^{-6}) \right\},
\]

\[
H_{11}'(x) \sim \frac{i}{m^2\sqrt{\pi}} \left\{ w_1(t) - \frac{1}{60m^2} \left[ 4tw_1(t) + t^2w'_1(t) \right] + \frac{1}{2520m^4} \left[ \frac{1}{120t^8} + 26t^2 \right] w_1(t) + \frac{6t^3 + 18} {w_1(t)} + O(m^{-6}) \right\},
\]

\[
H_{11}''(x) \sim \frac{i}{m^2\sqrt{\pi}} \left\{ w_1(t) + \frac{1}{60m^2} \left[ 4tw_1(t) + (6-t^2)w_1(t) \right] + \frac{1}{10080m^6} \left[ \frac{1}{120t^8} - 76t^2 \right] w_1(t) + (3t^4 - 168t)w_1(t) + O(m^{-6}) \right\},
\]

where the Fock [1945] notation for the Airy functions has been used,

\[
u(t) = \sqrt{-\pi} B(t), \quad v(t) = \sqrt{-\pi} A(i(t)),
\]

\[
w_1(t) = \sqrt{-\pi} \left[ B(t) + iA(t) \right], \quad w_2(t) = \sqrt{-\pi} \left[ B(t) - iA(t) \right].
\]

See Section 1.3.2 for definitions of the Airy functions. Expansions for \( Y_{\nu}(x) \), \( Y'_{\nu}(x) \) are obtained from \( J_{\nu}(x) \), \( J'_\nu(x) \) upon replacing \( v(t) \) by \( -v(t) \) in eqs. (1.224) and (1.225), while expansions for \( H_{11}'(x) \), \( H_{11}''(x) \) are obtained from \( H_{11}'(x) \), \( H_{11}''(x) \) upon replacing \( w_1(t) \) by \( -w_2(t) \) in eqs. (1.226) and (1.227). For other asymptotic expansions see the references already cited, to which may be added Langier [1931, 1932], Cherry [1950], Oliver [1952, 1954] and Schöni [1954].
INTRODUCTION

Modified Bessel and Hankel functions, \( I_\nu(z) \) and \( K_\nu(z) \), respectively, are often used. They may be defined by

\[
I_\nu(z) = \frac{1}{\pi} \int_0^\infty e^{-zt} \cos(t^\nu) dt, \quad (-\pi < \arg z \leq \frac{\pi}{2}),
\]

(1.229)

\[
I_{\nu}(z) = \frac{1}{\pi} \int_0^\infty e^{-zt} \cos(t^\nu) dt, \quad (0 < \arg z \leq \pi),
\]

\[
K_\nu(z) = \frac{1}{\pi} \int_0^\infty e^{-zt} \cos(t^\nu) dt, \quad (-\pi < \arg z \leq \frac{\pi}{2}),
\]

(1.230)

\[
K_\nu(z) = \frac{1}{\pi} \int_0^\infty e^{-zt} \cos(t^\nu) dt, \quad (0 < \arg z \leq \pi).
\]

For all values of \( z \), \( I_\nu(z) \) and \( K_\nu(z) \) are linearly independent functions. Each is single-valued throughout the \( z \)-plane cut along the negative real axis, and for fixed \( z(\neq 0) \) each is an entire function of \( \nu \). When \( \nu \) is equal to a non-negative integer \( n \), the modified Bessel function \( I_n(z) \) is an entire function of \( z \). Both modified functions are real when \( \nu \) is real and \( z \) is positive, and if in addition \( \nu > -1 \), then both functions are positive. Other properties of the modified Bessel functions can be deduced from those of ordinary Bessel functions by the application of eqs. (1.229) and (1.230). The function \( K_\nu(z) \) is sometimes called the Macdonald function of \( \nu \)-th order.

The spherical Bessel functions \( j_\nu(z) \), \( y_\nu(z) \), \( h^{(1)}_\nu(z) \) and \( h^{(2)}_\nu(z) \) are defined in terms of ordinary Bessel functions by the relations

\[
j_\nu(z) = \sqrt{\frac{\pi}{2z}} J_{\nu+\frac{1}{2}}(z),
\]

(1.231)

\[
y_\nu(z) = \sqrt{\frac{\pi}{2z}} Y_{\nu+\frac{1}{2}}(z),
\]

\[
h^{(1)}_\nu(z) = \sqrt{\frac{\pi}{2z}} H^{(1)}_{\nu+\frac{1}{2}}(z),
\]

\[
h^{(2)}_\nu(z) = \sqrt{\frac{\pi}{2z}} H^{(2)}_{\nu+\frac{1}{2}}(z).
\]

These functions satisfy the differential equation

\[
z^2 \frac{d^2u}{dz^2} + 2z \frac{du}{dz} + [z^2 - \nu(\nu + 1)]u = 0
\]

(1.232)

or

\[
\left( \frac{d^2}{dz^2} + \frac{1}{z^2} \right) (zu) = \frac{\nu(\nu + 1)}{z} u.
\]

(1.233)

The properties of the spherical Bessel functions follow from those of the ordinary Bessel functions. For \( \nu = n \) \( (n = 0, 1, 2, \ldots) \) the spherical Hankel functions may be represented by the finite series expansions

\[
h^{(1)}_\nu(z) = i^{-\nu-1} z^{-\frac{1}{2}} e^{iz} \sum_{m=0}^{n} \frac{(n+m)!}{m! (n-m)!} (-2iz)^{-m},
\]

(1.234)

\[
h^{(2)}_\nu(z) = i^{-\nu-1} z^{-\frac{1}{2}} e^{iz} \sum_{m=0}^{n} \frac{(n+m)!}{m! (n-m)!} (2iz)^{-m},
\]

and expansions for \( j_\nu(z) \), \( y_\nu(z) \) follow upon application of

\[
2i j_\nu(z) = h^{(1)}_\nu(z) + h^{(2)}_\nu(z), \quad 2i y_\nu(z) = h^{(1)}_\nu(z) - h^{(2)}_\nu(z).
\]

(1.235)
The representations in eqs. (1.234) are clearly useful when \( |z| \to \infty \). Alternative expressions are

\[
\begin{align*}
  h_n^{(1,2)}(z) &= \mp iz^n \left( \frac{-1}{zd\,z} \right)^n e^{\pm iz} , \\
  j_n(z) &= z^n \left( \frac{-1}{zd\,z} \right)^n \sin z , \\
  y_n(z) &= -z^n \left( \frac{-1}{zd\,z} \right)^n \cos z ,
\end{align*}
\]

sometimes known as Rayleigh's formulas. Ascending series representations may also be obtained; in particular,

\[
\begin{align*}
  j_n(z) &= 2^n z^n \sum_{m=0}^{n} \frac{(-1)^m (n+m)! z^{2m}}{m!(2n+2m+1)!} , \\
  y_n(z) &= -\frac{1}{2^n z^{n+1}} \sum_{m=0}^{n} \frac{\Gamma(2n-2m+1) z^{2m}}{m! \Gamma(n-m+1)} .
\end{align*}
\]

Equation (1.232) is unchanged if \( v \) is replaced by \(-v-1\), and the following linear relations exist:

\[
\begin{align*}
  j_{-v-1}(z) &= j_v(z) \sin \pi v - y_v(z) \cos \pi v , \\
  y_{-v-1}(z) &= j_v(z) \cos \pi v + y_v(z) \sin \pi v , \\
  h_{v+1}^{(1,2)}(z) &= \pm i e^{\pm iv \pi} h_v^{(1,2)}(z) .
\end{align*}
\]

It is clear that these relations simplify if \( v \) is an integer.

For the Wronskian determinant, define \( W\{u_1(z), u_2(z)\} \) to mean \( u_1(z)u_2'(z) - u_2(z)u_1'(z) \), then

\[
\begin{align*}
  W\{j_v(z), y_v(z)\} &= z^{-2} , \\
  W\{h_v^{(1,2)}(z), h_v^{(1,2)}(z)\} &= -2iz^{-2} , \\
  W\{j_v(z), h_v^{(1,2)}(z)\} &= \pm iz^{-2} , \\
  W\{y_v(z), h_v^{(1,2)}(z)\} &= -z^{-2} .
\end{align*}
\]

All the pairs of functions in eqs. (1.239) are linearly independent.

The recursion formulas in eqs. (1.198) become

\[
\begin{align*}
  j_{v+1}(z) + j_{v-1}(z) &= \frac{2v+1}{z} j_v(z) , \\
  y_{v+1}(z) - (v+1)j_{v-1}(z) &= (2v+1) \frac{dz}{j_v(z)} ,
\end{align*}
\]

while for \( m = 0, 1, 2, \ldots \) the differentiation formulas in eqs. (1.199) become

\[
\begin{align*}
  \left( \frac{1}{z} \frac{dz}{j_v(z)} \right)^m [z^{-m} j_v(z)] &= z^{v+m} j_{v-m}(z) , \\
  \left( \frac{1}{z} \frac{dz}{j_v(z)} \right)^m [z^{-m} j_v(z)] &= (-1)^m z^{-v-m} j_{v+m}(z) .
\end{align*}
\]
The same relations are also valid for spherical Bessel functions of the second and third kind.

The functions defined by
\[ \psi_{\nu}(z) = zj_{\nu}(z), \quad \zeta^{(1),(2)}_{\nu}(z) = zh^{(1),(2)}_{\nu}(z), \]  
and known as Riccati-Bessel functions, are also in common usage. The properties of these functions follow directly from those of the spherical Bessel functions or of the ordinary Bessel functions. It is worthwhile here to write out the asymptotic expansions in the transitional regions corresponding to eqs. (1.224) through (1.227).

In particular, for \( x > 0, m = (1/x)^{1/2}, t = (v-x)/m \) and \( m \to \infty \):

\[ \psi_{\nu,1}(x) \sim m^{1/4} \left[ u(t) - \frac{1}{60m^2} [4u(t) + t^2v'(t)] + \frac{1}{2520m^4} \left( \frac{1}{36}t^3 + 26t^2 \right) v(t) + \right. \]
\[ + (6t^3 + 18)v(t) + O(m^{-6}) \bigg], \]  
(1.243)

\[ \psi_{\nu,2}(x) \sim -m^{1/4} \left[ v'(t) + \frac{1}{60m^2} [4v'(t) - (9 + t^2)v(t)] + \right. \]
\[ + \frac{1}{10080m^4} \left( \frac{1}{4}t^3 - 34t^2 \right) w'(t) + 3tv(t) + O(m^{-6}) \bigg], \]  
(1.244)

\[ \zeta^{(1)}_{\nu,1}(x) \sim -im^{1/4} \left[ w_1(t) - \frac{1}{60m^2} [4w_1(t) + t^2w'_1(t)] + \frac{1}{2520m^4} \left( \frac{1}{36}t^3 + 26t^2 \right) w_1(t) + \right. \]
\[ + (6t^3 + 18)w_1(t) + O(m^{-6}) \bigg], \]  
(1.245)

\[ \zeta^{(1)}_{\nu,2}(x) \sim im^{1/4} \left[ w_2(t) + \frac{1}{60m^2} [4w_2(t) - (9 + t^2)w_1(t)] + \right. \]
\[ + \frac{1}{10080m^4} \left( \frac{1}{4}t^3 - 34t^2 \right) w_2(t) + 3t^3w_1(t) + O(m^{-6}) \bigg], \]  
(1.246)

where \( t(t), w_1(t), w_2(t) \) are defined in eqs. (1.228) along with \( u(t), w(t) \). Expansions for \( \zeta^{(2)}_{\nu,1}(x), \zeta^{(2)}_{\nu,2}(x) \) follow those of \( \zeta^{(1)}_{\nu,1}(x), \zeta^{(1)}_{\nu,2}(x) \) upon replacing \( w_1(t) \) by \( -w_2(t) \) in eqs. (1.245) and (1.246). It should be noted that interchanges of notations for the spherical Bessel and Riccati-Bessel functions, as well as other notations for these functions, appear in the literature.

1.3.2. Airy functions

The Airy functions \( Ai(z) \) and \( Bi(z) \), defined as in [Muir 1946], are linearly independent solutions of the differential equation
\[ \frac{d^2u}{dz^2} - zu = 0, \]  
(1.247)

and may be expressed as linear combinations of Bessel functions of order \( \pm \frac{1}{2} \): in
particular,

\[
\text{Ai}(z) = \frac{1}{\pi} \sqrt{\frac{3}{z}} K_4(\frac{3}{2}z^2),
\]

(1.248)

\[
\text{Bi}(z) = \sqrt{\frac{3}{2}} [I_{-\frac{3}{2}}(\frac{3}{2}z^2) + I_4(\frac{3}{2}z^2)],
\]

(1.249)

where \( I_\nu(z) \) and \( K_\nu(z) \) are the modified Bessel functions defined in Section 1.3.1.

In terms of ordinary Bessel functions:

\[
\text{Ai}(-z) = i \frac{z}{\sqrt{3}} [J_{-\frac{3}{2}}(\frac{3}{2}z^2) - J_4(\frac{3}{2}z^2)]
= i \frac{z}{\sqrt{3}} [e^{i\pi/2}H^{(1)}_{\frac{3}{2}}(\frac{3}{2}z^2) - e^{-i\pi/2}H^{(2)}_{\frac{3}{2}}(\frac{3}{2}z^2)],
\]

(1.250)

\[
\text{Bi}(-z) = \frac{z}{\sqrt{3}} [J_{-\frac{3}{2}}(\frac{3}{2}z^2) + J_4(\frac{3}{2}z^2)]
= \frac{z}{\sqrt{3}} [e^{i\pi/2}H^{(1)}_{\frac{3}{2}}(\frac{3}{2}z^2) + e^{-i\pi/2}H^{(2)}_{\frac{3}{2}}(\frac{3}{2}z^2)].
\]

(1.251)

The Airy functions \( \text{Ai}(z), \text{Bi}(z) \) are entire transcendental functions of \( z \) and are real for real values of \( z \). Their derivatives are expressible in terms of Bessel functions of order \( \pm \frac{3}{2} \):

\[
\text{Ai}'(z) = \frac{3z}{2\sqrt{3}} [I_{-\frac{3}{2}}(\frac{3}{2}z^2) - J_4(\frac{3}{2}z^2)]
= \frac{z}{\sqrt{3}} K_4(\frac{3}{2}z^2),
\]

(1.252)

\[
\text{Bi}'(z) = \frac{z}{\sqrt{3}} [I_{-\frac{3}{2}}(\frac{3}{2}z^2) + J_4(\frac{3}{2}z^2)],
\]

(1.253)

\[
\text{Ai}'(-z) = -\frac{z}{2\sqrt{3}} [J_{-\frac{3}{2}}(\frac{3}{2}z^2) - J_4(\frac{3}{2}z^2)]
= \frac{z}{2\sqrt{3}} [e^{-i\pi/2}H^{(1)}_{\frac{3}{2}}(\frac{3}{2}z^2) + e^{i\pi/2}H^{(2)}_{\frac{3}{2}}(\frac{3}{2}z^2)],
\]

(1.254)

\[
\text{Bi}'(-z) = \frac{z}{\sqrt{3}} [J_{-\frac{3}{2}}(\frac{3}{2}z^2) + J_4(\frac{3}{2}z^2)]
= \frac{iz}{\sqrt{3}} [e^{-i\pi/2}H^{(1)}_{\frac{3}{2}}(\frac{3}{2}z^2) - e^{i\pi/2}H^{(2)}_{\frac{3}{2}}(\frac{3}{2}z^2)].
\]

(1.255)

Other properties of the Airy functions are readily obtainable from those of the Bessel functions.

Integral representations for the Airy functions are

\[
\text{Ai}(z) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{i\lambda^3} \exp \left( \lambda^3 - z\lambda \right) d\lambda,
\]

(1.256)

\[
\text{Bi}(z) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{i\lambda^3} \left[ \exp \left( \lambda^3 - z\lambda \right) + \exp \left( 4\lambda^3 - z\lambda \right) \right] d\lambda,
\]

(1.257)

which for \( z > 0 \) (\( z \) real) may be written as

\[
\text{Ai}(x) = \frac{1}{\pi} \int_{-\infty}^{\infty} \cos \left( \lambda^3 + x\lambda \right) d\lambda,
\]

(1.258)
\[ \text{Bi}(x) = \frac{1}{\pi} \int_{-\infty}^{\infty} [\exp(-|t^3+xt|) + \sin(|t^3+xt|)] dt. \] (1.259)

The integral in eq. (1.258) is closely related to the integral first introduced by Airy [1838] and thus bears his name.

An important relation between Airy functions is
\[ \text{Ai}(ze^{\pm i\xi}) = \frac{1}{\sqrt{2\pi}} [\text{Ai}(z) \mp i \text{Bi}(z)]. \] (1.260)
from which it follows that
\[ \text{Ai}(z) + e^{\pm i\xi} \text{Ai}(ze^{\pm i\xi}) + e^{-\pm i\xi} \text{Ai}(ze^{-\pm i\xi}) = 0, \] (1.261)
\[ \text{Bi}(z) + e^{\pm i\xi} \text{Bi}(ze^{\pm i\xi}) + e^{-\pm i\xi} \text{Bi}(ze^{-\pm i\xi}) = 0, \] (1.262)
\[ \text{Bi}(z) = e^{\pm i\xi} \text{Ai}(ze^{\pm i\xi}) + e^{-\pm i\xi} \text{Ai}(ze^{-\pm i\xi}). \] (1.263)

Various Wronskian determinants can be derived. Let \( W[u_1(z), u_2(z)] \) denote \( u_1(z)u_2'(z) - u_2(z)u_1'(z) \) where the prime means \( \frac{d}{dz} \), then
\[ W[\text{Ai}(z), \text{Bi}(z)] = 1/\pi, \]
\[ W[\text{Ai}(z), \text{Ai}(ze^{\pm i\xi})] = \frac{1}{2\pi} e^{\mp i\xi}, \] (1.264)
\[ W[\text{Ai}(ze^{\pm i\xi}), \text{Ai}(ze^{-\pm i\xi})] = \frac{i}{2\pi}. \]

All the pairs of functions in eqs. (1.264) are linearly independent.

The functions \( \text{Ai}(z) \), \( \text{Ai}'(z) \) have zeros, denoted \( -\alpha_n, -\beta_n \) respectively, on the negative real axis only, while the functions \( \text{Bi}(z) \), \( \text{Bi}'(z) \) have zeros on the negative real axis and in the sector \( \frac{1}{4}\pi < |\arg z| < \frac{3}{4}\pi \). Logan [1959] has tabulated the first fifty zeros of both \( \text{Ai} \) and \( \text{Ai}' \). For real \( x \) the functions \( \text{Ai}(x) \) and \( \text{Bi}(x) \), their first derivatives \( \text{Ai}'(x) \) and \( \text{Bi}'(x) \), and also \( \pm M(x) \) and \( \pm N(x) \), where
\[ [M(x)]^2 = \text{Ai}'^2(x) + \text{Bi}'^2(x), \quad [N(x)]^2 = \text{Ai}'^2(x) + \text{Bi}'^2(x), \]
are plotted in Fig. 1.7 as a function of \( x \). Numerical tables of Airy functions may be found in Miller [1946] and in Abramowitz and Stegun [1964].

Normalized Airy functions as defined by Fock [1945, 1965] are frequently used. These are:
\[ u(z) = \sqrt{\pi} \text{Bi}(z), \quad r(z) = \sqrt{\pi} \text{Ai}(z), \]
\[ w_1(z) = \sqrt{\pi} [\text{Bi}(z) + i \text{Ai}(z)], \]
\[ w_2(z) = \sqrt{\pi} [\text{Bi}(z) - i \text{Ai}(z)], \] (1.265)
and obey the Wronskian relationships
\[ W[u(z), r(z)] = -1, \]
\[ W[w_1(z), w_2(z)] = 2i, \]
\[ W[u(z), w_1(z)] = i, \]
\[ W[r(z), w_1(z)] = 1. \] (1.266)
1.3. **Fock functions**

The Fock functions owe their first extensive application to diffraction theory to Fock [1946], after whom they are named. Here we limit our consideration to the definitions and expansions of those Fock functions and related functions which are used in this book. An exhaustive treatment including numerical tables and diagrams is to be found in the two reports by Logan [1959], whose terminology is adopted; see also the survey article by Logan and Yee [1962].

The Fock functions are:

\[
f^{(n)}(\xi) = f^{(n)}(\xi) = \frac{1}{\pi} \int_{-\infty}^{\infty} e^{i \xi t} dt = \frac{e^{-i \xi}}{2\pi} \int \text{Ai}(te^{i \xi}) dt,
\]

(1.267)

\[
g^{(n)}(\xi) = g^{(n)}(\xi) = \frac{1}{\pi} \int_{-\infty}^{\infty} e^{i \xi t} dt = -\frac{e^{i \xi}}{2\pi} \int \text{Ai}(te^{i \xi}) dt.
\]

(1.268)

where \( \Gamma \) is a contour which starts at infinity in the angular sector \( \frac{1}{2} \pi < \arg t < \pi \), passes between the origin and the pole of the integrand nearest the origin, and ends at infinity in the angular sector \( -\frac{1}{2} \pi < \arg t < \frac{1}{2} \pi \). These functions can be generalized as follows (\( n \) is an integer):

\[
f^{(n)}(\xi) = i^n \int_{-\infty}^{\infty} e^{i \xi t} dt,
\]

(1.269)

\[
g^{(n)}(\xi) = i^{n+1} \int_{-\infty}^{\infty} e^{i \xi t} dt.
\]

(1.270)
For large negative values of $\xi$:

$$f(\xi) \sim 2i\xi e^{-i\xi^2} \left(1 - \frac{i}{4\xi^2} + \frac{1}{2\xi^6} + \ldots\right),$$  \hspace{1cm} (1.271)

$$g(\xi) \sim 2e^{-i\xi^2} \left(1 + \frac{i}{4\xi^3} - e^{-\xi} + \ldots\right).$$  \hspace{1cm} (1.272)

For positive values of $\xi$, the Fock functions $f^{(a)}(\xi)$ and $g^{(a)}(\xi)$ may be expanded in series of residues:

$$f^{(a)}(\xi) = e^{-\frac{1}{2}(\xi^2 + \gamma_0^2)} \sum_{l=0}^\infty \frac{(2\xi^2)^l}{l!} \exp \left(\xi\zeta e^{i\pi l}\right),$$  \hspace{1cm} (1.273)

$$g^{(a)}(\xi) = e^{-\frac{1}{2}(\xi^2 + \beta_0^2)} \sum_{l=0}^\infty \frac{(\beta_0^2)^l}{l!} \exp \left(\beta_0^2 e^{i\pi l}\right),$$  \hspace{1cm} (1.274)

where $\alpha_l$ and $\beta_l$ are the $l$-th roots of the equations $\text{Ai}(-\alpha) = 0$ and $\text{Ai}'(-\beta) = 0$, respectively (see Section 1.3.2). Functions closely related to $f(\xi)$ and $g(\xi)$ are:

$$F(\xi) = f(\xi)e^{i\xi^2}, \quad G(\xi) = g(\xi)e^{i\xi^2},$$  \hspace{1cm} (1.275)

which have the asymptotic behavior:

$$F(\xi) \sim \begin{cases} 2i\xi, & \text{for } \xi \to -\infty, \\ 0, & \text{for } \xi \to +\infty; \end{cases}$$  \hspace{1cm} (1.276)

$$G(\xi) \sim \begin{cases} 2, & \text{for } \xi \to -\infty, \\ 0, & \text{for } \xi \to +\infty. \end{cases}$$  \hspace{1cm} (1.277)

Amplitude and phase of $f(\xi)$ and $g(\xi)$ are shown in Fig. 1.8.

![Fig 1.8: Amplitude (a) and phase (b) of the Fock functions $f(\xi)$ and $g(\xi)$ (Logan [1959]).](image)
The reflection coefficient functions $\bar{p}(\xi)$ and $\bar{q}(\xi)$ are defined by:

$$\bar{p}(\xi) = \bar{p}^{(0)}(\xi) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \frac{v(t)}{w(t)} e^{it\xi} dt = \frac{e^{-i\xi}}{2\sqrt{\pi}} \int_{-\infty}^{\infty} \frac{Ai(t)}{Ai(te^{3i\xi})} e^{it\xi} dt, \quad (1.278)$$

$$\bar{q}(\xi) = \bar{q}^{(0)}(\xi) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \frac{v'(t)}{w(t)} e^{it\xi} dt = -\frac{e^{i\xi}}{2\sqrt{\pi}} \int_{-\infty}^{\infty} \frac{Ai'(t)}{Ai'(te^{3i\xi})} e^{it\xi} dt, \quad (1.279)$$

where $r(t)$ is given in the Section 1.3.2; they can be generalized as follows ($n$ is an integer):

$$\bar{p}^{(n)}(\xi) = \frac{i^n}{\sqrt{\pi}} \int_{-\infty}^{\infty} r^n \frac{v(t)}{w(t)} e^{it\xi} dt, \quad (1.280)$$

$$\bar{q}^{(n)}(\xi) = \frac{i^n}{\sqrt{\pi}} \int_{-\infty}^{\infty} r^n \frac{v'(t)}{w(t)} e^{it\xi} dt. \quad (1.281)$$

For large negative values of $\xi$:

$$\bar{p}(\xi) \sim \frac{1}{\sqrt{-\xi}} \exp \left[-i(\frac{1}{2\pi} \xi^3 + \frac{1}{4} \xi)\right] \left[1 - 2i\xi^{-3} + 20\xi^{-6} + \ldots \right], \quad (1.282)$$

$$\bar{q}(\xi) \sim -\frac{1}{\sqrt{-\xi}} \exp \left[-i(\frac{1}{2\pi} \xi^3 + \frac{1}{4} \xi)\right] \left[1 + 2i\xi^{-3} - 28\xi^{-6} + \ldots \right]. \quad (1.283)$$

The amplitudes of $\bar{p}(\xi)$ and $\bar{q}(\xi)$ are shown in Fig. 1.9.

Fig. 1.9. Amplitude of the reflection coefficient functions $\bar{p}(\xi)$ and $\bar{q}(\xi)$ (Lojan [1959]).

Reflection coefficient functions which are closely related to $\bar{p}(\xi)$ and $\bar{q}(\xi)$ and are frequently used are:

$$\rho(\xi) = \bar{p}(\xi) + \frac{1}{2\sqrt{\pi}} \quad (1.284)$$

$$\eta(\xi) = \bar{q}(\xi) + \frac{1}{2\sqrt{\pi}} \quad (1.285)$$
their real and imaginary parts are shown in Fig. I.10.

![Graph of real and imaginary parts of reflection coefficient functions](image)

Fig. I. 10. Real (—) and imaginary (— — —) parts of the reflection coefficient functions \( r(\xi) \) and \( q(\xi) \). (a) and (b), respectively (LOGAN [1959]).

The following functions often appear in the Soviet literature (here the caret does not mean unit vector):

\[
\begin{align*}
\hat{f}(\xi) &= \hat{p}(\xi)e^{i\xi}, & \hat{g}(\xi) &= \hat{q}(\xi)e^{i\xi}, \\
\check{f}(\xi) &= \check{p}(\xi) + \frac{e^{i\xi}}{2\xi\sqrt{\pi}}, & \check{g}(\xi) &= \check{q}(\xi) + \frac{e^{i\xi}}{2\xi\sqrt{\pi}}.
\end{align*}
\]

(1.286)

The "universal" Fock function \( V_1(\sigma, \tau, \eta) \) is defined as:

\[
V_1(\sigma, \tau, \eta) = \int e^{i\sigma} \left[ e^{i\xi} \text{Ai}(t-\tau)e^{-i\xi} + \text{Ai}(te^{-i\xi}) + \eta e^{-i\xi} \text{Ai}(te^{i\xi}) \right] \text{d}t.
\]

(1.287)
1.3 SPECIAL FUNCTIONS

This is valuable in the treatment of bodies whose surfaces are characterised by an impedance (proportional to \( \eta \)), and also finds application to the perfectly conducting parabolic cylinder, where \( \eta = 0 \).

1.3.4. Fresnel integrals

The Fresnel integral \( F(w) \), with \( w \) denoting a complex variable, is defined as

\[
F(w) = \int_{0}^{\infty} e^{i\mu w} d\mu,
\]

where the path of integration is subject to the restriction \( 0 < \arg \mu < \frac{1}{2} \pi \) as \( \mu \to \infty \). The function \( F(w) \) is an entire transcendental function of \( w \) and is related to the complementary error function \( \text{Erfc}(w) \) originally introduced by Kramp [1799] (see Erdélyi et al. [1953]); in particular,

\[
F(w) = e^{i\pi} \text{Erfc}(e^{-i\pi}w)
\]

where

\[
\text{Erfc}(w) = \int_{w}^{\infty} e^{-t^{2}} dt.
\]

A factor \( 2/\sqrt{\pi} \) on the right-hand side of eq. (1.290) often appears in the definition of \( \text{Erfc}(w) \). The following series representations converge everywhere in the finite \( w \)-plane:

\[
F(w) = \frac{1}{\sqrt{\pi}} e^{i\pi} - w \sum_{n=0}^{\infty} \frac{(iw^{2})^{n}}{n!(2n+1)},
\]

\[
F(w) = \frac{1}{\sqrt{\pi}} e^{i\pi} - we^{i\pi} \sum_{n=0}^{\infty} \frac{(-2iw^{2})^{n}}{n!(2n+1)}.
\]

From these it is clear that \( F(w) \) satisfies the symmetry relation

\[
F(w) + F(-w) = \frac{2}{\sqrt{\pi}} e^{i\pi}.
\]

For \( w \to \infty \) and \( -\frac{1}{2} \pi < \arg w < \pi \), an asymptotic expansion of \( F(w) \) is

\[
F(w) \sim \frac{1}{2w} e^{iw^{2}} \left[ 1 + \sum_{n} \frac{1 \cdot 3 \ldots (2n-1)}{(2iw^{2})^{n}} \right].
\]

Asymptotic expansions for other ranges of \( \arg w \) can be obtained from the combined use of eqs. (1.293) and (1.294).

The function \( F(w) \) may be written as

\[
\sqrt{\frac{2}{\pi}} F(w) = \left[ 1 - C \left( \sqrt{\frac{2}{\pi}} w \right) \right] + i \left[ 1 - S \left( \sqrt{\frac{2}{\pi}} w \right) \right]
\]

where \( C(u) \) and \( S(u) \) are the Fresnel [1821--22] integrals

\[
C(u) = \int_{0}^{u} \cos \left( \frac{1}{2} \pi t^{2} \right) dt,
\]

\[
S(u) = \int_{0}^{u} \sin \left( \frac{1}{2} \pi t^{2} \right) dt.
\]
For real $u$, the curve represented parametrically by
\[ x = C(u), \quad y = S(u) \]
is the well-known spiral of CORNU [1874] (see e.g. SOMMERFELD [1954], ROSSI [1957]).
For a list of numerical tables consult ABRAMOWITZ and STEGUN [1964] and HENSMAN and JENKINS [1957].

1.3.5. Legendre functions

The Legendre functions are solutions of the differential equation
\[ (1 - z^2) \frac{d^2 u}{dz^2} - 2z \frac{du}{dz} + \left[ \nu(v+1) - \frac{\mu^2}{1 - z^2} \right] u = 0 \quad \text{(1.297)} \]
where the parameters $\nu, \mu$ are unrestricted complex numbers. The differential equation (1.297) has regular singular points at $z = \pm 1, \infty$ and these points appear as ordinary branch points in the solutions. The variable $z$ is therefore generally distinguished into two categories: first, the variable $z$ may be an arbitrary point in the complex $z$-plane with the exception of points on the cut along the real axis from +1 to $-\infty$; second, the variable $z$ is a real number $x$ lying in the interval $-1 \leq x \leq 1$. For complex $z$ the Legendre functions will be defined as in HOBSON [1931], whereas for real $z$ between $-1$ and $+1$, we adopt a definition that differs from HOBSON [1931] but coincides with another commonly used definition (e.g. STRATTON [1941]). Many different definitions and notations for the Legendre functions have appeared in the literature and therefore, when a reference is consulted, great care should be exercised to determine what definition is employed by the author. Detailed properties of the Legendre functions may be found in ERDÉLYI et al. [1953], GRADSHTEYN and RYZHIK [1965], HOBSON [1931], MACROBERT [1948], MAGNUS and OBERHETTINGER [1949], MAGNUS et al. [1966] and ROBIN [1957-1959]. The last reference also contains an extensive list of numerical tables to which may be added ABRAMOWITZ and STEGUN [1964].

In the complex $z$-plane the Legendre functions $P_\nu^\mu(z)$ and $Q_\nu^\mu(z)$ of the first and second kind, respectively, are defined by
\[ P_\nu^\mu(z) = \frac{1}{\Gamma(1 - \mu)} \left( \frac{z-1}{z+1} \right)^{\mu} F(-\nu, v+1; 1-\mu; \frac{1}{2}(1-z)), \quad |1-z| < 2 \quad \text{(1.298)} \]
\[ Q_\nu^\mu(z) = e^{i\pi \mu} \frac{\pi}{2} \Gamma(v+\mu+1)(z^2-1)^{\frac{\mu}{2}} \frac{1}{z^{v+\mu+1}} F\left(\frac{1}{2}(v+\mu+2), \frac{1}{2}(v+\mu+1); v+\frac{1}{2}; \frac{1}{z^2}\right), \quad |z| > 1 \quad \text{(1.299)} \]
where
\[ |\arg(z \pm 1)| < \pi, \quad |\arg z| < \pi \quad \text{(1.300)} \]
and $F$ is the hypergeometric function defined by
\[ F(a, b; c; \gamma) = \sum_{n=0}^{\infty} \frac{\Gamma(a+n)\Gamma(b+n)\Gamma(c)}{\Gamma(a)\Gamma(b)\Gamma(c+n)n!} \gamma^n, \quad |\gamma| < 1. \quad \text{(1.301)} \]
The functions defined in eqs. (1.298) and (1.299) are single-valued and regular in the $z$-plane cut along the real axis from $+1$ to $-\infty$. They may be uniquely continued without restriction to other complex values of $z$ outside the cut by means of the transformation formulas for the hypergeometric function. Altogether, there are 72 different ways to represent a solution of Legendre's differential equation (1.297) in terms of the hypergeometric function with 18 different arguments.

Equation (1.297) remains unchanged if $\mu$ is replaced by $-\mu$, $v$ by $-v-1$, or $z$ by $-z$, and the following linear relations exist:

$$P_\mu^-(z) = \frac{\Gamma(v-\mu+1)}{\Gamma(v+\mu+1)} \left[ P_\mu^+(z) - \frac{2}{\pi} e^{-i\pi v} \sin(\mu\pi) Q_\mu^+(z) \right], \tag{1.302}$$

$$Q_\mu^-\mu(z) = e^{-2i\pi v} \frac{\Gamma(v-\mu+1)}{\Gamma(v+\mu+1)} Q_\mu^+(z), \tag{1.303}$$

$$P_{\mu-v}^-(z) = P_\mu^+(z), \tag{1.304}$$

$$Q_{\mu-v}^-(z) = \{\sin [(v+\mu)\pi]Q_\mu^+(z) - \pi \cos (v\pi)e^{i\pi \nu}P_\mu^+(z)\}/\sin [(v-\mu)\pi]. \tag{1.305}$$

$$P_\nu^-(z) = e^{-i\pi v}P_\nu^+(z) - \frac{2}{\pi} e^{-i\pi v} \sin [(v+\mu)\pi] Q_\nu^+(z). \tag{1.306}$$

$$Q_\nu^-\nu(z) = -e^{-i\pi v}Q_\nu^+(z), \tag{1.307}$$

where in the last two formulas the upper or lower sign is taken according as $\text{Im} \ z \geq 0$.

The Wronskian relation is

$$P_\nu^+(z) \frac{d}{dz} Q_\nu^+(z) - Q_\nu^+(z) \frac{d}{dz} P_\nu^+(z) = e^{i\pi v} \frac{\Gamma(v+\mu+1)}{(1-z^2)\Gamma(v-\mu+1)} \tag{1.308}$$

and by means of eqs. (1.302) through (1.307), still further Wronskians may be derived, such as

$$P_\nu^+(z) \frac{d}{dz} P_\nu^-\nu(z) - P_\nu^-\nu(z) \frac{d}{dz} P_\nu^+(z) = \frac{2}{\pi} \sin \frac{\mu\pi}{z^2-1}, \tag{1.309}$$

$$Q_\nu^+(z) \frac{d}{dz} P_\nu^-\nu(z) - P_\nu^-\nu(z) \frac{d}{dz} Q_\nu^+(z) = \frac{e^{i\pi v}}{z^2-1}, \tag{1.310}$$

$$P_\nu^+(z) \frac{d}{dz} P_\nu^-(z) - P_\nu^-\nu(z) \frac{d}{dz} P_\nu^+(z) = \frac{2}{\pi} \sin \frac{(v+\mu)\pi}{z^2-1} \frac{\Gamma(v+\mu+1)}{(1-z^2)\Gamma(v-\mu+1)}. \tag{1.311}$$

From these it may be concluded that $P_\nu^+(z)$, $Q_\nu^+(z)$ are linearly independent except when $v-\mu$ or $v+\mu$ are negative integers; $P_\nu^+(z)$, $P_\nu^-\nu(z)$ are linearly independent except when $\mu$ is an integer; $Q_\nu^+(z)$, $P_\nu^-\nu(z)$ are linearly independent except when $v+\mu$ is a negative integer (in which case $Q_\nu^+(z)$ is not defined); and $P_\nu^+(z)$, $P_\nu^-(z)$ are linearly independent except when $\mu$ or $v+\mu+1$ are positive integers.
The following recurrence relations are valid for both \( P_v(z) \) and \( Q_v(z) \). For \( v \) varying order:

\[
\left( \frac{d}{dz} + \frac{\mu z}{z^2 - 1} \right) P_v(z) = \frac{v(v+1) - \mu(\mu - 1)}{(z^2 - 1)^{v+1}} P_{v-1}(z),
\]

and for varying degree:

\[
(z^2 - 1) \frac{d}{dz} P_v(z) = vz P_v(z) - (v + \mu) P_{v-1}(z)
\]

\[
= -(v+1)z P_v(z) + (v-\mu+1) P_{v+1}(z).
\]

Many other contiguous relations can be derived from these.

For \( \mu = m, m = 0, 1, 2, \ldots \), eqs. (1.302) and (1.303) simplify to

\[
P_v^m(z) = \frac{\Gamma(v - m + 1)}{\Gamma(v + m + 1)} P_v^m(z),
\]

\[
Q_v^m(z) = \frac{\Gamma(v - m + 1)}{\Gamma(v + m + 1)} Q_v^m(z).
\]

Also for \( \mu = m, m = 0, 1, 2, \ldots \), we have

\[
P_v^m(z) = (z^2 - 1)^m \frac{d^m}{dz^m} P_v(z),
\]

\[
Q_v^m(z) = (z^2 - 1)^m \frac{d^m}{dz^m} Q_v(z).
\]

For \( v = n, n = 0, 1, 2, \ldots \) and \( \mu \neq 0, 1, 2, \ldots \), the function \( P_v^n(z) \) is a polynomial of degree \( n \) multiplied by an elementary function. On the other hand, for \( \mu = m, m = 0, 1, 2, \ldots \), the function \( P_v^m(z) \) is a polynomial of degree \( n - m \) multiplied by an elementary function, and if \( m > n \) then \( P_v^m(z) = 0 \). The functions \( P_v^n(z) \) and \( Q_v^n(z) \) satisfy the relations

\[
P_v^n(-z) = (-1)^v P_v^n(z),
\]

\[
Q_v^n(-z) = (-1)^{v+1} Q_v^n(z).
\]

and may be represented by

\[
P_v^n(z) = \frac{(z^2 - 1)^m}{2^n n!} \frac{d^{n+m}}{dz^{n+m}} (z^2 - 1)^v,
\]

\[
Q_v^n(z) = \frac{(-1)^v 2^{n-1} (v-1)! (z^2 - 1)^m}{(2n-1)!} \frac{d^{n+m}}{dz^{n+m}} \left[ (z^2 - 1)^v \int (u^2 - 1)^{v+1} du \right].
\]
For purely imaginary argument \( z = \pm i\xi, \xi > 0 \) a useful expression is

\[
Q^\mu_\nu(\pm i\xi) = \frac{e^{i\nu\xi}}{\sqrt{\Gamma(v+\mu+1)\Gamma(v+\frac{3}{2})}} \frac{e^{\pm i\nu(\xi + \frac{1}{\sqrt{2}} + i\frac{1}{\xi})}}{\Gamma(\frac{1}{2}(v-\mu+2))} \exp\left\{ \mp \frac{\pi}{2} \right\} \times F\left( v-\mu+1, \frac{1}{2}-\mu; v+\frac{3}{2}; -\frac{1}{(\xi + \frac{1}{\sqrt{2}} + i\frac{1}{\xi})^2} \right).
\]  
(1.320)

This representation also converges at \( \xi = 0 \) provided \( \text{Re} \mu \geq 0 \); in particular

\[
Q^\mu_\nu(\pm i0) = \frac{\Gamma(\frac{1}{2}(v+\mu+1))}{\sqrt{\Gamma(\frac{1}{2}(v-\mu+2))}} \frac{2\pi^{\nu-1}}{\pi} \exp\left\{ \mp i\pi(v+1)\right\},
\]  
(1.321)

\[
Q^\mu_\nu(\pm i0) = \frac{\Gamma(\frac{1}{2}(v+\mu+2))}{\Gamma(\frac{1}{2}(v-\mu+1))} \frac{2\pi^{\nu-1}}{\pi} \exp\left\{ \mp i\pi(v+1)\right\},
\]  
(1.322)

where the prime denotes the derivative with respect to the argument.

For Legendre functions in which \( z = x = \cos \theta \), where \(-1 < x < 1\) and \(0 < \theta < \pi\), it is convenient to introduce slightly modified solutions of eq. (1.297) since the limits of \( P^\mu_\nu(z) \), \( Q^\mu_\nu(z) \) differ in general according as \( z \to x+i0 \) or \( z \to x-i0 \). These modified solutions are denoted by \( P^\mu_\nu(x) \) and \( Q^\mu_\nu(x) \) and defined by

\[
P^\mu_\nu(x) = i e^{-i\pi\nu} \left[ e^{i\pi\nu} P^\mu_\nu(x+i0) + e^{-i\pi\nu} P^\mu_\nu(x-i0) \right],
\]  
(1.323)

\[
Q^\mu_\nu(x) = i e^{-2i\pi\nu} \left[ e^{-i\pi\nu} Q^\mu_\nu(x+i0) + e^{i\pi\nu} Q^\mu_\nu(x-i0) \right],
\]  
(1.324)

where \( f(x \pm i0) \) means \( \lim_{x \to 0} f(x \pm i0) \). The function \( P^\mu_\nu(x) \) may also be written as

\[
P^\mu_\nu(x) = \frac{i \pi}{\pi} e^{-2i\pi\nu} \left[ e^{-i\pi\nu} Q^\mu_\nu(x+i0) - e^{i\pi\nu} Q^\mu_\nu(x-i0) \right].
\]  
(1.325)

The definitions (1.323) through (1.325) for the Legendre functions \( P^\mu_\nu(x) \), \( Q^\mu_\nu(x) \) on the cut differ from those in Hobson [1931]; the definitions here contain an extra factor \( \exp\left\{-i\pi\nu\right\} \).

Convenient alternative representations for \( Q^\mu_\nu(\cos \theta \pm i0) \) are given by

\[
Q^\mu_\nu(\cos \theta \pm i0) = \frac{\pi}{2 \sin \theta} \frac{\Gamma(v+\mu+1)}{\Gamma(v+\frac{1}{2})} \frac{e^{i\pi} \exp\left\{ \mp i [(v+\frac{1}{2})\theta + \frac{i\pi}{2}] \right\}}{\exp\left\{ \mp i [v+1] \right\}} \times F\left( v+\mu+1, \frac{1}{2}-\mu; v+\frac{3}{2}; \frac{\pm ie^{-\frac{\pi}{2}i\theta}}{2 \sin \theta} \right),
\]  
(1.326)

\[
Q^\mu_\nu(\cos \theta \pm i0) = \frac{\pi 2^{2\nu} \Gamma(v+\mu+1)}{\Gamma(v+\frac{1}{2})} \frac{\sin \theta}{\sin \theta} \frac{e^{i\pi} \exp\left\{ \mp [v+1] \theta - \frac{1}{2} \mu \pi \right\}}{\exp\left\{ \mp [v+1] \theta - \frac{1}{2} \mu \pi \right\}} \times F(v+\mu+1, \mu+\frac{1}{2}; v+\frac{3}{2}; e^{-2i\theta}),
\]  
(1.327)

and the application of these equations to eqs. (1.324) and (1.325) leads to trigonometric expansions of \( P^\mu_\nu(\cos \theta) \) and \( Q^\mu_\nu(\cos \theta) \); for example, for \( 0 < \theta < \pi \):
\[ P_n^\mu(\cos \theta) = \frac{2^{\mu+1} \Gamma(v+\mu+1)}{\sqrt{\pi} \Gamma(v+\frac{1}{2})} \sin^\mu \theta \ e^{-i\mu \pi} \sum_{s=0}^{\infty} \frac{(\mu + \frac{1}{2})_s (v+\mu+1)_s}{s! (v+\frac{1}{2})_s} \times \sin \left[ (2s+v+\mu+1)\theta \right] \]  
\[ Q_n^\mu(\cos \theta) = \frac{\sqrt{\pi} 2^{\mu} \Gamma(v+\mu+1)}{\Gamma(v+\frac{1}{2})} \sin^\mu \theta \ e^{-i\mu \pi} \sum_{s=0}^{\infty} \frac{(\mu + \frac{1}{2})_s (v+\mu+1)_s}{s! (v+\frac{1}{2})_s} \times \cos \left[ (2s+v+\mu+1)\theta \right] \]

where the symbol \((\alpha)_s\) means \((\alpha) = \Gamma(\alpha + s)/\Gamma(\alpha)\).

For \(|x| < 1\), eq. (1.298) yields
\[ P_n^\mu(x \pm i0) = \frac{e^{\mp i\mu \pi}}{\Gamma(1-\mu)} \left( \frac{1+x}{1-x} \right)^{\frac{1}{\mu}} F(-\nu, \nu+v+1; 1-\mu; \frac{i}{2}(1-x)). \]  

For \(0 < \theta < \pi\), therefore, eqs. (1.323) and (1.331) lead to the trigonometric series
\[ P_v^\mu(\cos \theta) = e^{i\mu \pi} \tan^\mu \left( \frac{\theta}{2} \right) \sum_{s=0}^{\infty} \frac{(-1)^s \Gamma(v+s+1) \sin^{2s} \left( \frac{\theta}{2} \right)}{s! \Gamma(v-s+1) \Gamma(v-s+1)} \]
\[ \frac{\partial}{\partial \nu} P_v^\mu(\cos \theta) = e^{i\mu \pi} \tan^\mu \left( \frac{\theta}{2} \right) \sum_{s=0}^{\infty} \frac{(-1)^s \Gamma(v+s+1) \sin^{2s} \left( \frac{\theta}{2} \right) [\psi(v+s) - \psi(v-s)]}{s! \Gamma(v-s+1) \Gamma(v-s+1)} \]

where
\[ \psi(v) = \frac{d}{dv} \log \Gamma(v+1). \]

In particular, for \(\mu = 0\):
\[ P_v(\cos \theta) = \sum_{s=0}^{\infty} \frac{(-1)^s \Gamma(v+s+1) \sin^{2s} \left( \frac{\theta}{2} \right)}{(s!)^2 \Gamma(v-s+1)} \]  
\[ P_v(\cos \theta) = \sin \pi v \sum_{s=0}^{\infty} \frac{(-1)^s \Gamma(v+s+1) \cos^{2s} \left( \frac{\theta}{2} \right)}{(s!)^2 \Gamma(v-s+1)} \times \left[ \log \cot^2 \left( \frac{\theta}{2} \right) + \psi(v) + \psi(v-1) - 2\psi(s) \right]. \]  

For \(\theta = \pi\), \(P_v(\cos \theta)\) displays a logarithmic singularity, and an expansion suitable for \(\theta \approx \pi\) is
\[ P_v(\cos \theta) = \frac{\sin \pi v}{\pi} \sum_{s=0}^{\infty} \frac{(-1)^s \Gamma(v+s+1) \cos^{2s} \left( \frac{\theta}{2} \right)}{(s!)^2 \Gamma(v-s+1)} \times \left[ \log \cos^2 \left( \frac{\theta}{2} \right) + \psi(v+s) + \psi(-v-1) - 2\psi(s) \right]. \]  

or alternatively
\[ P_v(\cos \theta) = \frac{\sin \pi v}{\pi} \sum_{s=0}^{\infty} \frac{(-1)^s \Gamma(v+s+1) \cos^{2s} \left( \frac{\theta}{2} \right)}{(s!)^2 \Gamma(v-s+1)} \times \left[ \log \cos^2 \left( \frac{\theta}{2} \right) + \psi(v+s) + \psi(-v-1) - 2\psi(s) \right]. \]
For the Legendre functions on the cut, the linear relations in eqs. (1.302) through (1.307) become

\[ P_{\nu}^\mu(x) = e^{2i\pi \nu} \frac{\Gamma(v-\mu+1)}{\Gamma(v+\mu+1)} \left[ \cos(\mu \pi) P_\nu^\mu(x) - \frac{2}{\pi} \sin(\mu \pi) Q_\nu^\mu(x) \right], \]  

(1.338)

\[ Q_{\nu}^\mu(x) = e^{2i\pi \nu} \frac{\Gamma(v-\mu+1)}{\Gamma(v+\mu+1)} \left[ \cos(\mu \pi) Q_\nu^\mu(x) + \frac{2}{\pi} \sin(\mu \pi) P_\nu^\mu(x) \right], \]  

(1.339)

\[ P_{-\nu-1}^\mu(x) = P_{\nu}^\mu(x), \]  

(1.340)

\[ Q_{-\nu-1}^\mu(x) = \{ \sin(\nu\pi) Q_{\nu}^\mu(x) - \pi \cos(\nu\pi) P_{\nu}^\mu(x) \} / \sin((\nu-\mu)\pi), \] 

(1.341)

\[ P_{\nu}(-x) = \cos((\nu+\mu)\pi) P_\nu^\mu(x) - \frac{2}{\pi} \sin((\nu+\mu)\pi) Q_\nu^\mu(x), \]  

(1.342)

\[ Q_{\nu}(-x) = -\cos((\nu+\mu)\pi) Q_\nu^\mu(x) - \frac{2}{\pi} \sin((\nu+\mu)\pi) P_\nu^\mu(x). \]  

(1.343)

The Wronskians given in eqs. (1.308) through (1.311) become

\[ P_\nu^\mu(x) \frac{d}{dx} Q_{\nu}^\mu(x) - Q_\nu^\mu(x) \frac{d}{dx} P_\nu^\mu(x) = \frac{e^{-2i\pi \nu} \Gamma(v+\mu+1)}{(1-x^2)\Gamma(-\nu-\mu+1)}, \]  

(1.344)

\[ P_{\nu}^\mu(x) \frac{d}{dx} P_{-\nu-1}^\mu(x) - P_{-\nu-1}^\mu(x) \frac{d}{dx} P_\nu^\mu(x) = \frac{2 \sin \mu \pi}{\pi x^2 - 1}, \]  

(1.345)

\[ Q_{\nu}^\mu(x) \frac{d}{dx} Q_{-\nu-1}^\mu(x) - Q_{-\nu-1}^\mu(x) \frac{d}{dx} Q_\nu^\mu(x) = \frac{\cos \mu \pi}{x^2 - 1}, \]  

(1.346)

\[ P_{\nu}^\mu(x) \frac{d}{dx} P_{\nu}(-x) - P_{\nu}(-x) \frac{d}{dx} P_\nu^\mu(x) = \frac{2 e^{-2i\pi \nu} \sin((\nu+\mu)\pi) \Gamma(v+\mu+1)}{\pi (x^2 - 1)\Gamma(-\nu-\mu+1)}. \]  

(1.347)

From these it may be concluded that \( P_\nu^\mu(x), Q_\nu^\mu(x) \) are linearly independent except when \( \nu - \mu \) or \( \nu + \mu \) are negative integers; \( P_{-\nu-1}^\mu(x), P_{-\nu-1}^\mu(x) \) are linearly independent except when \( \mu \) is an integer; \( Q_{-\nu-1}^\mu(x), Q_{-\nu-1}^\mu(x) \) are linearly independent except when \( \mu + \nu \) is a negative integer or when \( \mu \) is half an odd integer; and \( P_{\nu}^\mu(x), P_{\nu}^\mu(-x) \) are linearly independent except when \( \nu - \nu + \mu + 1 \) are positive integers.

The recurrence relations given in eqs. (1.312) through (1.314) become, for varying order:

\[ \left( \frac{d}{d\theta} + \mu \cot \theta \right) P_\nu^\mu(\cos \theta) = [v(v+1)-\mu(\mu-1)] P_{\nu-1}^\mu(\cos \theta), \]  

(1.348)

\[ \left( \frac{d}{d\theta} - \mu \cot \theta \right) P_\nu^\mu(\cos \theta) = -P_{\nu+1}^\mu(\cos \theta), \]  

and for varying degree:

\[ \sin \theta \frac{d}{d\theta} P_\nu^\mu(\cos \theta) = v \cos \theta P_\nu^\mu(\cos \theta) - (v+\mu) P_{\nu-1}^\mu(\cos \theta) \]

\[ = -(v+1) \cos \theta P_\nu^\mu(\cos \theta) + (v-\mu+1) P_{\nu+1}^\mu(\cos \theta). \]
The recurrence formulas (1.348) through (1.349) are also valid for $Q^\nu_\nu(\cos \theta)$. Many other contiguous relations can be obtained from these.

For $n = 0, 1, 2, \ldots$ and arbitrary $\nu$, the function $P^{-\nu}_{-\nu}(\cos \theta)$ is given by

$$P^{-\nu}_{-\nu}(\cos \theta) = \frac{e^{i\pi \nu}}{2\Gamma(\nu+1)} F(-n, 2\nu+n+1; \nu+1; \sin^2 \frac{1}{2} \theta)$$  \hspace{1cm} (1.350)

and obeys the relation

$$P^{-\nu}_{-\nu}(\cos \theta) = (-1)^\nu P^{-\nu}_{\nu}(\cos \theta).$$  \hspace{1cm} (1.351)

An alternative representation is

$$P^{-\nu}_{-\nu}(x) = (-1)^\nu e^{i\pi \nu}(1-x^2)^{-i\nu} \frac{2^\nu \Gamma(n+\nu+1)}{\Gamma(n+1)} (1-x^2)^{\nu}. \hspace{1cm} (1.352)$$

It is clear that $(1-x^2)^{-i\nu}P^{-\nu}_{-\nu}(x)$ is a polynomial in $x$ of degree $\nu$ and remains finite at $x = \pm 1$. For $\Re \nu > -1$ (not necessary when $\nu$ is an integer), the following orthogonality relation is satisfied:

$$\int_{-1}^1 P^{-\nu}_{-\nu}(x)P^{\nu}_{-\nu}(x)dx = \delta_{\nu\nu} \frac{2n! e^{i\pi \nu}}{(2n+2\nu+1)\Gamma(n+2\nu+1)}. \hspace{1cm} (1.353)$$

where $\delta_{\nu\nu} = 1$ and $\delta_{\nu\nu} = 0$ for $\nu \neq \nu'$.

For $\mu = m, m = 0, 1, 2, \ldots$, eqs. (1.338) and (1.339) simplify to

$$P^{-\nu}_{-\mu}(x) = (-1)^\mu \frac{I(\nu+m+1)}{I(\nu+m+1)} P^\mu_0(x), \hspace{1cm} (1.354)$$

$$Q^{-\nu}_{-\mu}(x) = (-1)^\mu \frac{I(\nu+m+1)}{I(\nu+m+1)} Q^\mu_0(x).$$

Also for $\mu = m, m = 0, 1, 2, \ldots$, we have

$$P^\mu_\mu(x) = (1-x^2)^{i\mu} \frac{d^\mu}{dx^\mu} P_\mu(x), \hspace{1cm} (1.355)$$

$$Q^\mu_\mu(x) = (1-x^2)^{i\mu} \frac{d^\mu}{dx^\mu} Q_\mu(x).$$

It should be emphasized here that Hobson's [1931] definition of the Legendre function on the cut results in an extra factor $(-1)^\mu$ on the right-hand sides in eqs. (1.355). Both forms are in common usage.

For $\nu = n, n = 0, 1, 2, \ldots$ and $\mu \neq 0, 1, 2, \ldots$, the function $P^\mu_\mu(x)$ is a polynomial of degree $n$ multiplied by an elementary function. On the other hand, for $\mu = m, m = 0, 1, 2, \ldots$, the function $P^\mu_\mu(x)$ is a polynomial of degree $n-m$ multiplied by an elementary function, and if $m > n$ then $P^\mu_\mu(x) = 0$. The functions $P^\mu_\mu(x)$ and $Q^\mu_\mu(x)$ satisfy the relations

$$P^\mu_\mu(-x) = (-1)^{n-m} P^\mu_\mu(x), \hspace{1cm} (1.356)$$

$$Q^\mu_\mu(-x) = (-1)^{n-m} Q^\mu_\mu(x).$$
and may be represented by

\[ P_n^m(x) = \frac{(1-x^2)^m}{2^n!} \frac{d^{n+m}}{dx^{n+m}} (x^2 - 1)^n, \]  
\[ Q_n^m(x) = \frac{2^{n-1}(n-1)!}{(2n-1)!} (1-x^2)^m \frac{d^{n+m}}{dx^{n+m}} \left[ (x^2 - 1)^n \int_0^x \frac{du}{1-u^2} \right]. \]

The functions \( P_n^m(x) \) are finite at \( x = \pm 1 \) whereas the functions \( Q_n^m(x) \) are not. The following orthogonality relations are satisfied:

\[ \int_{-1}^1 P_n^m(x)P_n^m(x)dx = \delta_{nn'} \frac{2(n+m)!}{(2n+1)(n-m)!}, \]
\[ \int_{-1}^1 P_n^m(x)P_n^m(x)dx = \delta_{nn'} \frac{(n+m)!}{m(n-m)!}, \]
\[ \int_0^\pi \left( \frac{dP_n^m}{d\theta} \cdot \frac{dP_n^m}{d\theta} + \frac{m^2}{\sin^2 \theta} P_n^m P_n^m \right) \sin \theta d\theta = \delta_{nn'} \frac{2n(n+1)(n+m)!}{(2n+1)(n-m)!}. \]

For \( |v| \to \infty, |\arg v| \leq \pi - \varepsilon, \delta \leq \theta \leq \pi - \delta, \) where \( 0 < (\varepsilon, \delta) < \pi: \)

\[ P_v(\cos \theta) \sim \left( \frac{2}{\pi \sin \theta} \right)^{\frac{1}{4}} \left( 1 - \frac{1}{4v} \right) \cos \left[ (v+\frac{1}{2})\theta - \frac{1}{4\pi} \right] - \cot \frac{\theta}{8v} \sin \left[ (v+\frac{1}{2})\theta - \frac{1}{4\pi} \right] + O\left( \frac{1}{v^2} \right), \]  
\[ Q_v(\cos \theta) \sim \left( \frac{\pi}{2\sin \theta} \right)^{\frac{1}{4}} \left( 1 - \frac{1}{4v} \right) \cos \left[ (v+\frac{1}{2})\theta + \frac{1}{4\pi} \right] - \cot \frac{\theta}{8v} \sin \left[ (v+\frac{1}{2})\theta + \frac{1}{4\pi} \right] + O\left( \frac{1}{v^2} \right). \]

On the other hand, for \( |v| \to \infty, \theta \to 0, \) such that the product \((2v+1)\sin \frac{1}{2}\theta\) remains finite:

\[ P_v(\cos \theta) \sim J_0(u) + \sin^2 \frac{1}{2\theta} \left[ \frac{1}{2u} J_3(u) - J_2(u) + \frac{1}{2u} J_1(u) \right] + O(\sin^4 \frac{1}{2\theta}). \]
\[ Q_v(\cos \theta) \sim -\frac{1}{2} \pi \left\{ \frac{1}{2u} Y_3(u) - Y_2(u) + \frac{1}{2u} Y_1(u) \right\} + O(\sin^4 \frac{1}{2\theta}). \]

where \( u = (2v+1)\sin \frac{1}{2}\theta. \) Expressions valid for \( \theta \to \pi \) may be obtained from eqs. (1.364) and (1.365) by the application of

\[ P_v(\cos \theta) = \cos (v\pi) P_v(-\cos \theta) - \frac{2}{\pi} \sin (v\pi) Q_v(-\cos \theta), \]
\[ Q_v(\cos \theta) = -\cos (v\pi) Q_v(-\cos \theta) - \frac{1}{\pi} \sin (v\pi) P_v(-\cos \theta). \]
A uniform asymptotic expression for $|v| \to \infty$ has been given by Szegö [1934]:

\[
P_v(\cos \theta) \sim \left( \frac{\theta}{\sin \theta} \right)^{1/2} \sum_{s=0}^{\infty} A_s(\theta)(v+\frac{1}{2})^{-s}J_s[(v+\frac{1}{2})\theta],
\]

(1.367)

\[
Q_v(\cos \theta) \sim -\frac{1}{2\pi} \left( \frac{\theta}{\sin \theta} \right)^{1/2} \sum_{s=0}^{\infty} A_s(\theta)(v+\frac{1}{2})^{-s}Y_s[(v+\frac{1}{2})\theta].
\]

(1.368)

where the $A_s(\theta)$ are elementary functions, regular in $0 \leq \theta < \pi$. In particular, the first three coefficients are

\[
A_0 = 1, \quad A_1 = \frac{1}{8} \left( \cot \theta - \frac{1}{\theta} \right), \quad A_2 = \frac{1}{128} \left( -\frac{15}{\theta^2} + \frac{6}{\theta} \cot \theta + \frac{9}{\sin^2 \theta} - 1 \right).
\]

(1.369)

The expansions (1.367) and (1.368) reduce to those in eqs. (1.362) and (1.363) when $|(v+\frac{1}{2})\theta| \to \infty$ and are also valid for $\theta \to 0$. For other asymptotic expansions see Robin [1957–1959] and Thorne [1957].
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PART ONE

INFINITE BODIES
CHAPTER I

GENERAL CONSIDERATIONS

The following seven chapters are devoted to infinite bodies which are two-dimensional in the sense that their surfaces are described by an equation of the form

$$\rho = f(\phi), \quad 0 \leq \phi < 2\pi \quad (1.1)$$

independently of $z$, where $(\rho, \phi, z)$ are cylindrical polar coordinates. As such, the bodies are cylinders formed by the motion of a generator parallel to the $z$ axis, and comprise the largest class of shapes included in this volume.

Although the bodies are two-dimensional, the ability to characterize the associated scattering problem as two-dimensional depends on the nature of the source: in particular, on whether the excitation field is independent of the $z$ coordinate. Four types of sources will be treated: plane waves whose directions of propagation are perpendicular to the $z$ axis, and which are polarized with either the electric vector parallel to this axis ($E$ polarization, or TM waves) or the magnetic vector parallel ($H$ polarization, or TE waves); electric and magnetic line sources parallel to the $z$ axis with strengths independent of $z$; electric and magnetic dipole sources arbitrarily oriented, and point sources.

Consider an $E$-polarized plane wave propagating in a plane perpendicular to the $z$ axis and incident on a perfectly conducting body whose surface is defined by eq. (1.1). The incident field is therefore

$$E^i = \hat{z}E^i_z, \quad H^i = -\frac{i\gamma}{k} \left( \hat{x} \frac{\partial E^i_z}{\partial y} - \hat{y} \frac{\partial E^i_z}{\partial \hat{x}} \right) \quad (1.2)$$

with $E^i_z$ independent of $z$, and since the boundary conditions on the scattered field are likewise independent of $z$, the scattered field must also be $E$-polarized and of the form

$$E^s = \hat{z}E^s_z, \quad H^s = -\frac{i\gamma}{k} \left( \hat{x} \frac{\partial E^s_z}{\partial y} - \hat{y} \frac{\partial E^s_z}{\partial \hat{x}} \right). \quad (1.3)$$

The solution of the scattering problem now reduces to the determination of a scalar function $E^s_z$ satisfying the wave equation, the radiation condition at infinity, the boundary condition

$$E^s_z = -E^i_z \quad \text{at} \quad \rho = f(\phi), \quad (1.4)$$

and, in the case of a body whose radius of curvature can be zero, an edge condition.
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at this point (see Section 1.2.4). These are identical to the conditions imposed on the velocity potential of an acoustic field scattered by a soft body, and accordingly the axial component of the electric vector for an \( E \)-polarized electromagnetic wave incident on a perfectly conducting cylinder in a plane perpendicular to the axis also represents the velocity potential for the analogous acoustic wave incident on a soft cylinder. Similarly, the axial component of the magnetic vector for an \( H \)-polarized electromagnetic wave incident on a perfectly conducting cylinder represents the velocity potential for the analogous acoustic wave incident on a hard cylinder, and it is trivial to show that this correspondence between vector and scalar problems extends to the fields arising from electric and magnetic line sources parallel to the \( z \) axis.

Although the only type of plane wave excitation that we shall treat explicitly is incidence in the plane normal to the \( z \) axis, the solutions for oblique incidence involving arbitrary three-dimensional plane waves are deducible from the results for normal incidence. To see this, we note that any two-dimensional solution of the wave equation gives rise to a three-dimensional solution on replacing \( k \) by \( k \sin \theta \) and multiplying by \( \exp (-i k z \cos \theta) \). If \( V \) is such a three-dimensional solution, an electromagnetic field can be derived from it by taking \( V \) as the \( z \) component of an electric or magnetic Hertz vector whose \( x \) and \( y \) components are zero. In this way we obtain two fundamental types of field:

(i) \( E \)-polarized in which \( H_z = 0 \),

\[
E^{(1)}(t) = -\frac{i}{k} \cos \theta_0 \left( \frac{\partial V}{\partial x} \hat{x} + \frac{\partial V}{\partial y} \hat{y} \right) + \sin^2 \theta_0 V \hat{z}, \quad H^{(1)}(t) = -\frac{i}{k} \left( \frac{\partial V}{\partial y} \hat{x} - \frac{\partial V}{\partial x} \hat{y} \right).
\]

(ii) \( H \)-polarized in which \( E_z = 0 \),

\[
E^{(2)}(t) = -\frac{i}{k} Z \left( \frac{\partial V}{\partial y} \hat{x} - \frac{\partial V}{\partial x} \hat{y} \right), \quad H^{(2)}(t) = \frac{i}{k} \cos \theta_0 \left( \frac{\partial V}{\partial x} \hat{x} + \frac{\partial V}{\partial y} \hat{y} \right) - \sin^2 \theta_0 V \hat{z}.
\]

The solution of the wave equation which corresponds in the above manner to \( \exp (-i k(x \cos \phi_0 + y \sin \phi_0)) \) is \( \exp (-i k(x \cos \phi_0 \sin \theta_0 + y \sin \phi_0 \sin \theta_0 + z \cos \theta_0)) \), in terms of which

\[
E^{(1)} = -\sin \theta_0 (\cos \phi_0 \cos \theta_0 \hat{x} + \sin \phi_0 \cos \theta_0 \hat{y} - \sin \theta_0 \hat{z}) \times \exp \{-i k(x \cos \phi_0 \sin \theta_0 + y \sin \phi_0 \sin \theta_0 + z \cos \theta_0)\},
\]
\[
H^{(1)} = -Y \sin \theta_0 (\sin \phi_0 \hat{x} - \cos \phi_0 \hat{y}) \times \exp \{-i k(x \cos \phi_0 \sin \theta_0 + y \sin \phi_0 \sin \theta_0 + z \cos \theta_0)\}. \quad (1.7)
\]
\[
E^{(2)} = -Z \sin \theta_0 (\cos \phi_0 \hat{x} - \cos \phi_0 \hat{y}) \times \exp \{-i k(x \cos \phi_0 \sin \theta_0 + y \sin \phi_0 \sin \theta_0 + z \cos \theta_0)\},
\]
\[
H^{(2)} = \sin \theta_0 (\cos \phi_0 \cos \theta_0 \hat{x} + \sin \phi_0 \cos \theta_0 \hat{y} - \sin \theta_0 \hat{z}) \times \exp \{-i k(x \cos \phi_0 \sin \theta_0 + y \sin \phi_0 \sin \theta_0 + z \cos \theta_0)\}. \quad (1.8)
\]

When \( \theta_0 = \frac{1}{2} \pi \) these reduce respectively to \( E \)- and \( H \)-polarized fields in two dimen-
sions, suggesting that for a two-dimensional body the solutions of the scattering problems for the incident fields of eqs. (1.7) and (1.8) can be deduced from those in the case \( \theta_0 = \frac{1}{2}\pi \). This proves to be so when the body is perfectly conducting. Thus, in the two-dimensional solution for \( E_z \), replace \( k \) by \( k \sin \theta_0 \) and multiply by \( \exp(-ikz \cos \theta_0) \). When substituted for \( V \) in eq. (1.5), this forms the solution of the scattering problem for the incident field of eq. (1.7). And similarly for \( H \) polarization.

There are several features of the above technique for deriving oblique incidence solutions from those for normal incidence that should be noted. In the first place, the method breaks down for \( \theta_0 = 0 \) when the direction of propagation is along the \( z \) axis and when the physical realizability of an incident plane wave is in question anyhow. This case apart, it may be used to deduce the solution for an incident plane wave of arbitrary direction and polarization by appropriate combination of the basic \( E \)- and \( H \)-polarized fields, and hence, by superposition, to build up the solution for a point or dipole source (see, for example, Senior [1953]). The applicability of the method is, however, limited to those cases in which no coupling between the \( E \)- and \( H \)-polarized waves (i.e. between the TM and TE modes) arises as a result of the presence of the scattering body; i.e. to two-dimensional scatterers which are (i) perfectly conducting, or (ii) inhomogeneous with no discontinuities in refractive index in \( 0 < r < \infty \) (Uslenghi [1967]). In general, such coupling does occur and the two- and three-dimensional solutions are no longer directly related.

Bibliography

Among the two-dimensional structures considered in this Part, the circular cylinder is undoubtedly the simplest and, perhaps for this reason, has received the most intensive study. It has, in particular, proved valuable as a model for the development of high frequency techniques applicable to more general shapes.

2.1. Circular cylindrical geometry

The circular cylindrical coordinates \((\rho, \phi, z)\) shown in Fig. 2.1 are related to the rectangular Cartesian coordinates \((x, y, z)\) by the transformation

\[
\begin{align*}
x &= \rho \cos \phi, \\
y &= \rho \sin \phi, \\
z &= z,
\end{align*}
\]  

(2.1)

Fig. 2.1. Circular cylindrical geometry.
where \( 0 \leq \rho < \infty \), \( 0 \leq \phi < 2\pi \), and \( -\infty < z < +\infty \). The \( z \)-axis is the axis of symmetry, and the surfaces \( \rho = \) constant, \( \phi = \) constant and \( z = \) constant are respectively coaxial circular cylinders of radius \( \rho \), semi-planes originating in the \( z \)-axis, and planes perpendicular to the \( z \)-axis. Instead of the azimuthal angle \( \phi \), it is sometimes convenient to introduce the angle \( \psi \), \( -\pi < \psi \leq \pi \), related to \( \phi \) by:

\[
\psi = \begin{cases} 
\phi, & \text{for } 0 \leq \phi \leq \pi, \\
\phi - 2\pi, & \text{for } \pi < \phi \leq 2\pi.
\end{cases}
\] (2.2)

The scattering body is the cylinder with surface \( \rho = a \), and the primary source is a plane wave propagating along the negative \( x \)-axis (and therefore perpendicularly to the axis \( z \) of the cylinder), or a line source parallel to the \( z \)-axis and located at \((\rho_0 \geq a, \phi_0 = 0)\), or a point or dipole source located at \((\rho_0 \geq a, \phi_0 = 0, z_0 = 0)\).

Definitions, notation and bibliographical references to numerical tables for Bessel and Hankel functions, and for the various functions which occur in the asymptotic developments, are given in the Introduction. In particular, the quantity \( m \) which appears in the high-frequency approximation formulae is given by:

\[
m = (4ka)^2.
\] (2.3)

The infinite series representing the exact eigenfunction expansions of the fields are numerically useful only if \( ka \) is not too large compared to unity. If \( ka \) is very large (e.g. \( ka = 100 \)), at least the first \( ka \) terms of the infinite series are needed in order to obtain a result with a relative error of the order of one percent.

2.2. Plane wave incidence

2.2.1. E-polarization

2.2.1.1. Exact solutions

For a plane wave incident in the direction of the negative \( x \)-axis, such that

\[
E^i = \hat{z}e^{-ikx}, \quad H^i = \hat{y}Ye^{-ikx},
\] (2.4)

then

\[
E^r = -\sum_{n=0}^{\infty} e_n (-i)^n \frac{J_n(ka)}{H_n^{(1)}(ka)} H_n^{(1)}(k\rho) \cos n\phi.
\] (2.5)

Koons [1952] and King and Wu [1959] have computed \( E^r \) in amplitude and phase for \( ka = 3.1, 6.3 \) and 10, at various positions of the field point. Additional data have been published by Aitk [1958] and are shown in Fig. 2.2.

On the surface \( \rho = a \):

\[
H_n^{(1)} + H_n^{(2)} = \frac{2Y}{\pi ka} \sum_{n=0}^{\infty} e_n (-i)^n \cos n\phi.
\] (2.6)

This expression has been computed as a function of \( \phi \) for selected values of \( ka \), and its amplitude and phase are shown in Fig. 2.3.
Fig. 2.2. Scattered field $E_2^s$ produced by a plane wave with $E_1^i$ parallel to the cylinder axis. Amplitude $E_2^s$ at (a) $\phi = \pi$, (b) $\phi = \frac{1}{2}\pi$, (c) $\phi = 0$; (d) phase at $\phi = \pi$ (Adev [1958]).

In the far field ($\rho \to \infty$):

$$P = -\sum_{n=0}^{\infty} c_n (-1)^n \frac{J_n(ka)}{H_n^{(1)}(ka)} \cos n\phi. \tag{2.7}$$

Amplitude and phase of $P$ as functions of $\phi$ for three different values of $ka$ are shown in Fig. 2.4. For the particular case of back scattering ($\phi = 0$), $\arg P$ is plotted as a function of $ka$ in Fig. 2.5. The normalized back scattering cross section is shown as a function of $ka$ in Fig. 2.6. In the case of forward scattering ($\phi = \pi$), $\arg P$ is plotted as a function of $ka$ in Fig. 2.7, and the normalized forward scattering cross section is given in Fig. 2.8. The total scattering cross section per unit length is

$$\sigma_T = \frac{4}{k} \sum_{n=0}^{\infty} c_n \frac{J_n(ka)}{H_n^{(1)}(ka)}^2. \tag{2.8}$$

The quantity $\sigma_T/(4\alpha)$ is plotted in Fig. 2.9.

2.2.1.2. LOW FREQUENCY APPROXIMATIONS

For a plane wave incident in the direction of the negative $x$-axis, such that

$$E^i = ze^{-ikx}, \quad H^i = jy e^{-ikx}. \tag{2.9}$$
Fig. 2.3. Amplitude (a) and phase (b) of surface field produced by a plane wave with $E^1$ parallel to the cylinder axis.
low frequency expansions may be obtained either directly (STRUTT [1897]; NOHLE [1962]; VAN BLADEL [1963]) or by power series developments of the radial cylindrical functions appearing in the exact solutions. In particular, in the far field ($r \to \infty$):

$$P \sim \frac{i\pi}{\gamma - \log (k a (2i))}$$  \hspace{1cm} (2.10)
Fig. 2.5. Phase of backscattering coefficient $P$ for $E_1$ parallel to the cylinder axis.

Fig. 2.6. Normalized backscattering cross section for $E_1$ parallel to the cylinder axis.
Fig. 2.7. Phase of forward scattering coefficient $P$ for $E$' parallel to the cylinder axis.

Fig. 2.8. Normalized forward scattering cross section for $E$' parallel to the cylinder axis.
where $\gamma = 0.5772157 \ldots$ is Euler's constant. To this order, the scattering cross section is independent of $\phi$; as $ka \to 0$:

$$\sigma \sim \sigma_T \sim \frac{\pi^2}{k(\log ka)^2}.$$  

(2.11)

Low frequency expansions of $P$ through $O((ka)^4)$ are given by STRUTT [1907].

2.2.1.3. HIGH FREQUENCY APPROXIMATIONS

For a plane wave incident in the direction of the negative $x$-axis, such that

$$E^i = i e^{-ikx}, \quad H^i = Y e^{-ikx},$$

(2.12)

high frequency expansions may be obtained either directly, e.g. by the Luneburg-Kline method (KELLER et al. [1956]), or by asymptotic evaluations of contour integral representations of the exact solution.

The complete asymptotic expansion of the reflected portion of the scattered field at a point located in the illuminated region is (KELLER et al. [1956]):
\[ (E_z)_{\text{eff.}} \sim \frac{1}{2} \frac{a}{2s} \cos \psi_1 \exp \left[ ik(s - \frac{3}{2}a \cos \psi_1) \right] \]
\[ \times \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \sum_{l=0}^{n} a_{mn}(16ika\cos \psi_1)^{n} \left( \frac{a}{2s} \right)^{k} (\cos \psi_1)^{k-2l}. \]  

(2.13)

where:

\[ a_{mn} = h^{-1}(2h + 2n + 3)(6h - 4l - 2n - 1)a_{n-1,1,n-1} + 
+ (2h - 4l - 2n + 5)(2h - 4l - 2n + 3)a_{n-1,1,n-1} + 
+ [24(h - 1)(h - 2l - n) - 6]a_{n-2,1,n-1} + 
+ 12(1-h)(2h - 4l - 2n + 3)a_{n-2,1,n-1} + 
+ 9(2h - 5)(1 - 2h)(a_{n-3,1,n-1} - a_{h-3,1,n-1}). \]

for \( h \neq 0 \),

(2.14)

\[ a_{00n} = - \sum_{k=1}^{n} a_{mn}, \quad a_{000} = -2, \]

(2.15)

\[ s = P_1P + \frac{1}{2}a \cos \psi_1, \]

(2.16)

and \( P_1P \) is the distance between the reflection point \( P_1(a, \psi_1) \) of the optical ray and the observation point \( P(\rho, \psi) \) (see Fig. 2.10). Explicitly, the first few terms of the series (2.13) are:

\[ (E_z)_{\text{eff.}} \sim \frac{a}{2s} \cos \psi_1 \exp \left[ ik(s - \frac{3}{2}a \cos \psi_1) \right] \left( 1 + \frac{ik}{16ka} \right) \left[ \cos^3 \psi_1 - \frac{3}{3} \right] + 
+ \frac{a}{2s} \left( \frac{a}{\cos^2 \psi_1} - 3 \right) + \left( \frac{a}{\cos^2 \psi_1} \right)^2 \left( 6 \cos \psi_1 - 9 \cos \psi_1 \right) + 
+ \left( \frac{a}{\cos^2 \psi_1} \right)^3 \left( 15 \cos^2 \psi_1 - 15 \right) - \frac{1}{4} \right]. \]

(2.17)

In particular, in the far field \((\rho \gg r)\):

\[ (E_z)_{\text{eff.}} \sim \frac{a}{2\rho} \cos \psi_1 \exp \left[ ik(\rho - \frac{3}{2}a \cos \psi_1) \right], \]

(2.18)
\[ |A| \sim 1 + \frac{1}{(16ka)^2} \left( \frac{3477}{\cos^2 \frac{1}{2} \psi} - \frac{7218}{\cos^4 \frac{1}{2} \psi} + \frac{3817}{\cos^6 \frac{1}{2} \psi} \right) + \ldots \] (2.19)

The leading term in eq. (2.18) is the geometrical optics far field:

\[ (E_{2h.o.} = -\sqrt{\frac{a}{2\rho}} \cos \frac{1}{2} \psi \exp \{i(k(\rho - 2a \cos \frac{1}{2} \psi))\}. \] (2.20)

The creeping wave contribution is not included in eqs. (2.13) to (2.20), but is accounted for in all formulæ in the rest of this section.

On the illuminated portion of the surface \((\rho = a, |\psi| \leq \frac{1}{2} \pi)\) (Franz and Galle [1955]):

\[ H^i + H^s \sim 2Y \cos \psi \exp (-iak \cos \psi) \left[ 1 + \frac{i}{2ka \cos^3 \psi} + \frac{1 + 3 \sin^2 \psi}{2(ka \cos^3 \psi)^2} + \ldots \right] + \]

\[ + Ye^{im} \sum_n \frac{D_n \exp [iv_n(\frac{1}{2} \pi - \psi)] + \exp [iv_n(\frac{1}{2} \pi + \psi)]}{1 - \exp (2i\pi \nu_n)}, \] (2.21)

where

\[ \nu_n \sim ka + e^{i\nu} \sum_m -e^{-i\nu} \frac{1}{60} m^{-1} - \frac{1}{140} \left( 1 - \frac{7}{10} \right) m^{-3} + \]

\[ + e^{i\nu} \frac{1}{12600} (29x - \frac{251}{3} x_4^2) m^{-5} + \ldots, \] (2.22)

\[ D_n \sim \frac{1}{A^i(-a)} \left[ 1 + e^{i\nu} \frac{x_4}{10} m^{-2} + e^{-i\nu} \frac{59x_4^2}{12600} m^{-4} + \ldots \right]. \] (2.23)

The first group of terms in eq. (2.21) represents the optics contribution to the surface field, and the first term itself is the geometrical optics field; this development is numerically useful only if \(ka \cos^3 \psi \gg 1\). The summation over \(n\) represents the creeping wave contribution to the surface field.

On the shadowed portion of the surface \((\rho = a, |\psi - \phi| < \frac{1}{2} \pi)\) (Franz and Galle [1955]):

\[ H^i + H^s \sim Ye^{im} \sum_n \frac{D_n \exp [iv_n(\frac{1}{2} \pi - \psi)] + \exp [iv_n(\frac{1}{2} \pi + \psi)]}{1 - \exp (2i\pi \nu_n)}. \] (2.24)

where \(v_n\) and \(D_n\) are given by eqs. (2.22) and (2.23). Near the shadow boundary, the creeping wave series (2.24) is no longer useful for computational purposes.

An alternative representation of the surface field, which is appropriate in the transition region about the shadow boundary, i.e.,

\[ ||\psi - \frac{1}{2} \pi|| < m^{-1}. \] (2.25)
where the creeping wave series of eq. (2.24) fails, is the following (GORIANOV [1958]):

\[ H_\phi^i + H_\phi^* \sim i Y m^{-1} \sum_{l=0}^{\infty} [f^{(0)}(m \pi) e^{2l\pi} + f^{(0)}(m \pi) e^{-2l\pi}], \]  

(2.26)

where

\[ \eta_l = \phi - \frac{1}{2} \pi + 2\pi l, \quad \bar{\eta}_l = \frac{3}{2} \pi - \phi + 2\pi l, \]  

(2.27)

and the function \( f^{(0)}(\xi) \) is described in the Introduction (Section 1.3.3).

A representation of the surface field, which provides results less accurate than those obtained from eqs. (2.21) and (2.26), but which is useful in the entire range \( 0 \leq \phi < \frac{1}{4} \pi \), is the following (GORIANOV [1958]):

\[ H_\phi^i + H_\phi^* \sim i Y m^{-1} [f^{(0)}(m \pi) \exp \{ika \pi \} + F(m \cos (\pi - \phi)) \exp \{ika \cos (\pi - \phi)\}], \]  

(2.28)

where the function \( F(\xi) \) is described in the Introduction (Section 1.3.3).

At large distances from the surface (\( \rho \gg a \)) (FRANZ and GALLE [1955]):

\[ E_\phi \sim -\sqrt{\frac{a}{2\rho}} \cos \frac{1}{2} \psi \exp \{ika - 2a \psi \} \left[ 1 + i \frac{2ka \sin \frac{1}{2} \psi) - 1}{8k\rho} + \frac{3i}{16ka \cos \frac{1}{2} \psi} \right. \]

\[ + \frac{i}{2ka \cos \frac{1}{2} \psi} + \frac{15}{512 (ka \cos \psi)^2} - \frac{32(ka \cos \psi)^2}{4(ka \cos \psi)^2} \]

\[ + m(2\pi k\rho)^{-1} \exp \{i(k\rho + \frac{1}{2} \pi)\} \sum_{n} C_n \exp \{iv_n(\pi + \psi)\} + \exp \{iv_n(\pi - \psi)\} \]

\[ \times (1 + i \frac{4\pi^2 - 1}{8k\rho} + \ldots), \]  

(2.29)

where

\[ C_n \sim [Ai(-z_n)]^{-2} \left[ 1 + \frac{1}{30} \frac{e^{i\pi} z_n^2 m^{-2} + e^{-i\pi} \frac{3z_n^2}{1400} m^{-4} +}{12 - 29 \frac{z_n^2}{12} m^{-6} + \ldots} \right]. \]  

(2.30)

and \( \psi_n \) is given by eq. (2.22). The first group of terms in eq. (2.29) represents the optics contribution to the far field, and the first term itself is the geometrical optics field of eq. (2.20); this development is numerically useful only if \( ka \cos \psi \gg 1 \). The summation over \( n \) represents the creeping wave contribution to the far scattered field, and is practically applicable only for \( |\phi - \pi| \gg m^{-1} \) (but see eq. (2.33)).

In the far field (\( \rho \to \infty \)) and in the back scattering direction (\( \phi = 0 \)):

\[ P \sim -\frac{1}{\sqrt{\pi}} ka \exp \{-2ika + i\pi\} \left( 1 + \frac{5i}{16ka} + \frac{1271}{512(ka)^2} + \ldots \right) + \]

\[ + \frac{1}{\sqrt{\pi}} m e^{i\pi} \sum_{n} \frac{C_n}{\sin \pi v_n}. \]  

(2.31)
2.2 Plane Wave Incidence

In particular, the geometrical optics back scattering cross section per unit length is:

\[ \sigma_{b.o.} = \pi a. \] (2.32)

In the far field \( (\rho \to \infty) \) and in the angular region \( |\phi - \pi| \ll m^{-1} \), the dominant contribution to the scattered field is (Gorainov [1958]):

\[ P \sim - \frac{\sin \left[ k a (\phi - \pi) \right]}{\phi - \pi} - i n^2 m \left[ p(m(\phi - \pi))e^{ika(\phi - \pi)} + p(m(\pi - \phi))e^{ika(\pi - \phi)} \right], \] (2.33)

where the reflection coefficient function \( p(\xi) \) is described in the Introduction (Section 1.3.3). For the particular case of forward scattering \( (\phi = \pi) \), a more refined approximation is (Wu [1956]):

\[ P \sim - k a - M_0 m - \frac{1}{3} M_1 m^{-1} - \frac{1}{120} (1 + \frac{1}{3} M_2) m^{-3} - \frac{1}{120} (29 M_0 + \frac{281}{90} M_3) m^{-5} + \frac{1}{120} (7361 M_1 + \frac{73653}{120} M_4) m^{-7} + \ldots \] (2.34)

where

\[ M_0 = 1.25507437e^{i1\pi}, \quad M_1 = 0.53225036e^{i1\pi}, \]
\[ M_2 = 0.0935216, \quad M_3 = 0.772793e^{i1\pi}, \]
\[ M_4 = 1.09926e^{i1\pi}. \] (2.35)

Thus, the total scattering cross section \( \sigma_T \) per unit length is (Wu [1956]):

\[ \sigma_T \sim 4a \left[ 1 + 0.49807659(ka)^{-2/3} - 0.01117656(ka)^{-4/3} - 0.01450652(ka)^{-2} + 0.00488945(ka)^{-8/3} + 0.00179345(ka)^{-10/3} + \ldots \right]. \] (2.36)

The first three terms in (2.36) give an excellent approximation to the exact value of \( \sigma_T \) for all \( ka \geq 1 \). Various authors have attempted to derive approximate expressions for \( \sigma_T \) by variational methods; the results obtained have not been satisfactory.

2.2.2. H-Polarization

2.2.2.1. Exact Solutions

For a plane wave incident in the direction of the negative x-axis, such that

\[ E^i = -kZe^{-ikx}, \quad H^i = \hat{z}e^{-ikx}, \] (2.37)

then

\[ H_z^i = - \sum_{n=0}^{\infty} e_n (-i)^n J_n^*(ka) \frac{H_n^{(1)}(ka)}{H_n^{(1)}(ka)} \cos n\phi. \] (2.38)

King and Wu [1959] have computed \( H_z^i \) in amplitude and phase for \( ka = 3.1 \) at various positions of the field point.

On the surface \( \rho = a \):

\[ H_z^i + H_z^i = \frac{2}{\pi ka} \sum_{n=0}^{\infty} e_n (-i)^{n-1} \frac{H_n^{(1)}(ka)}{H_n^{(1)}(ka)} \cos n\phi. \] (2.39)
This expression has been computed as a function of $\phi$ for selected values of $ka$, and its amplitude and phase are shown in Fig. 2.11.

Fig. 2.11. Amplitude (a) and phase (b) of surface field produced by a plane wave with $H^1$ parallel to the cylinder axis.
Fig. 2.12. Amplitude for (a) $ka = 1$, (b) $ka = 5$, (c) $ka = 10$ and (d) phase of bistatic far field coefficient $P_s$ for plane wave incidence with $H^r$ parallel to the cylinder axis.
Fig. 2.13. Phase of back scattering coefficient $P$ for $H^1$ parallel to the cylinder axis.

Fig. 2.14. Normalized back scattering cross section for $H^1$ parallel to the cylinder axis.
Fig. 2.15. Phase of forward scattering coefficient $P$ for $H_z$ parallel to the cylinder axis.

Fig. 2.16. Normalized forward scattering cross section for $H_z$ parallel to the cylinder axis.
In the far field ($\rho \to \infty$):

$$P = \sum_{n=0}^{\infty} \epsilon_n (-1)^n \frac{J_n(ka)}{H_n^{(1)}(ka)} \cos n\phi.$$  \hfill (2.40)

The amplitude and phase of $P$ as functions of $\phi$ for three different values of $ka$ are shown in Fig. 2.12. For the particular case of back scattering ($\phi = 0$), $\arg P$ is plotted as a function of $ka$ in Fig. 2.13. The normalized back scattering cross section is shown as a function of $ka$ in Fig. 2.14. In the case of forward scattering ($\phi = \pi$), $\arg P$ is plotted as a function of $ka$ in Fig. 2.15, and the normalized forward scattering cross section is given in Fig. 2.16. The total scattering cross section per unit length is:

$$\sigma_T = \frac{4}{k} \sum_{n=0}^{\infty} \epsilon_n J_n^2(ka)$$  \hfill (2.41)

The quantity $\sigma_T$ is plotted in Fig. 2.17.

---

2.2.2. LOW FREQUENCY APPROXIMATIONS

For a plane wave incident in the direction of the negative $v$-axis, such that

$$E' = -\hat{y}ze^{-ikz}, \quad H' = \hat{z}e^{-ikz}.$$  \hfill (2.42)
low frequency expansions may be obtained either directly (Strutt [1897]; Noble [1962]; Van Bladel [1963]) or by power series developments of the radial cylindrical functions appearing in the exact solutions. In particular, in the far field ($\rho \to \infty$):

$$P \sim -\frac{1}{4}i(ka)^2(1 + 2 \cos \phi),$$  \hspace{1cm} (2.43)

and to this order, the back scattering cross section $\sigma$ and the total scattering cross section $\sigma_T$ per unit length are:

$$\sigma \sim \frac{9\pi^2}{4k} (ka)^2,$$  \hspace{1cm} (2.44)

$$\sigma_T \sim \frac{3\pi^2}{4k} (ka)^4.$$ \hspace{1cm} (2.45)

Low frequency expansions of $P$ through $O((ka)^4)$ are given by Strutt [1907].

2.2.3. HIGH FREQUENCY APPROXIMATIONS

For a plane wave incident in the direction of the negative $x$-axis, such that

$$E' = -jZe^{-i\kappa s}, \quad H' = Ze^{-i\kappa s},$$  \hspace{1cm} (2.46)

high frequency expansions may be obtained either directly, i.e. by the Luneburg-Kline method (Keller et al. [1956]), or by asymptotic evaluations of contour integral representations of the exact solution.

The complete asymptotic expansion of the reflected portion of the scattered field at a point located in the illuminated region is (Keller et al. [1956]):

$$(H'_{\text{ref.}}) \sim \frac{1}{2} \frac{a}{2s} \cos \psi_1 \exp [ik(s - \frac{1}{2} a \cos \psi_1)]$$

$$\times \frac{3}{\pi} \sum_{n=0}^{\infty} \sum_{l=0}^{n-1} a_{kn}(16ika \cos \psi_1)^{-n} \left(\frac{a}{2s}\right)^{2l} (\cos \psi_1)^{n-2l},$$  \hspace{1cm} (2.47)

where $a_{kn}$ is given by eq. (2.14) for $h \neq 0$.

$$a_{kn} = -\sum_{k=0}^{n} [a_{n+1} + 16(2l + n - 1)a_{n-1,l,n-1} + 16(4 - 2l - n - 2h)a_{n-1,l-1,n-1}],$$  \hspace{1cm} (2.48)

$$a_{000} = +2,$$  \hspace{1cm} (2.49)

the distance $s$ is given by eq. (2.16) and the angle $\psi_1$ is shown in Fig. 2.10. Explicitly, the first few terms of the series (2.47) are:

$$(H'_{\text{ref.}}) \sim \frac{a}{2s} \cos \psi_1 \exp [ik(s - \frac{1}{2} a \cos \psi_1)] \left[1 - \frac{i}{16ka} \left[ \frac{8}{\cos^3 \psi_1} + \frac{3}{\cos \psi_1} \right]^2 \right.$$

$$+ \frac{a}{2s} \left(3 - \frac{1}{\cos^2 \psi_1} \right) + \left(\frac{a}{2s}\right)^2 \left(9 \cos \psi_1 - \frac{6}{\cos \psi_1} \right) + \left(\frac{a}{2s}\right)^3 \left(15 - 15 \cos^2 \psi_1 \right) + \ldots \left].$$  \hspace{1cm} (2.50)
In particular, in the far field ($\rho \to \infty$):

$$(H^2_r)_{\text{eff}} \sim B \sqrt{\frac{a}{2\rho}} \cos \frac{\psi}{2} \exp \{i(k\rho - 2a \cos \frac{\psi}{2})\},$$  \hspace{1cm} (2.51)$$

where (Keller et al. [1956]):

$$|B| \sim 1 + \frac{1}{(16ka)^2} \left( 3477 \cos^2 \frac{\psi}{2} - 6642 \cos^4 \frac{\psi}{2} + 3049 \cos^6 \frac{\psi}{2} \right) + \ldots \hspace{1cm} (2.52)$$

The leading term in eq. (2.51) is the geometrical optics far field:

$$(H^2_r)_{\text{go}} = \sqrt{\frac{a}{2\rho}} \cos \frac{\psi}{2} \exp \{i(k\rho - 2a \cos \frac{\psi}{2})\}. \hspace{1cm} (2.53)$$

The creeping wave contribution is not included in eqs. (2.47) to (2.53), but is accounted for in all formulae in the rest of this section.

On the illuminated portion of the surface ($\rho = a, |\phi| < \frac{\pi}{2}$) (Franz and Galli [1955]):

$$H^1_r + H^2_r \sim 2 \exp (-ika \cos \psi) \left[ 1 - \frac{i}{2ka \cos^2 \psi} \left( 1 + 3 \sin^2 \psi \right)^2 + \ldots \right] +$$

$$\sum_{\pi} \tilde{D}_n \exp \left[ i \tilde{v}_n \left( \frac{\pi}{2} - \psi \right) \right] + \exp \left[ i \tilde{v}_n \left( \frac{\pi}{2} + \psi \right) \right] \hspace{1cm} (2.54)$$

where

$$\tilde{v}_n \sim ka + e^{i\pi} \frac{m - e^{-i\pi} \beta_n^m - e^{i\pi} \beta_n^{-m}}{2 \beta_n^{m-1}} - \frac{1}{2 \beta_n^{m+1}} \left( \beta_n^{-m} + \beta_n^{m} \right), \hspace{1cm} (2.55)$$

and

$$\tilde{D}_n \sim \frac{1}{ \beta_n A(\beta_n)} \left[ 1 - e^{i\pi} \left( \frac{1}{10 \beta_n^{-1}} + 3 \ beta_n^{-1} \right) m^{-2} + e^{-i\pi} \frac{1}{2} \left( 3 \beta_n^{-3} + \beta_n^{-1} + 4 \ beta_n^{-3} \right) m^{-4} + \ldots \right] \hspace{1cm} (2.56)$$

The first group of terms in eq. (2.54) represents the optics contribution to the surface field, and the first term itself is the geometrical optics field; this development is numerically useful only if $ka \cos \phi \leq 1$. The summation over $n$ represents the creeping wave contribution to the surface field.

On the shadowed portion of the surface ($\rho = a, |\phi - \pi| < \frac{\pi}{2}$) (Franz and Galli [1955]):

$$H^1_r + H^2_r \sim \sum_{\pi} \tilde{D}_n \exp \left[ i \tilde{v}_n \left( \phi - \frac{\pi}{2} \right) \right] + \exp \left[ i \tilde{v}_n \left( \frac{\pi}{2} - \phi \right) \right] \hspace{1cm} (2.57)$$

where $\tilde{v}_n$ and $\tilde{D}_n$ are given by eqs. (2.55) and (2.56). Near the shadow boundary, the creeping wave series (2.57) is no longer useful for computational purposes.
An alternative representation of the surface field, which is appropriate in the transition region about the shadow boundary, i.e.

\[ ||\psi|| - \frac{1}{4\pi} \leq m^{-1}, \tag{2.58} \]

where the creeping wave series of eq. (2.57) fails, is the following [Gorainov [1958]]:

\[ H_1^1 + H_2^2 \sim \sum_{i=0}^{\infty} [g^{(0)}(m\eta_i) e^{ik\eta} + g^{(0)}(m\bar{\eta}_i) e^{-ik\bar{\eta}}], \tag{2.59} \]

where \( \eta_i \) and \( \bar{\eta}_i \) are given by eqs. (2.27) and the function \( g^{(0)}(\xi) \) is described in the Introduction (Section 1.3.3).

A representation of the surface field, which provides results less accurate than those obtained from eqs. (2.54) and (2.59), but which is useful in the entire range \( 0 \leq \phi < \frac{1}{4}\pi \), is the following (Gorainov [1958]):

\[ H_1^1 + H_2^2 \sim g^{(0)}(m\eta_0) \exp(ika\eta_0) + G(m\cos(\pi - \phi)) \exp\{ika\cos(\pi - \phi)\}, \tag{2.60} \]

where the function \( G(\xi) \) is described in the Introduction (Section 1.3.3).

At large distances from the surface \( (p \gg a) \) (Franz and Galle [1955]):

\[ H_1^1 \sim \sqrt{\frac{a}{2\rho}} \cos \frac{1}{2}\psi \exp\{ik(p - 2a \cos \frac{1}{2}\psi)\} \times \left[ 1 + i \left( \frac{2ka \sin \frac{1}{2}\psi}{8kp} \right)^2 - 1 - \frac{3i}{16ka \cos \frac{1}{2}\psi} + \frac{i}{2ka \cos \frac{1}{2}\psi} + \frac{15}{512(ka \cos \frac{1}{2}\psi)^2} - \frac{33}{32(ka \cos \frac{1}{2}\psi)^2} - \frac{7}{4(ka \cos \frac{1}{2}\psi)^2} + \ldots \right] + \]

\[ + m(2\pi k\rho)^{-1} \exp \{i(k\rho + i\frac{1}{2}\pi)\} \sum_n C_n \exp[i\bar{v}_n(\pi + \psi)] + \exp[i\bar{v}_n(\pi - \psi)] \times \frac{1}{1 - \exp(2i\pi n)}, \tag{2.61} \]

where

\[ C_n \sim \beta_n^{-1}[\text{Ai}'(\beta_n)]^{-2}[1 + e^{i\pi s_n} \frac{1}{10}(\beta_n - \beta_n^{-1})m^{-2} + e^{-i\pi s_n} \frac{1}{10}(\beta_n - \beta_n^{-1})m^{-2} + \ldots], \tag{2.62} \]

and \( \bar{v}_n \) is given by eq. (2.55). The first group of terms in eq. (2.61) represents the optics contribution to the far field, and the first term itself is the geometrical optics field of eq. (2.53); this development is numerically useful only if \( ka \cos \frac{1}{4}\psi \gg 1 \). The summation over \( n \) represents the creeping wave contribution to the far scattered field, and is practically applicable only for \( |\phi - \pi| < m^{-1} \) (but see eq. (2.65)).

In the far field \( (p \rightarrow \infty) \) and in the back scattering direction \( (\phi = 0) \):

\[ P \sim \frac{1}{4}\pi \frac{\pi ka \exp(-2ika + i\pi s_n)}{16ka} \left[ 1 - \frac{11\pi}{512(ka)^2} + \ldots \right] + \]

\[ + \frac{1}{m} e^{i\pi s_n} \sum_n C_n \sin(\pi \bar{v}_n). \tag{2.63} \]
In particular, the geometrical optics back scattering cross section per unit length is:
\[ \sigma_{b.o.} = \pi a. \]  
(2.64)

In the far field \((\rho \to \infty)\) and in the angular region \(|\phi - \pi| < m^{-1}\), the dominant contribution to the scattered field is (GORAI-NOV [1958]):
\[
P \sim \frac{\sin[k(\phi - \pi)]}{\phi - \pi} - \ln^4 m \left[ q(m(\phi - \pi)) \exp \{ika(\phi - \pi)\} + q(m(\pi - \phi)) \exp \{ika(\pi - \phi)\} \right].
\]  
(2.65)

where the reflection coefficient function \(q(\xi)\) is described in the Introduction.
For the particular case of forward scattering \((\phi = \pi)\), a more refined approximation is (WU [1956]):
\[
P \sim -ka - M_0 m - \frac{1}{4}(M_{-2} + \frac{1}{2} M_1) m^{-1} + \frac{1}{8}\left(1 - \frac{1}{2} M_{-4} + \frac{1}{8} M_2\right) m^{-3} -
\]
\[
- \frac{1}{16}\left(1 - \frac{1}{8}\right) M_3 - \frac{1}{8} M_0 + 13 M_{-3} + 13 M_{-6} m^{-5} +
\]
\[
+ \frac{1}{64}(1 - 2)^2 M_4 - \frac{1}{3} M_{-2} M_1 + \frac{1}{16}(\frac{1}{2} M_{-2} - 7 M_{-5} - \frac{1}{16} M_{-8}) m^{-7} + \ldots
\]  
(2.66)

where:
\[
M_0 = -1.088874119 e^{i\pi}, \quad M_1 = -0.93486491 e^{i\pi},
\]
\[
M_2 = -0.1070199, \quad M_3 = -0.757663 e^{i\pi},
\]
\[
M_4 = -1.1574 e^{i\pi}, \quad M_{-2} = -3.70409389 e^{-i\pi},
\]
\[
M_{-3} = 0.41682138 e^{-i\pi}, \quad M_{-4} = 3.17579652,
\]
\[
M_{-5} = 2.53965945 + 3.12247506 e^{-i\pi}, \quad M_{-6} = 2.06575721 e^{-i\pi},
\]
\[
M_{-8} = -1.36515171 - 2.94764528 e^{-i\pi}.
\]  
(2.67)

Thus, the total scattering cross section \(\sigma_T\) per unit length is (WU [1956]):
\[
\sigma_T \sim 4a \left[ 1 - 0.43211998 (ka)^{-2} - 0.21371236 (ka)^{-4} - 0.55573255 (ka)^{-6} - 0.00555534 (ka)^{-8} + 0.02324932 (ka)^{-10} + \ldots \right].
\]  
(2.68)

The first three terms in eq. (2.68) give a very good approximation to the exact value of \(\sigma_T\) for all \(ka < 4\). Various authors have attempted to derive approximate expressions for \(\sigma_T\) by variational methods; the results obtained have not been satisfactory.

2.3. Line sources

2.3.1. E-polarization

2.3.1.1. Exact solutions

For an electric line source parallel to the axis \(z\) of the cylinder and located at \((\rho_0, \phi_0 = 0)\), such that
\[
E^I = \hat{z} H_0^{(1)}(kR),
\]  
(2.69)
the total electric field is
\[ E_z + E_z^* = \sum_{n=0}^{\infty} e_n \left[ J_n(k\rho_n) - \frac{J_n(ka)}{H_n^{(1)}(ka)} H_n^{(1)}(k\rho_n) \right] H_n^{(1)}(k\rho_n) \cos n\phi. \] (2.70)

On the surface \( \rho = a \):
\[ H_n^0 + H_n^* = \frac{2Y}{\pi k\rho} \sum_{n=0}^{\infty} e_n \frac{H_n^{(1)}(k\rho_0)}{H_n^{(1)}(ka)} \cos n\phi, \] (2.71)
whereas in the far field (\( \rho \to \infty \)):
\[ E_z + E_z^* = \sqrt{\frac{2}{\pi k\rho}} \exp (ik\rho - 4\pi) \times \left[ \exp (-ik\rho \cos \phi) - \sum_{n=0}^{\infty} e_n (-i)^n \frac{J_n(ka)}{H_n^{(1)}(ka)} H_n^{(1)}(k\rho_0) \cos n\phi \right]. \] (2.72)

If the line source is on the surface (\( \rho_0 = a \)), the field is identically zero everywhere. ZITRON and DAVIS [1963] have computed a quantity proportional to the amplitude of the summation over \( n \) in eq. (2.72), as a function of \( \phi \) and for \( ka = 1.0 \) with \( k\rho_0 = 2, 5, 10, 20 \); \( ka = 3.4 \) with \( k\rho_0 = 6.8, 13.6, 17, 68 \); and \( ka = 10.0 \) with \( k\rho_0 = 100, 200, 500 \). Some of their results are displayed in Fig. 2.18.

Fig. 2.18. Far scattered field amplitude (product of \( k\rho_0 \) and modulus of summation over \( n \) in eq. (2.72)) for electric line source and (a) \( ka = 1.0 \), (b) \( ka = 3.4 \) (ZITRON and DAVIS [1963]).
2.3.1.2. LOW FREQUENCY APPROXIMATIONS

For an electric line source parallel to the z-axis and located at \((\rho_0, \phi_0 = 0)\), such that

\[ E^1 = iH_0^{(1)}(kR), \]  

low frequency expansions are trivially obtained from the exact solution. In particular, in the far field \((\rho \to \infty)\):

\[ P \sim \frac{\frac{4\pi}{\gamma + \log \{ka/(2i)\}}}{} \]

where \(\gamma = 0.5772157 \ldots\) is Euler's constant; if, also, \(\kappa \rho_0 \ll 1\):

\[ P \sim -\frac{\gamma + \log \{\kappa \rho_0/(2i)\}}{\gamma + \log \{ka/(2i)\}}. \]

2.3.1.3. HIGH FREQUENCY APPROXIMATIONS

For an electric line source parallel to the z-axis and located at \((\rho_0, \phi_0 = 0)\), such that

\[ E^1 = iH_0^{(1)}(kR), \]

high frequency approximations may be obtained by Watson-type transformations of the exact series solution (Franz [1954]). The total electric field at a point \((\rho, \phi)\) is:

\[ E_z + E_r = \frac{1}{2} \int_C \left[ H_1^{(2)}(k\rho_0) - \frac{H_1^{(2)}(ka)}{H_1^{(1)}(ka)} H_1^{(1)}(k\rho) \right] e^{i\psi} \, dv + \]

\[ + \frac{4\pi e^{i\psi}}{\gamma + \log \{ka/(2i)\}} \sum_n C_n H_1^{(1)}(k\rho_0) H_1^{(1)}(kp) \exp \left[ iv_n(2\pi - \psi) \right] + \exp \left[ iv_n(2\pi + \psi) \right] \]

\[ \frac{1 - \exp (2i\pi v_n)}{1 - \exp (2i\pi \kappa \rho_0)} \]  

(2.77)

where \(C_n\) and \(v_n\) are given by eqs. (2.17) and (2.11), respectively, and the contour \(C\) of integration runs from minus infinity to plus infinity just above the real \(v\)-axis. Equation (2.77) is valid for all \(|\psi| < \pi\), but in the shadow region, a more rapidly convergent expression is:

\[ E_z + E_r \sim \frac{1}{2} \int_C \left[ H_1^{(2)}(k\rho_0) - \frac{H_1^{(2)}(ka)}{H_1^{(1)}(ka)} H_1^{(1)}(k\rho) \right] e^{i\psi} \, dv + \]

\[ + \frac{4\pi e^{i\psi}}{\gamma + \log \{ka/(2i)\}} \sum_n C_n H_1^{(1)}(k\rho_0) H_1^{(1)}(kp) \exp (iv_n\phi) + \exp (iv_n(2\pi - \phi)) \]

\[ \frac{1 - \exp (2i\pi v_n)}{1 - \exp (2i\pi \kappa \rho_0)} \]  

(2.78)

On the illuminated portion of the surface \(\rho = a\):

\[ H_1^{(1)} + H_2^{(1)} \sim \frac{2\gamma}{\pi ka} \int_C \frac{H_1^{(1)}(k\rho_0)}{H_1^{(1)}(ka)} e^{i\psi} \, dv + \]

\[ + \frac{m^{-1} Y e^{i\psi}}{\gamma + \log \{ka/(2i)\}} \sum_n D_n H_1^{(1)}(k\rho_0) \exp (iv_n(2\pi - \psi)) + \exp (iv_n(2\pi + \psi)) \]

\[ \frac{1 - \exp (2i\pi v_n)}{1 - \exp (2i\pi \kappa \rho_0)} \]  

(2.79)

where \(D_n\) is given by eq. (2.23), and on the shadowed portion,

\[ H_1^{(1)} + H_2^{(1)} \sim m^{-1} Y e^{i\psi} \sum_n D_n H_1^{(1)}(k\rho_0) \exp (iv_n\phi) + \exp (iv_n(2\pi - \phi)) \]

\[ \frac{1 - \exp (2i\pi v_n)}{1 - \exp (2i\pi \kappa \rho_0)} \]  

(2.80)
A less refined approximation, in which only the physical optics surface field is retained, is:

\[(H_1^+ + H_1^-)_{p.o.} = -2iYH_1^{(1)}(kR_1) \frac{a - \rho_0 \cos \phi}{R_1} \]  \hspace{1cm} (2.81)

with

\[R_1 = (\rho_0^2 + a^2 - 2a\rho_0 \cos \phi)^{\frac{1}{2}}, \]  \hspace{1cm} (2.82)
on the illuminated portion of the surface \( \rho = a \), and \((H_1^+ + H_1^-)_{p.o.} = 0 \) on the shadowed portion.

In the far field \((\rho \to \infty)\) and in the illuminated region:

\[E_1 + E_2 \sim \frac{\exp(i(k\rho - \frac{1}{2}i\pi))}{\sqrt{(2\pi k\rho)}} \left\{ \sum_n C_nH_n^{(1)}(k\rho_0) \exp \left[ iv_n(\frac{3\pi}{2} - \psi) \right] + \exp \left[ iv_n(\frac{3\pi}{2} + \psi) \right] \right\} , \] \hspace{1cm} (2.83)

whereas in the shadowed region:

\[E_1 + E_2 \sim \frac{\exp(i(k\rho + \frac{1}{2}i\pi))}{\sqrt{(2\pi k\rho)}} \left\{ \sum_n C_nH_n^{(1)}(k\rho_0) \exp \left[ iv_n(\phi - \frac{1}{2}i\pi) \right] + \exp \left[ iv_n(\phi - \frac{1}{2}i\pi) \right] \right\} . \] \hspace{1cm} (2.84)

If the line source is located at a large distance from the surface \((\rho_0 \gg a)\), the following approximation may be introduced in the preceding formulae of this section:

\[H_v^{(1,2)}(k\rho_0) \sim \sqrt{\frac{2}{\pi k\rho_0}} \exp \left[ \pm i(k\rho_0 - \frac{1}{2}i\pi - \frac{1}{4}\pi) \right] \left[ 1 \pm i \frac{4\rho_0^2 - 1}{8k\rho_0} + O((k\rho_0)^{-2}) \right] . \] \hspace{1cm} (2.85)

If the line source is on the surface \((\rho_0 = a)\), the field is identically zero everywhere.

2.3.2. \( H \)-polarization

2.3.2.1. EXACT SOLUTIONS

For a magnetic line source parallel to the axis \( z \) of the cylinder and located at \((\rho_0, \phi_0 = 0)\), such that

\[H^i = 2H_0^{(1)}(kR), \]  \hspace{1cm} (2.86)

the total magnetic field is

\[H_z^i + H_z^r = \sum_{n=0}^{\infty} \varepsilon_n \left[ J_n(k\rho) - \frac{J'_n(ka)}{H_n^{(1)}(ka)} H_n^{(1)}(k\rho) \cos n\phi \right] H_n^{(1)}(k\rho) \cos n\phi. \] \hspace{1cm} (2.87)

On the surface \( \rho = a \):

\[H_z^i + H_z^r = \frac{2i}{\pi ka} \sum_{n=0}^{\infty} \varepsilon_n \frac{H_n^{(1)}(k\rho)}{H_n^{(1)}(ka)} \cos n\phi, \] \hspace{1cm} (2.88)
whereas in the far field ($\rho \rightarrow \infty$):

$$H_2^* + H_2^* = \sqrt{\frac{2}{\pi \rho}} \exp \left( i \rho - \frac{1}{2}i\pi \right)$$

$$\times \left[ \exp \left( -i \rho \cos \phi \right) - \sum_{n=0}^{\infty} \epsilon_n (-i)^n \frac{J_n(ka)}{H_n^{(1)'}(ka)} H_n^{(1)}(kr) \cos n\phi \right]. \quad (2.89)$$

If the line source is on the surface ($\rho_0 = a$):

$$H_1^* + H_1^* = 2i \frac{\epsilon_n}{\pi a} \int \frac{\exp \left( i \rho - \frac{1}{2}i\pi \right)}{\rho} \sum_{n=0}^{\infty} \frac{(-i)^n}{H_n^{(1)'}(ka)} H_n(ka) \cos n\phi, \quad (2.90)$$

and in the far field ($\rho \rightarrow \infty$):

$$H_1^* + H_1^* = \frac{2i}{\pi ka} \int \frac{\exp \left( i \rho - \frac{1}{2}i\pi \right)}{\rho} \sum_{n=0}^{\infty} \frac{(-i)^n}{H_n^{(1)'}(ka)} H_n(ka) \cos n\phi. \quad (2.91)$$

Zitron and Davis [1963] have computed a quantity proportional to the amplitude of the summation over $n$ in eq. (2.89), as a function of $\phi$ and for $ka = 1.0$ with $kr_0 = 2, 5, 10, 20$; $ka = 3.4$ with $kr_0 = 6.8, 13.6, 17, 68$; and $ka = 10.0$ with $kr_0 = 100, 200, 500$. Some of their results are displayed in Fig. 2.19. A diagram of the far field amplitude as a function of $\phi$ for $ka = 3.4$ and $kr_0 = 6.8, 10, 50$ has been given by Faran [1953]. Shenderov [1961] has plotted amplitudes of both scattered and total far fields as functions of $\phi$ for $ka = 2, 6, 10$ and $kr_0 = 1.2a$, and has compared

Fig. 2.19. Far scattered field amplitude (product of $\sqrt{\rho}$ $kr_0$ and modulus of summation over $n$ in eq. (2.89)) for magnetic line source and (a) $ka = 1.0$, (b) $ka = 3.4$ (Zitron and Davis [1963]).
numerical and experimental diagrams of the amplitude of the total far field for $ka = 6$, $10$ and $r_0 = 5.2a$.

2.3.2. LOW FREQUENCY APPROXIMATIONS

For a magnetic line source parallel to the $z$-axis and located at $(r_0, \phi_0 = 0)$, such that

$$H^i = 2H_0^{(1)}(kr),$$

(2.92)

low frequency expansions are trivially obtained from the exact solution. In particular, in the far field ($r \to \infty$):

$$P \sim -\frac{1}{2}(ka)^2[H_0^{(1)}(kr_0) + 2iH_1^{(1)}(kr_0) \cos \phi],$$

(2.93)

if, also, $kr_0 \ll 1$:

$$P \sim \frac{1}{2}(ka)^2 \left[ \frac{2}{i} + \log \left( \frac{kr_0}{2i} \right) \right],$$

(2.94)

which is independent of $\phi$.

2.3.2.3. HIGH FREQUENCY APPROXIMATIONS

For a magnetic line source parallel to the $z$-axis and located at $(r_0, \phi_0 = 0)$, such that

$$H^i = 2H_0^{(1)}(kr),$$

(2.95)

high frequency approximations may be obtained by Watson-type transformations of the exact series solution (Franz [1954]). The total magnetic field at a point $(r, \phi)$ is:

$$H_+^i + H_-^i \sim \frac{1}{2} \int_C \left[ H_0^{(2)}(kr_0) - \frac{H_0^{(1)}(ka)}{H_0^{(1)}(ka)} H_+^{(1)}(kr_0) \right] e^{iv} dv +$$

$$+ \frac{1}{2} m e^{i\chi} \sum_n \tilde{C}_n H_0^{(1)}(kr_0) H_0^{(1)}(kr) \frac{\exp \left[ i\tilde{v}_n(2\pi - \psi) \right] + \exp \left[ i\tilde{v}_n(2\pi + \psi) \right]}{1 - \exp(2i\tilde{v}_n)}.$$

(2.96)

where $\tilde{C}_n$ and $\tilde{v}_n$ are given by eqs. (2.62) and (2.55), respectively, and the contour C of integration runs from minus infinity to plus infinity just above the real v-axis. Equation (2.96) is valid for all $|\psi| < \pi$, but in the shadow region, a more rapidly convergent expression is:

$$H_+^i + H_-^i \sim \frac{1}{2} m e^{i\chi} \sum_n \tilde{C}_n H_0^{(1)}(kr_0) H_0^{(1)}(kr) \frac{\exp \left( i\tilde{v}_n \phi \right) + \exp \left[ i\tilde{v}_n(2\pi - \phi) \right]}{1 - \exp(2i\tilde{v}_n)}.$$

(2.97)

In particular, if the source is located on the surface $(r_0 = a)$:

$$H_+^i + H_-^i \sim \sum_n \tilde{D}_n H_0^{(1)}(kr) \frac{\exp \left( i\tilde{v}_n \phi \right) + \exp \left[ i\tilde{v}_n(2\pi - \phi) \right]}{1 - \exp(2i\tilde{v}_n)}.$$

(2.98)

where $\tilde{D}_n$ is given by eq. (2.56) (see also the literature on axial slots, e.g. Sensiper [1957], Wait [1959], Hasserjian and Ishimaru [1962]).
On the illuminated portion of the surface $\rho = a$:

$$H_x^1 + H_z^1 \sim \frac{2i}{\pi \kappa a} \int_C \frac{H_x^{(1)}(kr)}{H_z^{(1)}(ka)} e^{iv} dv + \sum_n D_n H_x^{(1)}(kr) \frac{\exp [i\tilde{v}_n(2\pi - \psi)] + \exp [i\tilde{v}_n(2\pi + \psi)]}{1 - \exp (2i\pi \tilde{v}_n)}.$$  \hspace{1cm} (2.98)

and on the shadowed portion:

$$H_x^1 + H_z^1 \sim \sum_n D_n H_x^{(1)}(kr) \frac{\exp (i\tilde{v}_n \phi) + \exp [i\tilde{v}_n(2\pi - \phi)]}{1 - \exp (2i\pi \tilde{v}_n)}.$$  \hspace{1cm} (2.99)

In particular, if also the source is on the surface ($\rho = \rho_0 = a$):

$$H_x^1 + H_z^1 \sim \frac{2}{m} e^{-iv} \sum_n E_n \frac{\exp (i\tilde{v}_n \phi) + \exp [i\tilde{v}_n(2\pi - \phi)]}{1 - \exp (2i\pi \tilde{v}_n)},$$  \hspace{1cm} (2.100)

where:

$$E_n \sim \beta_n^{-1} \left[ 1 - e^{i\pi n} \left( \beta_n + \beta_n^{-2} \right) m^{-2} - e^{-i\pi n} \left( \beta_n^{-4} + \frac{4}{3} \beta_n^{-2} + \frac{1}{3} \beta_n^{-6} \right) m^{-4} + \cdots \right].$$  \hspace{1cm} (2.101)

A less refined approximation, in which only the physical optics surface field is retained, is:

$$(H_x^1 + H_z^1)_{p.o.} = 2H_0^{(1)}(kR_1)$$  \hspace{1cm} (2.102)

with $R_1$ given by eq. (2.82), on the illuminated portion of the surface $\rho = a$, and $(H_x^1 + H_z^1)_{p.o.} = 0$ on the shadowed portion.

In the far field ($\rho \to \infty$) and in the illuminated region:

$$H_x^1 + H_z^1 \sim \frac{\exp (ik\rho - \frac{1}{2}i\pi)}{\sqrt(2\pi\kappa\rho)} \left[ \int_C \left( H_x^{(2)}(kr) - H_x^{(1)}(ka) \right) \exp \{iv(\psi - \frac{1}{2}\pi)\} dv + m e^{i\pi n} \sum_n C_n H_x^{(1)}(kr) \frac{\exp [i\tilde{v}_n(\frac{1}{2}\pi - \psi)] + \exp [i\tilde{v}_n(\frac{1}{2}\pi + \psi)]}{1 - \exp (2i\pi \tilde{v}_n)} \right],$$  \hspace{1cm} (2.103)

whereas in the shadowed region:

$$H_x^1 + H_z^1 \sim \frac{\exp (ik\rho + \frac{1}{2}i\pi)}{\sqrt(2\pi\kappa\rho)} m \sum_n C_n H_x^{(1)}(kr) \frac{\exp [i\tilde{v}_n(\phi - \frac{1}{2}\pi)] + \exp [i\tilde{v}_n(\frac{1}{2}\pi - \phi)]}{1 - \exp (2i\pi \tilde{v}_n)}.$$  \hspace{1cm} (2.104)

In particular, if the source is on the surface ($\rho_0 = a$):

$$H_x^1 + H_z^1 \sim \frac{\sqrt{2}}{\pi \kappa \rho} \exp (ik\rho - \frac{1}{2}i\pi) \left[ \frac{2i}{\pi \kappa a} \int_C \frac{\exp \{iv(\psi - \frac{1}{2}\pi)\}}{H_z^{(1)}(ka)} dv + \sum_n D_n \exp [i\tilde{v}_n(\frac{1}{2}\pi - \psi)] + \exp [i\tilde{v}_n(\frac{1}{2}\pi + \psi)] \right].$$  \hspace{1cm} (2.105)
2.4. Dipole sources

2.4.1. Electric dipoles

2.4.1.1. Exact solutions

For an arbitrarily oriented electric dipole located at \( r_0 \equiv (\rho_0, \phi_0, z_0) \) with moment \((4\pi/\lambda)\hat{\epsilon}\), the total electric field is:

\[
E'(r) + E'(r) = 4\pi k \mathcal{G}_e(r|r_0) \cdot \hat{e},
\]

where \( \mathcal{G}_e(r|r_0) \) is the electric dyadic Green’s function for the circular cylinder (Tal [1954]):

\[
\mathcal{G}_e(r|r_0) = \frac{i}{8\pi} \int_{-\infty}^{\infty} dt \sum_{n=-\infty}^{\infty} \frac{\epsilon_n}{k^2 - t^2} \left\{ M_{en}^{(2)}(t, r)[M_{en}^{(1)}(-t, r_0) + a_n M_{en}^{(3)}(-t, r_0)] + 
+ M_{en}^{(3)}(t, r)[M_{en}^{(1)}(-t, r_0) + a_n M_{en}^{(3)}(-t, r_0)] + 
+ N_{en}^{(1)}(t, r_0) + b_n N_{en}^{(3)}(-t, r_0) + 
+ N_{en}^{(3)}(t, r)[N_{en}^{(1)}(-t, r_0) + b_n N_{en}^{(3)}(-t, r_0)], \quad \text{for } \rho > \rho_0, \quad (2.108)
\]

\[
\mathcal{G}_e(r|r_0) = \frac{i}{8\pi} \int_{-\infty}^{\infty} dt \sum_{n=-\infty}^{\infty} \frac{\epsilon_n}{k^2 - t^2} \left\{ [M_{en}^{(1)}(t, r) + a_n M_{en}^{(3)}(t, r)]M_{en}^{(3)}(-t, r_0) + 
+ [M_{en}^{(1)}(t, r) + a_n M_{en}^{(3)}(t, r)]M_{en}^{(3)}(-t, r_0) + 
+ [N_{en}^{(1)}(t, r_0) + b_n N_{en}^{(3)}(t, r)]N_{en}^{(3)}(-t, r_0) + 
+ [N_{en}^{(1)}(t, r) + b_n N_{en}^{(3)}(t, r)]N_{en}^{(3)}(-t, r_0)], \quad \text{for } \rho < \rho_0, \quad (2.109)
\]

with

\[
a_n = - \frac{J_n(a_\sqrt{(k^2 - t^2)})}{H_n^{(1)}(a \sqrt{(k^2 - t^2)})}, \quad b_n = - \frac{J_n(a_\sqrt{(k^2 - t^2)})}{H_n^{(1)}(a \sqrt{(k^2 - t^2)})},
\]

\[
M_{en}^{(2)}(t, r) = e^{i\mu t} \left[ \frac{-i}{\rho} J_n'(a_\sqrt{(k^2 - t^2)}) \sin \phi \hat{\rho} + \frac{i}{\rho} J_n'(a_\sqrt{(k^2 - t^2)}) \cos \phi \hat{\phi} \right],
\]

\[
M_{en}^{(3)}(t, r) = \epsilon e^{i\mu t} \left[ \frac{-i}{\rho} J_n'(a_\sqrt{(k^2 - t^2)}) \sin \phi \hat{\rho} - \frac{i}{\rho} J_n'(a_\sqrt{(k^2 - t^2)}) \cos \phi \hat{\phi} \right].
\]

(2.111)
\( N_{1/0}^{(j)}(t, r) = \frac{1}{k} e^{i
u z} \left[ \int_{-\infty}^{\infty} \frac{dZ_{2}^{(j)}(\nu \sqrt{(k^2 - t^2)})}{\partial \rho} \cos \frac{n \phi}{\rho} + \frac{\int_{-\infty}^{\infty} Z_{2}^{(j)}(\nu \sqrt{(k^2 - t^2)})}{\cos \frac{n \phi}{\rho}} \sin \right] + (k^2 - t^2)Z_{2}^{(j)}(\nu \sqrt{(k^2 - t^2)}) \cos \frac{n \phi}{\rho} \], \quad (2.112)

\[ j = 1, 3 \] and \( Z_{3}^{(j)}(x) = J_{n}(x), Z_{5}^{(j)}(x) = H_{n}^{(j)}(x) \).

For a longitudinal electric dipole at \((\rho_0, \phi_0 = 0, z_0 = 0)\) with moment \(4\pi \rho_0 z\), corresponding to an incident electric Hertz vector \((e^{i\nu r}/k)z\), such that \((\text{EINARSSON et al. [1966]})\):

\[ E_{\rho} = -k^2 e^{i\nu r}/kR \left( 1 + \frac{3}{kR} - \frac{3}{k^2 R^2} \right) \rho (\rho - \rho_0 \cos \phi), \]
\[ E_{\phi} = -k^2 e^{i\nu r}/kR \left( 1 + \frac{3}{kR} - \frac{3}{k^2 R^2} \right) \rho_0 \sin \phi, \]
\[ E_{z} = k^2 e^{i\nu r}/kR \left[ \rho^2 \left( 1 + \frac{\rho_0^2}{\rho^2} - 2 \frac{\rho_0}{\rho} \cos \phi \right) + \frac{i}{kR} \left( 1 + \frac{i}{kR} \right) \left( 1 - \frac{3z^2}{R^2} \right) \right], \quad (2.113) \]
\[ H_{\rho} = k^2 Y e^{i\nu r}/kR \left( 1 + \frac{i}{kR} \right) \rho_0 \sin \phi, \]
\[ H_{\phi} = -k^2 Y e^{i\nu r}/kR \left( 1 + \frac{i}{kR} \right) \rho - \rho_0 \cos \phi, \]
\[ H_{z} = 0. \]

The total electromagnetic field components can be derived from the total electric Hertz vector \((\text{OBERHETTINGER [1943]; WAIT [1959]})\):

\[ \mathbf{\Pi} = \mathbf{\Pi} e^{i\nu z} = \frac{i}{2k} \sum_{n=0}^{\infty} a_n \cos \left( n \frac{\nu}{\rho} \right) \int_{-\infty}^{\infty} H_{n}^{(j)}(\nu \sqrt{(k^2 - t^2)}) \times \left[ J_{n}(\nu \sqrt{(k^2 - t^2)}) - J_{n}(a \sqrt{(k^2 - t^2)}), H_{n}^{(j)}(\nu \sqrt{(k^2 - t^2)}) \right] e^{i\nu z} dt \quad (2.114) \]

by the relations:

\[ E_{\rho} = \frac{\partial^2 \Pi_{\rho}}{\partial \rho \partial z}, \quad E_{\phi} = \frac{1}{\rho} \frac{\partial^2 \Pi_{\phi}}{\partial \phi \partial z}, \quad E_{z} = \left( \frac{\partial^2}{\partial z^2} + k^2 \right) \Pi_{\rho}, \]
\[ H_{\rho} = - \frac{i k Y}{\rho} \frac{\partial \Pi_{\rho}}{\partial \phi}, \quad H_{\phi} = i k Y \frac{\partial \Pi_{\phi}}{\partial \rho}, \quad H_{z} = 0. \quad (2.115) \]

On the surface \(\rho = a:\)

\[ H_{\rho}^{(j)} + H_{\phi}^{(j)} = \frac{i Y}{\pi a} \sum_{n=0}^{\infty} a_n \cos \left( n \frac{\nu}{\rho_0} \right) \int_{-\infty}^{\infty} H_{n}^{(j)}(\rho_0 \sqrt{(k^2 - t^2)}) e^{i\nu z} dt \quad (2.116) \]
In the far field \((\rho \to \infty)\):

\[
E_\phi + E_\phi = -\frac{e^{ik\rho}}{kr} k^2 \sin \theta \left[ \exp \left(-\frac{i\rho_0 \sin \phi \cos \theta}{\rho_0} \right) - \sum_{n=0}^{\infty} e_n (-i)^n \frac{J_n(ka \sin \theta)}{H_n^{(1)}(ka \sin \theta)} H_n^{(1)}(k\rho_0 \sin \theta) \cos n\phi \right], \tag{2.117}
\]

\[
E_\phi + E_\phi = 0. \tag{2.118}
\]

where the spherical polar coordinates \((r, \theta, \phi)\) are shown in Fig. 2.1. A quantity proportional to the amplitude of the summation in eq. (2.117) has been plotted as a function of \(\phi\) and for \(\theta = \frac{\pi}{2}\) by LUCKE [1951] for \(ka = 0.5\) and \(k\rho_0 = 1.5\), by CARTER [1943] for \(\rho_0 = 0.24\lambda\) with \(a/\lambda = 0.0016, 0.16, 0.24, 0.318, 0.8\), and \(\rho_0 = 0.878\lambda\) with \(a/\lambda = 0.383\), and by OBERHETTINGER [1943] for \(a = \lambda\) and \(\rho_0/\lambda = \frac{1}{4}, \frac{3}{4}, 1\).

If the longitudinal dipole is on the surface \((\rho_0 = a)\), the field is identically zero everywhere.

For a circumferential dipole at \((\rho_0, \phi_0 = 0, z_0 = 0)\) with moment \((4\pi e/\mu)\hat{y}\), the far field \((\rho \to \infty)\) in the plane \(z = 0\) is:

\[
E_\phi + E_\phi = -k^2 \frac{e^{ik\rho}}{k\rho} \cos \phi \exp(-ik\rho_0 \cos \phi) - \sum_{n=0}^{\infty} e_n (-i)^n \frac{J_n^{(1)}(ka)}{H_n^{(1)}(ka)} H_n^{(1)}(k\rho_0 \sin \theta) \cos n\phi. \tag{2.119}
\]

\[
E_\phi + E_\phi = 0. \tag{2.120}
\]

If the circumferential dipole is on the surface \((\rho_0 = a)\), the field is identically zero everywhere. CARTER [1943] has plotted a quantity proportional to the amplitude of the far field of eq. (2.119) as a function of \(\phi\) for \(a = 0.16\lambda\) and \(\rho_0 = 0.24\lambda\).

For a radial dipole at \((\rho_0, \phi_0 = 0, z_0 = 0)\) with moment \((4\pi e/\mu)\hat{z}\), the far field \((\rho \to \infty)\) in the plane \(z = 0\) is:

\[
E_\phi + E_\phi = 0. \tag{2.121}
\]

\[
E_\phi + E_\phi = -k^2 \frac{e^{ik\rho}}{k\rho} \cos \phi \exp(-ik\rho_0 \cos \phi) - 2 \sum_{n=1}^{\infty} (-i)^{n-1} \frac{J_n^{(1)}(ka)}{H_n^{(1)}(ka)} n H_n^{(1)}(k\rho_0 \sin \theta) \cos n\phi. \tag{2.122}
\]

and, in particular, if the dipole is on the surface \((\rho_0 = a)\):

\[
E_\phi + E_\phi = \frac{4}{\pi a^2} \frac{e^{ik\rho}}{k\rho} \sum_{n=1}^{\infty} n(-i)^n H_n^{(1)}(ka) \cos n\phi. \tag{2.123}
\]

WAITE and OKASHIMO [1956] have computed a quantity proportional to the amplitude of the far field of eq. (2.123) as a function of \(\phi\) for five values of \(ka\), and have compared it with the experimental values of BAIN [1953]; these results are shown in Fig. 2.20.
Fig. 2.20. Shape of the far field amplitude $|E_{i}^{r} / E_{o}^{r}|$ in the azimuthal plane $z = 0$, for a radial electric dipole at $(r_0 - a, \phi_0 = 0, z_0 = 0)$ and (a) $a/\lambda = 0.0315$, (b) $a/\lambda = 0.125$, (c) $a/\lambda = 0.335$, (d) $a/\lambda = 0.915$, (e) $a/\lambda = 1.54$ (— numerical (Wait and Okashimo [1956]), — experimental (Bain [1953])).
2.4 DIPOLE SOURCES

Levis [1959] has published numerical tables of the real part, imaginary part and amplitude of the two components of the far electric field as functions of $\theta$ and $\phi$ for the case of a radial dipole on the surface of the cylinder and for $a/\lambda = 0.05(0.05) 0.50$; some of his results have been plotted for comparison with experimental data (Levis [1959; 1960]).

The far field in the plane $z = 0$ due to an arbitrarily oriented electric dipole at $(\rho_0, \phi_0 = 0, z_0 = 0)$ can be easily derived from eqs. (2.117) to (2.122).

2.4.1.2. LOW FREQUENCY APPROXIMATIONS

No specific results are available; however, low frequency approximations for the far field can be easily derived from the exact results of the preceding section.

2.4.1.3. HIGH FREQUENCY APPROXIMATIONS

No specific results are available.

2.4.2. Magnetic dipoles

2.4.2.1. EXACT SOLUTIONS

For an arbitrarily oriented magnetic dipole located at $r_0 \equiv (\rho_0 \geq a, \phi_0, z_0)$ with moment $(4\pi/k)\varepsilon$, the total magnetic field is:

$$H^i(r) + H^i(r) = 4\pi k \mathcal{G}_m(r) \cdot \varepsilon,$$  \hspace{1cm} (2.124)

where $\mathcal{G}_m(r)$ is the magnetic dyadic Green's function for the circular cylinder, which is related to the electric dyadic Green's function of eqs. (2.108) and (2.109) by (Tai [1954]):

$$\mathcal{G}_m(r) = \frac{1}{k^2} \nabla \wedge \{[\nabla \wedge \mathcal{G}_e(r)]^T\};$$  \hspace{1cm} (2.125)

here $\nabla \wedge$ operates on $r_0$, and $T$ indicates the transposed matrix.

For a longitudinal magnetic dipole at $(\rho_0, \phi_0 = 0, z_0 = 0)$ with moment $(4\pi/k)\varepsilon$, corresponding to an incident magnetic Hertz vector $(e^{ikR}/k)(\varepsilon)$, such that (Einarsson et al. [1966]):

$$H^i_\rho = -k^2 \varepsilon^{ikR} \left(1 + \frac{3i}{kR} - \frac{3}{k^2 R^2} \right) \frac{z(\rho - \rho_0 \cos \phi)}{R^2},$$

$$H^i_\phi = -k^2 \varepsilon^{ikR} \left(1 + \frac{3i}{kR} - \frac{3}{k^2 R^2} \right) \frac{\rho_0 \rho \sin \phi}{R^2},$$

$$H^i_z = k^2 \varepsilon^{ikR} \left[\frac{\rho^2}{R^2} \left(1 + \frac{\rho_0^2}{\rho^2} - 2 \frac{\rho_0}{\rho} \cos \phi \right) + \frac{i}{kR} \left(1 + \frac{i}{kR} \frac{1 - 3z^2}{R^2} \right) \right],$$

$$E^i_\rho = -k^2 Z \varepsilon^{ikR} \left(1 + \frac{i}{kR} \right) \frac{\rho_0 \rho \sin \phi}{R},$$

$$E^i_\phi = k^2 Z \varepsilon^{ikR} \left(1 + \frac{i}{kR} \right) \frac{\rho - \rho_0 \cos \phi}{R},$$

$$E^i_z = 0.$$
the total electromagnetic field components can be derived from the total magnetic Hertz vector (Wait [1959])

\[
P_m = \Pi_m \hat{z} = \frac{1}{2k} \sum_{n=0}^{\infty} e_n \cos(n\phi) \int_{-\infty}^{\infty} H_n^{(1)}(\rho_0 \sqrt{(k^2 - r^2)})
\]

\[
\times \left[ J_n(\rho_0 \sqrt{(k^2 - r^2)}) - \frac{H_n^{(1)}(\rho_0 \sqrt{(k^2 - r^2)})}{H_n^{(1)}(a \sqrt{(k^2 - r^2)})} \right] e^{iuz} dt
\]

(2.127)

by the relations:

\[
H_\rho = \frac{\partial^2 \Pi_m}{\partial \rho \partial z}, \quad H_\phi = \frac{1}{\rho} \frac{\partial^2 \Pi_m}{\partial \phi \partial z}, \quad H_z = \left( \frac{\partial^2}{\partial z^2} + k^2 \right) \Pi_m,
\]

\[
E_\rho = \frac{ikZ}{\rho} \frac{\partial \Pi_m}{\partial \phi}, \quad E_\phi = -ikZ \frac{\partial \Pi_m}{\partial \rho}, \quad E_z = 0.
\]

(2.128)

On the surface \( \rho = a \):

\[
H_\phi^0 + H_\rho^0 = \frac{2i}{\pi k a} \sum_{n=1}^{\infty} n \sin(n\phi) \int_{-\infty}^{\infty} H_n^{(1)}(a \sqrt{(k^2 - r^2)}) \frac{te^{iuz}}{\sqrt{(k^2 - r^2)}} dt,
\]

\[
H_z^0 + H_z^0 = -\frac{1}{\pi k a} \sum_{n=0}^{\infty} e_n \cos(n\phi) \int_{-\infty}^{\infty} H_n^{(1)}(a \sqrt{(k^2 - r^2)}) \frac{te^{iuz}}{\sqrt{(k^2 - r^2)}} dt.
\]

(2.129)

(2.130)

In the far field (\( \rho \to \infty \)):

\[
E_\phi + E_\phi^0 = \frac{e^{i\rho_0}}{kr} k^2 Z \sin \theta \left[ \exp(-i\rho_0 \sin \theta \cos \phi) - \sum_{n=0}^{\infty} e_n (-i)^n \frac{J_n(ka \sin \theta)}{H_n^{(1)}(ka \sin \theta)} \frac{H_n^{(1)}(a \rho_0 \sin \theta \cos \phi)}{H_n^{(1)}(ka \sin \theta)} \right].
\]

(2.131)

If the longitudinal dipole is on the surface (\( \rho_0 = a \)):

\[
\Pi_m = -\frac{1}{\pi k a} \sum_{n=0}^{\infty} e_n \cos(n\phi) \int_{-\infty}^{\infty} H_n^{(1)}(a \sqrt{(k^2 - r^2)}) \frac{e^{iuz}}{\sqrt{(k^2 - r^2)}} dt,
\]

(2.132)

and, in particular, in the far field (\( \rho \to \infty \)):

\[
E_\phi + E_\phi^0 = \frac{e^{i\rho_0}}{kr} 2ik^2 Z \sum_{n=0}^{\infty} e_n (-i)^n \frac{(-i)^n}{\pi k a} \frac{H_n^{(1)}(ka \sin \theta \cos \phi)}{H_n^{(1)}(ka \sin \theta)}.\]

(2.133)

A longitudinal magnetic dipole at \( \rho_0 = a \) is equivalent to a narrow axial slot (see, for example, Wait [1959]).

Apart from the general formulation of eq. (2.124), no specific results are available for circumferential and radial magnetic dipoles.

2.4.2. LOW FREQUENCY APPROXIMATIONS

No specific results are available; however, low frequency approximations for the far field can be easily derived from the exact results of the preceding section.
2.5. Point sources

2.5.1. Acoustically soft cylinder

2.5.1.1. Exact solutions

For a point source at \((\rho_0, \phi_0 = 0, z_0 = 0)\), such that

\[ V^i = \frac{e^{ikR}}{kR}, \]  

then

\[ V^i + V^s = \frac{1}{2k} \sum_{n=0}^{\infty} e_n \cos(n\phi) \int_{-\infty}^{\infty} \left[ J_n(\rho_0 \sqrt{(k^2 - l^2)}) - J_n(a \sqrt{(k^2 - l^2)}) \right] H^{(1)}_n(\rho_0 \sqrt{(k^2 - l^2)}) H^{(1)}_n(a \sqrt{(k^2 - l^2)}) e^{ilt} dt. \]  

On the surface \(\rho = a\):

\[ \frac{\partial}{\partial \rho} (V^i + V^s) = \frac{1}{\pi ka} \sum_{n=0}^{\infty} e_n \cos(n\phi) \int_{-\infty}^{\infty} \frac{H^{(1)}_n(\rho_0 \sqrt{(k^2 - l^2)})}{H^{(1)}_n(a \sqrt{(k^2 - l^2)})} e^{ilt} dt. \]  

In the far field \((\rho \to \infty)\):

\[ V^i + V^s = \frac{e^{ikr}}{kr} \left[ \exp(-ik\rho_0 \sin \theta \cos \phi) - \sum_{n=0}^{\infty} e_n (-i)^n \frac{J_n(k\rho_0 \sin \theta)}{H^{(1)}_n(k \sin \theta)} \right. \]

\[ \left. \times H^{(1)}_n(k \rho_0 \sin \theta) \cos n\phi \right], \]  

where the spherical polar coordinates \((r, \theta, \phi)\) are shown in Fig. 2.1. If the point source is on the surface \((\rho_0 = a)\), the field is identically zero everywhere.

2.5.1.2. Low frequency approximations

No specific results are available; however, low frequency approximations for the far field can be easily derived from the exact result of eq. (2.137).

2.5.1.3. High frequency approximations

For a point source at \((\rho_0, \phi_0 = 0, z_0 = 0)\), such that

\[ V^i = \frac{e^{ikR}}{kR}, \]  

asymptotic evaluations of the exact solution are not available. The geometrical optics
scattered field at a point \((\rho, \phi < \pi, z)\) located in the illuminated region is:

\[
V_{s,\phi} = -\frac{1}{k} \left\{ \frac{(F^2 + z^2)(1 + \sqrt{G/F})}{1 + \frac{G}{F} + \frac{2G}{a \cos(\phi_1 + \phi)}} \right\} \times 
\exp \left\{ i k \left[ \sqrt{(F^2 + z^2) + \sqrt{G^2 + (z - z_1)^2}} \right] \right\}.
\]

where

\[
\alpha = \arcsin \left( \frac{a \cdot n}{F} \right), \quad (2.140)
\]
\[
z_1 = z(1 + \sqrt{G/F})^{-1}, \quad (2.141)
\]
\[
F = (\rho_0^2 + a^2 - 2a\rho_0 \cos \phi_1)^{\frac{1}{2}}, \quad G = [\rho^2 + a^2 - 2a \cos(\phi_1 - \phi)]^{\frac{1}{2}}, \quad (2.142)
\]

and \(\phi_1\) is that root of

\[
\rho_0 \sin \phi_1 + \frac{\rho}{G} \sin(\phi_1 - \phi) = 0, \quad (2.143)
\]

which is less than \(\frac{1}{2}\pi\).

The geometrical optics field is zero in the shadowed region, i.e. at all points such that

\[
|\psi| > \arccos \frac{a}{\rho_0}, \quad (2.144)
\]
\[
\rho < \rho_0 \left[ \cos \psi + \sqrt{(\rho_0/a)^2 - 1} \right] \sin |\psi|^{-1}. \quad (2.145)
\]

2.5.2. Acoustically hard cylinder

2.5.2.1. EXACT SOLUTIONS

For a point source at \((\rho_0, \phi_0 = 0, z_0 = 0)\), such that

\[
V^i = \frac{e^{ikR}}{kR}, \quad (2.146)
\]

then

\[
V^i + V^s = \frac{1}{2k} \sum_{n=0}^{\infty} e_n \cos(n\phi) \int_{-\infty}^{x} \left[ J_n(\rho_0 \sqrt{(k^2 - t^2)}) - J_n'(a \sqrt{(k^2 - t^2)}) \frac{H^{(1)}_n(\rho_0 \sqrt{(k^2 - t^2)})}{H^{(1)}_n(a \sqrt{(k^2 - t^2)})} \right] H^{(1)}_n(\rho_0 \sqrt{(k^2 - t^2)}) e^{iut} dt. \quad (2.147)
\]

On the surface \(\rho = a:\)

\[
1 + V^s = -\frac{1}{\pi k a} \sum_{n=0}^{\infty} e_n \cos(n\phi) \int_{-\infty}^{x} \frac{H^{(1)}_n(\rho_0 \sqrt{(k^2 - t^2)})}{H^{(1)}_n(a \sqrt{(k^2 - t^2)})} e^{iut} \sqrt{(k^2 - t^2)} dt. \quad (2.148)
\]
In the far field ($\rho \to \infty$):

$$V^i + V^s = \frac{e^{ik\rho}}{kr} \left[ \exp \left\{ -ik\rho \sin \theta \cos \phi \right\} - \sum_{n=0}^{\infty} \epsilon_n (-i)^n \frac{J_n(ka \sin \theta)}{H_n^{(1)'}(ka \sin \theta)} H_n^{(1)}(k\rho \sin \theta) \cos n\phi \right].$$

(2.149)

If the point source is on the surface ($\rho_0 = a$):

$$V^i + V^s = -\frac{1}{\pi ka} \sum_{n=0}^{\infty} \epsilon_n \cos (n\phi) \int_{-\infty}^{\infty} \frac{H_n^{(1)}(\rho \sqrt{(k^2-t^2)})}{H_n^{(1)'}(a \sqrt{(k^2-t^2)})} \frac{e^{ikt}}{\sqrt{(k^2-t^2)}} dt.$$  

(2.150)

and, in particular, in the far field ($\rho \to \infty$):

$$V^i + V^s = \frac{e^{ik\rho}}{kr} \frac{2i}{\pi ka \sin \theta} \sum_{n=0}^{\infty} \epsilon_n (-i)^n \cos n\phi.$$  

(2.151)

2.5.2.2. LOW FREQUENCY APPROXIMATIONS

No specific results are available; however, low frequency approximations for the far field can be easily derived from the exact results of eqs. (2.149) and (2.151).

2.5.2.3. HIGH FREQUENCY APPROXIMATIONS

For a point source at ($\rho_0, \phi_0 = 0, z_0 = 0$), such that

$$V^i = -\frac{e^{ik\rho}}{kr},$$

(2.152)

asymptotic evaluations of the exact solution are not available.

The geometrical optics scattered field at a point ($\rho, \phi < \pi, z$) located in the illuminated region is:

$$V_{s.o.}^\wedge = \frac{1}{k} \left( (F^2+z_1^2) \left( 1+\sqrt{G/F} \right) \left( 1+\frac{G}{F} + \frac{2G}{a \cos (\phi_1+\alpha)} \right) \right)^{-1} \times \exp \{ik[\sqrt{(F^2+z_1^2)}+\sqrt{(G^2+(z-z_1)^2)}] \},$$

(2.153)

where $\alpha, z_1, F, G$ and $\phi_1$ are given by eqs. (2.14w) to (2.143). The geometrical optics field is zero in the shadowed region, i.e. at all points for which the inequalities (2.144) and (2.145) are satisfied.
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The elliptic cylinder is the most general scatterer of bounded cross section for which the exterior boundary-value problem for the two-dimensional wave equation can be solved by separation of variables.

The fat elliptic cylinder is an obvious generalization of the circular cylinder, whereas the thin elliptic cylinder may be used as a model for the strip. In general, the elliptic cylinder is a means for testing approximation techniques applicable to convex cylinders with variable curvature.

3.1. Elliptic cylinder geometry

The elliptic cylindrical coordinates \( (u, v, z) \) shown in Fig. 3.1 are related to the rectangular Cartesian coordinates \( (x, y, z) \) by the transformation

\[
\begin{align*}
x &= \frac{1}{2} d \cosh u \cos v, \\
y &= \frac{1}{2} d \sinh u \sin v, \\
z &= z,
\end{align*}
\]

(3.1)

where \( 0 \leq u < \infty \), \( 0 \leq v < 2\pi \), and \( -\infty < z < \infty \). Instead of \( u \) and \( v \), it is often convenient to use the quantities

\[
\xi = \cosh u, \quad \eta = \cos v,
\]

(3.2)

with \( 1 \leq \xi < \infty \) and \(-1 \leq \eta \leq 1 \). The \( (x, z) \) and \( (y, z) \) planes are planes of symmetry and the surfaces \( \xi = \) constant, \( |\eta| = \) constant and \( z = \) constant are respectively confocal elliptic cylinders of interfocal distance \( d \), eccentricity \( \xi^{-1} \), major axis \( d\xi/(\xi^2-1) \) and minor axis \( d\sqrt{(\xi^2-1)} \); confocal hyperbolic cylinders of two sheets with interfocal distance \( d \), and planes perpendicular to the \( z \) axis.

The scattering body is the elliptic cylinder with surface \( u = u_1 \), and the primary source is a plane wave whose direction of propagation is perpendicular to the axis \( z \) of the cylinder and forms the angle \( \phi_0 \) with the negative \( x \) axis, or a line source parallel to the \( z \) axis and located at \((u_0 \geq u_1, r_0)\), or a point or dipole source located at \((u_0 \geq u_1, r_0, z_0)\). Unless otherwise stated, it is assumed that the coordinates \( x_0 \) and \( r_0 \) of the source are non-negative; thus, in the case of plane wave incidence one has that \( 0 \leq \phi_0 \leq \pi \). The ratio between major and minor axes of the elliptical cross section of the scatterer in a plane \( z = \) constant is equal to \( \xi_1/\sqrt{(\xi_1^2-1)} \); values of
\[ \xi_1 = \cosh u_1 \]

corresponding to a few typical ratios are tabulated in the following:

<table>
<thead>
<tr>
<th>major axis</th>
<th>minor axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>100:1</td>
<td>1.0000500</td>
</tr>
<tr>
<td>10:1</td>
<td>1.0050378</td>
</tr>
<tr>
<td>5:1</td>
<td>1.0206207</td>
</tr>
<tr>
<td>2:1</td>
<td>1.1547005</td>
</tr>
</tbody>
</table>

The definitions and notation for the Mathieu functions are those of Stratton [1941]. Thus, the even and odd radial functions of the first, second and third kinds are indicated by \( R_{0}^{(j)}(e, \xi) \), where \( j = 1, 2 \) and \( 3 \) respectively, whereas the symbols \( S_{e}^{(m)}(c, \eta) \) are used for the angular functions; \( m \geq 0 \) is an integer, and \( S_{0}(c, \eta) = 0 \), so that all the terms in the summations over \( m \) of the following sections which contain functions \( S_{0} \) are to be taken equal to zero for \( m = 0 \). The parameter \( e \) is the product of wave number and semi-focal distance: \( e = 1/2kd \). The quantities \( N_{e}^{(l,0)} \) which appear in the following sections are functions of \( m \) and \( c \), and are defined by Stratton [1941]. Numerical tables for Mathieu functions and related quantities with notations which at least partially agree with that adopted in this chapter are given by Stratton et al. [1941], Wiltse and King [1958a, b] and the National Bureau of Standards (1951). A list of numerical tables, and a comparison of notations used by different authors, are given by Blanch [1964]. Recent results on asymptotic expansions are found, for example, in Dingle and Müller [1962], in Müller [1962] and in Sharplis [1967].

Although no precise information on the rapidity of convergence of the infinite eigenfunction series representing the exact solutions seems to be available, it is probable that the series converge at least as rapidly as the corresponding eigenfunction series for a circular cylinder of diameter \( d_{x_1} \).
3.2. Plane wave incidence

3.2.1. E-Polarization

3.2.1.1. Exact Solutions

For a plane wave whose direction of propagation is perpendicular to the z-axis, and forms the angle \( \phi_0 \) with the negative x-axis and the angle \( (\frac{\pi}{2} - \phi_0) \) with the negative y-axis (\( 0 \leq \phi_0 \leq \frac{\pi}{2} \)), such that

\[
E_i = \mathcal{E} \exp \{-i(kx \cos \phi_0 + y \sin \phi_0)\},
\]

\[
H_i = \mathcal{Y}(-\sin \phi_0 \mathcal{E} + \cos \phi_0 \mathcal{Y}) \exp \{-i(kx \cos \phi_0 + y \sin \phi_0)\},
\]

then

\[
E_\xi = -\sqrt{\frac{8\pi}{\kappa}} \sum_{m=0}^{\infty} (-i)^m \left[ \frac{1}{N_m^{(e)}} \frac{R_{m}^{(1)}(c, \xi_1)}{R_{m}^{(3)}(c, \xi_1)} R_{m}^{(3)}(c, \xi) \text{Se}_m(c, \cos \phi_0) \text{Se}_m(c, \eta) + \frac{1}{N_m^{(o)}} \frac{R_{m}^{(1)}(c, \xi_1)}{R_{m}^{(3)}(c, \xi_1)} R_{m}^{(3)}(c, \xi) \text{So}_m(c, \cos \phi_0) \text{So}_m(c, \eta) \right].
\]

(3.3)

On the surface \( \xi = \xi_1 \):

\[
H_\xi = \frac{Y}{c} \sqrt{\frac{8\pi}{\kappa}} \sum_{m=0}^{\infty} (-i)^m \left[ \frac{1}{N_m^{(e)}} \frac{R_{m}^{(1)}(c, \xi_1)}{R_{m}^{(3)}(c, \xi_1)} \text{Se}_m(c, \cos \phi_0) \text{Se}_m(c, \eta) + \frac{1}{N_m^{(o)}} \frac{R_{m}^{(1)}(c, \xi_1)}{R_{m}^{(3)}(c, \xi_1)} \text{So}_m(c, \cos \phi_0) \text{So}_m(c, \eta) \right].
\]

(3.4)

In the far field (\( \kappa \to \infty \)):

\[
P = -2\pi \sum_{m=0}^{\infty} (-1)^m \left[ \frac{1}{N_m^{(e)}} \frac{R_{m}^{(1)}(c, \xi_1)}{R_{m}^{(3)}(c, \xi_1)} \text{Se}_m(c, \cos \phi_0) \text{Se}_m(c, \eta) + \frac{1}{N_m^{(o)}} \frac{R_{m}^{(1)}(c, \xi_1)}{R_{m}^{(3)}(c, \xi_1)} \text{So}_m(c, \cos \phi_0) \text{So}_m(c, \eta) \right].
\]

(3.5)

The total scattering cross section per unit length is:

\[
\sigma_T = \frac{8\pi}{k} \sum_{m=0}^{\infty} \left[ \frac{1}{N_m^{(e)}} \frac{R_{m}^{(1)}(c, \xi_1)}{R_{m}^{(3)}(c, \xi_1)} \text{Se}_m(c, \cos \phi_0) \right]^2 + \frac{1}{N_m^{(o)}} \left[ \frac{R_{m}^{(1)}(c, \xi_1)}{R_{m}^{(3)}(c, \xi_1)} \text{So}_m(c, \cos \phi_0) \right]^2.
\]

(3.6)

For incidence along the major axis (\( \phi_0 = 0 \)):

\[
E_\xi = -\sqrt{\frac{8\pi}{\kappa}} \sum_{m=0}^{\infty} (-i)^m \frac{R_{m}^{(1)}(c, \xi_1)}{N_m^{(e)}} \frac{R_{m}^{(3)}(c, \xi_1)}{R_{m}^{(3)}(c, \xi_1)} \text{Se}_m(c, \eta).
\]

(3.7)

On the surface \( \xi = \xi_1 \):

\[
H_\xi = \frac{Y}{c} \sqrt{\frac{8\pi}{\kappa}} \sum_{m=0}^{\infty} (-i)^m \frac{1}{N_m^{(e)}} \frac{R_{m}^{(3)}(c, \xi_1)}{R_{m}^{(3)}(c, \xi_1)} \text{Se}_m(c, \eta).
\]

(3.8)
Amplitude and phase of the surface current density have been plotted by Mandrazhi [1962] for \( c = 2\sqrt{2} \) and axes ratio \( \xi_1/\sqrt{(\xi_1^2 - 1)} = 6.7 \). The normalized amplitude of \( H_0 \) given by eq. (3.9) has been computed as a function of \( v \) by Barakat [1969] for \( c = 1 \) and four different values of \( \xi_1 \), and is shown in Fig. 3.2.

![Fig. 3.2. Amplitude of surface field produced by a plane wave with \( B^l \) parallel to the cylinder axis; case \( \phi_0 = 0 \) (Barakat [1969]).](image)

![Fig. 3.3. Normalized total scattering cross section for \( B^l \) parallel to the cylinder axis and incidence along the major axis (Barakat [1963]).](image)

In the far field (\( \xi \to \infty \)),

\[
P = -2\pi \sum_{m=0}^{\infty} (-1)^m \frac{N^e_m(c, \xi_1)}{N^e_m(c, \xi_1)} \Re e_m^{(1)}(c, \xi_1) \Im e_m(c, \eta). \tag{3.10}
\]

The total scattering cross section per unit length is:

\[
\sigma_T = \frac{8\pi}{k} \sum_{m=0}^{\infty} \frac{1}{N^e_m(c, \xi_1)} \Re e_m^{(3)}(c, \xi_1)^{1/2}. \tag{3.11}
\]

The normalized cross section \( \sigma_T/d \) has been computed as a function of \( c \) and for eight different values of \( \xi_1 \) by Barakat [1963], and is shown in Fig. 3.3.
For incidence along the minor axis ($\phi_0 = \frac{1}{2} \pi$):

$$E_z = -\sqrt{8\pi \sum_{m=0}^{\infty} (-1)^m \left[ \frac{S_{2m}(c, 0)}{N_{2m}^{(s)}} \frac{R_{2m}^{(1)}(c, \xi)}{R_{2m}^{(3)}(c, \xi)} \right] - i \frac{S_{2m+1}(c, 0)}{N_{2m+1}^{(s)}} \frac{R_{2m+1}^{(1)}(c, \xi)}{R_{2m+1}^{(3)}(c, \xi)} S_{2m+1}(c, \eta) } .$$

(3.12)

On the surface $\xi = \xi_1$:

$$H_v = \frac{Y}{c} \sqrt{\frac{8\pi}{\xi_1^2 - \eta_1^2}} \sum_{m=0}^{\infty} (-1)^m \left[ \frac{S_{2m}(c, 0)}{N_{2m}^{(s)}} \frac{1}{R_{2m}^{(3)}(c, \xi)} - S_{2m}(c, \eta) - i \frac{S_{2m+1}(c, 0)}{N_{2m+1}^{(s)}} \frac{1}{R_{2m+1}^{(3)}(c, \xi)} S_{2m+1}(c, \eta) \right] .$$

(3.13)

For axes ratio $\xi_1/\sqrt{\xi_1^2 - 1} = 6.7$, MANDRAZHI [1962] has plotted the amplitude of the surface current density for $c = \frac{1}{2}$, and the phase for $c = 2\sqrt{2}; 2; \sqrt{2}; \frac{1}{2}$. The normalized amplitude of $H_v$ given by eq. (3.13) has been computed as a function of $\rho$ by BARAKAT [1969] for $c = 1$ and four different values of $\xi_1$, and is shown in Fig. 3.4.

Fig. 3.4. Amplitude of surface held produced by a plane wave with $E_1$ parallel to the cylinder axis; case $d_0 = \frac{1}{17}$ (BARAKAT [1969]).

Fig. 3.5. Normalized total scattering cross section for $E_1$ parallel to the cylinder axis and incidence along the minor axis (BARAKAT [1961]).
In the far field (\(\xi \rightarrow \infty\)):

\[
P = -2\pi \sum_{m=0}^{\infty} \left[ \frac{S_{2m}(c, 0)}{N_{2m}^{(2)}} \frac{R_{2m}^{(1)}(c, \xi)}{R_{2m}^{(3)}(c, \xi)} S_{2m}(c, \eta) - \frac{S_{2m+1}(c, 0)}{N_{2m+1}^{(2)}} \frac{R_{2m+1}^{(1)}(c, \xi)}{R_{2m+1}^{(3)}(c, \xi)} S_{2m+1}(c, \eta) \right].
\]  

(3.14)

The total scattering cross section per unit length is:

\[
\sigma_I = \frac{8\pi}{k} \sum_{m=0}^{\infty} \left[ \frac{1}{N_{2m}^{(2)}} \left| \frac{R_{2m}^{(1)}(c, \xi)}{R_{2m}^{(3)}(c, \xi)} \right|^2 + \frac{1}{N_{2m+1}^{(2)}} \left| \frac{R_{2m+1}^{(1)}(c, \xi)}{R_{2m+1}^{(3)}(c, \eta)} \right|^2 \right].
\]  

(3.15)

The normalized cross section \(\sigma_I/d\) has been computed as a function of \(c\) and for eight different values of \(\xi_i\) by BARAKAT [1963], and is shown in Fig. 3.5.

### 3.2.1.2. LOW FREQUENCY APPROXIMATIONS

For a plane wave whose direction of propagation is perpendicular to the \(z\)-axis, and forms the angle \(\phi_0\) with the negative \(x\)-axis and the angle \((\frac{\pi}{2} - \phi_0)\) with the negative \(y\)-axis (\(0 \leq \phi_0 \leq \frac{\pi}{2}\)), such that

\[
E^1 = \xi \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},
\]

\[
H^1 = Y(-\sin \phi_0 \hat{x} + \cos \phi_0 \hat{y}) \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},
\]  

(3.16)

low frequency expansions may be obtained either directly (STRUTT [1897]; NOBLE [1962]; VAN BLADEL [1963]) or by power series developments of the Mathieu functions appearing in the exact solutions (BURKE and TWERSKY [1964]; BURKE et al. [1964]).

In the far field (\(\xi \rightarrow \infty; \nu = \phi\)) and through \(O(c^0)\) (BURKE and TWERSKY [1964]):

\[
P \sim D \left(1 + \frac{2iL}{\pi} + \frac{4i}{\pi} \xi_i \right) \frac{\left[4\sqrt{\xi_i^2 - 1} \right]}{\xi_i} \left[1 - D + \xi_i^2 (\cos 2\phi + \cos 2\phi_0) \right] iD - \frac{i}{\pi} \frac{2D}{\xi_i} \left[1 - D + \xi_i^2 (\cos 2\phi + \cos 2\phi_0) \right] \cdot \frac{LD}{\pi \xi_i^2} \left[\cos 2\phi + \cos 2\phi_0\right] - \pi (1 + \xi_i^2 \sqrt{\xi_i^2 - 1}) \left[\cos \phi \cos \phi_0 + \xi_i^{\gamma} \sqrt{\xi_i^2 - 1} \sin \phi \sin \phi_0\right] \right|.
\]  

(3.17)

where

\[
D = \left(1 + \frac{4iL}{\pi} \right)^{-1},
\]  

(3.18)

\[
L = \gamma + \log \left[1 + \sqrt{\xi_i^2 - 1}\right],
\]  

(3.19)

and \(\gamma = 0.5772157 \ldots\) is Euler's constant. BURKE and TWERSKY [1964] have derived a closed form for \(P\) correct through \(O(c^\theta)\), and have expanded it through \(O(c^\nu)\) (BURKE and TWERSKY [1960]) The normalized bistatic cross section per unit length for
Fig. 3.6. Normalized bistatic cross section \( \frac{\Delta \sigma}{\sigma} \) for \( E_l \) parallel to the cylinder axis with \( \phi_0 = 45 \) and axes ratio \( \xi_1/\sqrt{\xi_1^2 - 1} = 2 \) (Burke and Twersky [1964]).

Fig. 3.7. Normalized bistatic cross section \( \frac{\Delta \sigma}{\sigma} \) for \( E_l \) parallel to the cylinder axis with \( \phi_0 = 45 \) and \( c\xi_1 = 1.1 \) (Burke and Twersky [1964]).
\( \phi_0 = \frac{1}{4} \pi \) and different values of the axes ratio and of \( c_\xi_1 \) is plotted as a function of \( \phi \) in Figs. 3.6 and 3.7. BURKE et al. [1964] have plotted the normalized bistatic cross section per unit length \( \frac{1}{4} k \sigma(\phi) \) as a function of \( \phi \) for \( \phi_0 = \frac{1}{4} \pi; \ c_\xi_1 = 0.3, 0.7, 1.1 \) and axes ratio \( \sqrt{\xi_1^2 - 1}/\xi_1 = 0, \frac{1}{2}, \frac{3}{4}, 1 \). The normalized back scattering cross section per unit length is shown in Fig. 3.8 as a function of \( \phi_0 \) for \( c_\xi_1 = 1.1 \) and in Fig. 3.9 as a function of \( c_\xi_1 \) for \( \phi_0 = \frac{1}{4} \pi \), for five different values of the axes ratio.

The total scattering cross section per unit length is

\[
\sigma_T \sim \frac{4}{k} D \left( 1 - \left( \frac{1}{4} c_\xi_1 \right)^2 \left[ \frac{2\sqrt{(\xi_1^2 - 1)}}{\xi_1 L} (1 - D) + \xi_1^{-2} \cos 2\phi_0 \right] \right). \tag{3.20}
\]

The normalized total scattering cross section per unit length corresponding to the closed form derived by BURKE and TWERSKY [1964] is shown as a function of \( \phi_0 \) for \( c_\xi_1 = 1.1 \) and different values of the axes ratio in Fig. 3.10.

For incidence along the major axis (\( \phi_0 = 0 \)), in the far field (\( \xi \rightarrow \infty; \nu = \phi \)) and through \( O(\varepsilon^2) \):

\[
P \sim D \left( 1 + \frac{2iL}{\pi} + \left( \frac{1}{4} c_\xi_1 \right)^2 \left[ \frac{4\sqrt{(\xi_1^2 - 1)}}{\xi_1 L} (1 - D) + \xi_1^{-2} (1 + \cos 2\phi) \right] \right) D - \\
- i \left[ \frac{2D}{\pi \xi_1} (1 - 2D) \sqrt{(\xi_1^2 - 1)} + \frac{LD}{\pi \xi_1^2} (1 + \cos 2\phi) - \pi (1 + \xi_1^{-1} \sqrt{(\xi_1^2 - 1)} \cos \phi) \right]. \tag{3.21}
\]
3.2 PLANE WAVE INCIDENCE

Fig. 3.9. Normalized back scattering cross section for \( E_l \) parallel to the cylinder axis (Burke and Twersky [1964]).

Fig. 3.10. Normalized total scattering cross section \( \frac{1}{2} k \sigma \phi \) for \( E_l \) parallel to the cylinder axis and \( c \xi_1 = 1.1 \) (Burke and Twersky [1964]).

Burke et al. [1964] have published diagrams of the normalized bistatic cross section per unit length \( \frac{1}{2} k \sigma(\phi) \) as a function of \( \phi \) for \( c \xi_1 = 0.3, 0.7, 1.1 \) and axes ratio \( \sqrt{\xi_1^2 - 1} \xi_1 = 0, \frac{1}{4}, \frac{1}{2}, \frac{3}{4}, 1 \).

The normalized back scattering cross section per unit length as a function of \( c \xi_1 \) and for different values of the axes ratio is shown in Fig. 3.11.
The total scattering cross section per unit length is:

\[ \sigma_T \sim \frac{4}{k} D \left\{ 1 - (\frac{4c}{\xi})^2 \left[ \frac{2\sqrt{(\xi^2 - 1)}}{\xi L} (1 - D) + \xi^{-2} \right] \right\}. \quad (3.22) \]

For incidence along the minor axis (\(\phi_0 = \frac{\pi}{2}\)), in the far field (\(\xi \to \infty, \psi = \phi\)) and through \(O(\epsilon^2)\):

\[
P \sim D \left( -1 + \frac{2iL}{\pi} \right) + \left( \frac{4c}{\xi} \right)^2 \left[ \frac{4\sqrt{(\xi^2 - 1)}}{\xi L} (1 - D) - \xi^{-2} (1 - \cos 2\phi) \right] \frac{1}{\xi^2} - D - i \left( \frac{2D}{\pi \xi^2} \right) (1 - 2D) \chi (\xi^2 - 1) - \frac{LD}{\pi \xi^2} (1 - \cos 2\phi) - \pi (1 - \xi^{-2} + \xi^{-1} \sqrt{(\xi^2 - 1)} \sin \phi) \right].
\]

\[ \quad (3.23) \]

Burke et al. [1964] have published diagrams of the normalized bistatic cross section per unit length \(\frac{\kappa \sigma(\phi)}{\kappa \sigma(0)}\) as a function of \(\phi\) for \(c\xi = 0.3, 0.7, 1.1\) and axes ratio \(\xi - 1/\xi = 0, \frac{1}{2}, \frac{1}{3}, 1\).

The normalized back scattering cross section per unit length as a function of \(c\xi\) and for different values of the axes ratio is shown in Fig. 3.12.

The total scattering cross section per unit length is:

\[ \sigma_T \sim \frac{4}{k} D \left\{ 1 - (\frac{4c}{\xi})^2 \left[ \frac{2\sqrt{(\xi^2 - 1)}}{\xi L} (1 - D) + \xi^{-2} \right] \right\}. \quad (3.24) \]
3.2.1.3. HIGH FREQUENCY APPROXIMATIONS

For a plane wave whose direction of propagation is perpendicular to the z-axis, and forms the angle $\phi_0$ with the negative x-axis and the angle $(\frac{1}{2}\pi - \phi_0)$ with the negative y-axis ($0 \leq \phi_0 \leq \frac{1}{2}\pi$), such that

\[
E^i = \xi \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},
\]
\[
H^i = Y(-\sin \phi_0 \hat{x} + \cos \phi_0 \hat{y}) \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},
\] (3.25)

the geometrical optics scattered field at a point P located in the illuminated region is

\[
(E^s)_{geo} = - \left[ 1 + \frac{2(P_1 P)}{D \cos \phi_1} \right]^{-1} \exp \{ik[(P_1 P) - x_1 \cos \phi_0 - y_1 \sin \phi_0]\}. \tag{3.26}
\]

where $(P_1 P)$ is the distance between the reflection point $P_1 \equiv (x_1, y_1, z) \equiv (\xi_1, \eta_1, z)$ and the observation point $P \equiv (x, y, z) \equiv (\xi, \eta, z)$,

\[
(P_1 P) = [(x-x_1)^2 + (y-y_1)^2]^{\frac{1}{2}}. \tag{3.27}
\]

$D$ is the radius of curvature of the scatterer at $P_1$:

\[
D = \frac{1}{2} d \cdot \frac{(\xi_1^2 - \eta_1^2)^{\frac{3}{2}}}{\xi_1 \sqrt{\xi_1^2 - 1}}. \tag{3.28}
\]

the reflection angle $\phi_1$ of Fig. 3.13 is given by:
\[
\cos \phi_1 = \frac{1}{\sqrt{(\xi_1^2 - \eta_1^2)}} \left[ \eta_1 \sqrt{\xi_1^2 - 1} \cos \phi_0 \pm \xi_1 \sqrt{1 - \eta_1^2} \sin \phi_0 \right], \quad (\pm \text{ for } y_1 \gtrless 0),
\]

(3.29)

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{fig3_13}
\caption{Geometry for reflected field with plane wave incidence.}
\end{figure}

and \(\eta_1\) is a root of:

\[
\frac{d}{dP_1} = \frac{\eta_1 \sqrt{\xi_1^2 - 1} \cos \phi_0 + \alpha \xi_1 \sqrt{1 - \eta_1^2} \sin \phi_0}{2(P_1 P)} \left( \xi_1 \eta_1 - \xi_1 \right) \sqrt{\left( \xi_1^2 - 1 \right) + \beta \xi_1 \sqrt{\left( \xi_1^2 - 1 \right)(1 - \eta_1^2)(1 - \eta_1^2)}}.
\]

where

\[
\alpha = \pm 1, \text{ for } y_1 \gtrless 0;
\]

\[
\beta = \begin{cases} +1, & \text{if } y \text{ and } y_1 \text{ have the same sign;} \\ -1, & \text{if } y \text{ and } y_1 \text{ have the opposite sign.} \end{cases}
\]

(3.30)

In the shadowed region, \((E_z)_{b.o.} = 0\).

Formula (3.26) is a good approximation if \(kD \gg 1\); this condition is satisfied a fortiori if:

\[
\sigma(\xi_1 - \xi_1^{-1}) \gg 1.
\]

(3.31)

For incidence along the major axis \((\phi_0 = 0)\) and in the illuminated region:

\[
(E_z)_{b.o.} = -\left[ \frac{\xi_1^2 - 1}{\xi_1^2 \xi_1^2 - 1} \right] \exp \left[ i \varepsilon(\xi_1 - 2 \xi_1) \right].
\]

(3.32)

and the back scattering cross section per unit length is:

\[
\sigma_{b.o.} = \frac{\pi \varepsilon}{k} (\xi_1 - \xi_1^{-1}).
\]

(3.33)

For incidence along the minor axis \((\phi_0 = \frac{1}{2}\pi)\) and in the illuminated region:

\[
(E_z)_{b.o.} = -\xi_1 \left[ 2 - \xi_1^2 + 2 \xi_1^{-2} (\xi_1^2 - 1) \right] \exp \left[ i \varepsilon(\xi_1 - 2 \xi_1) - 2 (\xi_1^2 - 1) \right].
\]

(3.34)
and the back scattering cross section per unit length is:

\[ \sigma_{s.o.} = \frac{\pi c}{k} \frac{\xi_1^2}{\sqrt{(\xi_1^2 - 1)}}. \quad (3.35) \]

In the physical optics approximation, the total magnetic field at a point \( P_i(\xi_1, \eta_1, z) \) on the surface \( \xi = \xi_1 \) is:

\[
(H)_{p.o.} = \begin{cases} 
\frac{2Y}{\sqrt{(\xi_1^2 - \eta_1^2)}} (\eta_1 \sqrt{\xi_1^2 - 1} \cos \phi_0 \pm \xi_1 \sqrt{1 - \eta_1^2} \sin \phi_0) \\
\times \exp \left\{ -ic \left[ \xi_1, \eta_1 \cos \phi_0 \pm \sqrt{(\xi_1^2 - 1)(1 - \eta_1^2)} \right] \sin \phi_0 \right\}, & \text{in the illuminated region,} \\
= 0, & \text{in the shadowed region.} 
\end{cases} \quad (3.36)
\]

In the far field \( (\xi \to \infty) \) (Burke and Twersky [1960]):

\[
P_{r.o.} = -\sqrt{\frac{4\pi c(\xi_1 - \xi_1^{-1})}{1 - \xi_1^{-2}}} \cos \frac{1}{2}(v - \phi_0) \left[ 1 - \xi_1^{-2} \sin^2 \frac{1}{2}(v + \phi_0) \right]^{-1/2} \\
\times \exp \left[ i\pi + 2ic \xi_1 \sqrt{1 - \xi_1^{-2}} \sin^2 \frac{1}{2}(v + \phi_0) \cos \frac{1}{2}(v - \phi_0) + \right. \\
\left. + \frac{1}{2}cA \left[ \cos(v - \gamma) - \cos(\phi_0 - \gamma) \right] \sin \left\{ 2cA \sin \frac{1}{2}(v + \phi_0 - \gamma) \cos \frac{1}{2}(v - \phi_0) \right\} + \right. \\
\left. \frac{2cA}{2cA} \sin \left\{ \frac{1}{2}(v + \phi_0 - \gamma) \cos \frac{1}{2}(v - \phi_0) \right\} \right]. \quad (3.37)
\]

where:

\[
\gamma = \arctan \left[ \frac{\tan \phi_0}{1 - \xi_1^{-2}} \right], \quad (3.38)
\]

\[
A = \xi_1 \sqrt{\frac{\tan^2 \phi_0 + (1 - \xi_1^{-2})^2}{\tan^2 \phi_0 + 1 - \xi_1^{-2}}}. \quad (3.39)
\]

The total scattering cross section per unit length is (Burke and Twersky [1960]):

\[
[(\sigma_T)_{p.o.}]_{\phi_0 = 0} = 2Ad \cos(\phi_0 - \gamma) = 2l, \quad (3.40)
\]

where \( l \) is the distance between the two rays at grazing incidence, i.e. the "thickness" of the cylinder \( \xi = \xi_1 \) as seen from the direction of incidence (see Fig. 3.13). In particular, for incidence along the major axis,

\[
[(\sigma_T)_{p.o.}]_{\phi_0 = 0} = \frac{4c}{k} \sqrt{\xi_1^2 - 1}, \quad (3.41)
\]

whereas for incidence along the minor axis,

\[
[(\sigma_T)_{p.o.}]_{\phi_0 = 90} = \frac{4c}{k} \xi_1. \quad (3.42)
\]

A better approximation for the total scattering cross section per unit length is available for incidence along the major and minor axes (Wu [1956]):
(σT)φ₀ = 0° ~ 2d√\(\varepsilon_1^2 - 1\)\(\{1 + 0.498076595[c(\xi_1 - \xi_1^{-1})]^{-\frac{1}{2}} + \ldots\}\). \hspace{1cm} (3.43)

(σT)φ₀ = 90° ~ 2d\(\xi_1\)\(\{1 + 0.498076595\left[\frac{c\varepsilon_1^2}{\sqrt{(\xi_1^2 - 1)}}\right]^{-\frac{1}{2}} + \ldots\}\). \hspace{1cm} (3.44)

An approximation in which an expression for the diffracted field is retained, may be obtained either by an asymptotic expansion of the exact solution or by Keller's geometrical theory of diffraction. In the latter case, the scattered electric field is written as:

\[ E^s_x = (E^s)_{s.a.} + (E^s)_d. \] \hspace{1cm} (3.45)

The diffracted field \((E^s)_d\) at a point \(P(\xi, \eta, z)\) away from the surface \(\xi = \xi_1\) is (Keller [1956]):

\[
(E^s)_d \sim \sum \left[ (P_2 P)^{-\frac{1}{2}} B_n(P_1)B_n(P_2) \right. \\
\times \exp \left[ \int_{P_1} (ik + \delta_n)dl \right] + \\
\left. \left. \left. \left( Q_2 P \right)^{-\frac{1}{2}} B_n(Q_1)B_n(Q_2) \right) \right. \\
\times \exp \left[ \int_{Q_1} (ik + \delta_n)dl \right] \right] \\
\times \left. \left[ \{1 - \exp \left[ \Phi (ik + \delta_n)dl \right]\}^{-1} \right. \right]. \hspace{1cm} (3.46)
\]

where the points \(P_1, P_2, Q_1\) and \(Q_2\) on the surface \(\xi = \xi_1\) are shown in Fig. 3.14.

Fig. 3.14. Geometry for diffracted field.

the line integrals \(\int_{P_1}^{P_2}, \int_{Q_1}^{Q_2}\), and \(\Phi\) are evaluated along the optical rays from \(P_1\) to \(P_2\) and from \(Q_1\) to \(Q_2\), and around the entire ellipse \(\xi = \xi_1\), respectively. The arclength element \(dl\) is given by

\[
(dl)^2 = \frac{\xi_1^2 - \eta^2}{1 - \eta^2} \, d\xi^2(d\eta)^2. \hspace{1cm} (3.47)
\]
The decay exponents $\delta_n$ and the diffraction coefficients $B_n$ may be written in the forms

$$
\delta_n = \delta_{0n} \mu_n, \quad B_n = B_{0n} \gamma_n,
$$

where

$$
\delta_{0n}(\eta) = \frac{1}{k} \left[ \frac{c}{2\xi_1 \sqrt{(\xi_1^2 - 1)}} \right]^{-\frac{1}{2}} \exp \left\{ \frac{2i\pi}{\eta} \right\} \frac{\alpha_n(\xi_1^2 - \eta^2)^{-1}}{2\pi k},
$$

$$
B_{0n}(\eta) = \left[ \frac{c}{2\xi_1 \sqrt{(\xi_1^2 - 1)}} \right]^{-\frac{1}{2}} \exp \left\{ \frac{2i\pi}{\eta} \right\} \frac{(\xi_1^2 - \eta^2)^{\frac{1}{2}}}{2\pi k} \left[ \text{Ai}'(-\alpha_n) \right]^{-1},
$$

and $\mu_n$ and $\gamma_n$ may be taken equal to unity in the first approximation, whereas in a second approximation (Keller and Levy [1959]):

$$
\mu_n(\eta) = 1 + \frac{e^{i\pi}}{60} \sigma_n \left[ \frac{c}{2\xi_1 \sqrt{(\xi_1^2 - 1)}} \right]^{-\frac{1}{2}} \left( \frac{\eta}{\xi_1} \right)^{\frac{1}{2}} \left[ 1 + \frac{8}{\xi_1^2} \left( \frac{\eta^2}{\xi_1^2} \right) \right]^{\frac{1}{2}} \left( \frac{\eta}{\xi_1} \right)^{\frac{1}{2}} \left( \frac{\eta}{\xi_1} \right)^{\frac{1}{2}} \left[ \text{Ai}'(-\alpha_n) \right]^{-1},
$$

$$
\gamma_n(\eta) = \exp \left\{ \frac{1}{2} \eta^2 \left[ \frac{c}{2\xi_1 \sqrt{(\xi_1^2 - 1)}} \right]^{-\frac{1}{2}} \frac{\sin \nu \cos \eta}{\sqrt{(\xi_1^2 - \eta^2)}} \right\}.
$$

The diffraction near the surface $\xi = \xi_1$ is of the order $c^4$ greater than the field of eq. (3.46) (see Keller [1956]).

A rigorous asymptotic expansion for the field at $\xi = \xi_1$ is (Weinstein and Fedorov [1961]):

$$
H_\nu \sim \frac{\text{iY}}{c\sqrt{(\xi_1^2 - \eta^2)}} \sum_{j=-\infty}^{\infty} B(\nu + 2\pi j; \phi_0),
$$

where

$$
B(\alpha; \phi_0) = \left[ \frac{\xi_1^2 - \cos^2 \alpha}{2\xi_1 \sqrt{(\xi_1^2 - 1)}} \right]^{\frac{1}{2}} \left[ \frac{(-1)^{\nu}(\xi_1 - \zeta)}{\sqrt{(\xi_1^2 - \eta^2)}} \right]^{\frac{1}{2}} \exp \left[ -i [k d_\mu + (-1)^{\nu} (\tau_1 - \tau)] \right],
$$

$$
d_\mu = \frac{d}{2\xi_1} \cos \phi_0 \cos \nu_1, \quad \phi_0 = \frac{d}{2\xi_1} \cos \phi_0 \cos \nu_1,
$$

$$
\tau = c \int \sqrt{(\xi_1^2 - \cos^2 \nu)} d\nu, \quad \tau_1 = c \int \sqrt{(\xi_1^2 - \cos^2 \nu)} d\nu,
$$

$$
\zeta = \frac{c}{2\xi_1 \sqrt{(\xi_1^2 - 1)}} \int \frac{d\nu}{\sqrt{(\xi_1^2 - \cos^2 \nu)}},
$$

$$
\zeta_1 = \frac{c}{2\xi_1 \sqrt{(\xi_1^2 - 1)}} \int \frac{d\nu}{\sqrt{(\xi_1^2 - \cos^2 \nu)}},
$$

$$
\mu = 1, \quad \text{for} \quad \alpha > \phi_0,
$$

$$
\mu = 1, \quad \text{for} \quad \alpha < \phi_0,
$$

the Fock function $f(\xi)$ is defined in the Introduction, and $r_{11}$ and $r_{12}$ are the angular coordinates of the points of grazing incidence, as shown in Fig. 3.15.
If the argument \((-1)^{\nu}(\zeta_{1\mu} - \zeta_{\nu})\) of \(f\) is large and negative, eq. (3.54) must be replaced by:

\[
B(\alpha; \phi_0) = -2ic(\sqrt{\xi_i^2 - 1} \cos \alpha \cos \phi + \xi_1 \sin \alpha \sin \phi_0)
\times \exp \left[ -ic(\xi_1 \cos \alpha \cos \phi_0 + \sqrt{\xi_i^2 - 1} \sin \alpha \sin \phi_0) \right]. \tag{3.59}
\]

A rigorous asymptotic expansion for the far field coefficient \((\xi \to \infty)\) is (Weinstein and Fedorov [1961]):

\[
P = \sqrt{\frac{\pi}{2}} e^{i\pi} \sum_{j=-\infty}^{\infty} \gamma(v + 2\pi j; \phi_0), \tag{3.60}
\]

where

\[
\gamma(\alpha; \phi_0) = \sqrt{2} \left[ \frac{c}{2\xi_1 \sqrt{\xi_1^2 - 1}} \right]^{\frac{3}{2}} \left[ (\xi_1^2 - \cos^2 \vartheta_{1\mu})(\xi_i^2 - \cos^2 \xi_{1\mu}) \right]^{\frac{1}{2}}
\times f((-1)^{\nu}(\zeta_{1\mu} - \zeta_{1\mu}) \exp \left[ -ik(\Delta_\mu + \tilde{\Delta}_\mu) + i(-1)^{\nu}(\tau_{1\mu} - \tilde{\tau}_{1\mu}) \right]. \tag{3.61}
\]

\(\Delta_\mu, \tilde{\tau}_{1\mu}\) and \(\zeta_{1\mu}\) are obtained from \(\Delta_{\mu}, \tau_{1\mu}\) and \(\zeta_{1\mu}\) respectively, by replacing \(v_{1\mu}\) with \(r_{1\mu}\) in eqs. (3.55) to (3.57); \(\mu\) is given by eq. (3.58); the function \(f[\xi]\) is defined in the Introduction; \(r_{11}\) and \(r_{12}\) are the angular coordinates of the points at which the rays leave the scattering surface (see Fig. 3.15). If \((-1)^{\nu}(\zeta_{1\mu} - \zeta_{1\mu})\) is large and negative, eq. (3.61) must be replaced by:

\[
\gamma(\alpha; \phi_0) = -\sqrt{2} \left[ \frac{c}{2\xi_1 \sqrt{\xi_1^2 - 1}} \right]^{\frac{3}{2}} \left[ (\xi_1^2 - \cos^2 \vartheta_{1\mu})(\xi_i^2 - \cos^2 \xi_{1\mu}) \right]^{\frac{1}{2}}
\times \exp \left[ -ic(\xi_1 \cos \alpha \cos \phi + \sqrt{\xi_i^2 - 1} \sin \alpha \sin \phi_0) \right]. \tag{3.62}
\]
where \( v_1 \) is given by:

\[
\cos \frac{1}{2}(v + \phi_0) = \frac{\sqrt{\xi_1^2 - 1} \cos v_1}{\sqrt{(\xi_1^2 - \cos^2 v_1)}},
\]

\[
\sin \frac{1}{2}(v + \phi_0) = \frac{\xi_1 \sin v_1}{\sqrt{(\xi_1^2 - \cos^2 v_1)}}.
\] (3.63)

An approximation for the surface field which is sufficiently accurate for practical purposes may be obtained by an extension of Fock's method (Wetzel [1957]; Goodrich [1958]; King and Wu [1959]).

A series which may be of some usefulness in numerical computations can be derived by substituting the appropriate asymptotic representations for the angular and radial Mathieu functions directly into the exact series solution. If the direction of propagation of the incident wave forms the angle \( \alpha \) with the positive \( x \)-axis, so that

\[
E_1 = \hat{z} \exp \{ik(x \cos \alpha + y \sin \alpha)\}
\] (3.64)

then at a point \( P(u, v) \) (Robin [1965]):

\[
E_z \sim \frac{2}{\cosh u} e^{-2c} \sum_{n=0}^{\infty} \frac{2^{2n+1}(ic)^n}{n! \cos^{n+1} \alpha} \psi
\times \left[ \cos^{2n+1} \left(\frac{1}{2} \psi + \psi_0\right) \sin^{2n+1} \left(\frac{1}{2} \psi + \psi_0\right) \right
\times \left\{ \exp \left[ -ic \sinh u + i(2n+1) \arctan \left( \frac{\tanh \frac{1}{2}u}{\cosh u} \right) \right]ight.
\left. - \exp \left[ ic(\sinh u - 2 \sinh u_1 - i(2n+1)\psi) \right] \right\}.
\] (3.65)

where

\[
\gamma = \arctan \left( \frac{\tanh \frac{1}{2}u - \sinh u_1}{1 + \sinh u_1 \tanh \frac{1}{2}u} \right),
\] (3.66)

\[
\psi = \begin{cases} v, & \text{for } 0 \leq v < \frac{1}{2} \pi, \\ v - 2\pi, & \text{for } \frac{1}{2} \pi < v \leq 2\pi; \end{cases}
\] (3.67)

formula (3.65) is valid in the angular sectors:

\[-\frac{1}{2} \pi < \alpha < \frac{1}{2} \pi, \quad -\frac{1}{2} \pi < \psi < \frac{1}{2} \pi.\] (3.68)

3.2.1.4. SHAPE APPROXIMATION

For an elliptic cylinder whose surface \( \xi = \xi_1 \) is defined in terms of the circular cylindrical coordinates \((\rho_1, \phi_1, z)\) by the equation

\[
\rho_1 = a \left( 1 - \sin^2 \phi_1 \right),
\] (3.69)

where

\[
\xi_1^{-2} = 1,
\] (3.70)

i.e. the elliptic cylinder departs only infinitesimally from the circular cylinder.
\( \rho_1 = a \), the scattered field may be expressed as a perturbation of the solution for this circular cylinder.

For incidence at an angle \( \phi_0 \) with respect to the negative \( x \)-axis and \( (\frac{1}{2} \pi - \phi_0) \) with respect to the negative \( y \)-axis, such that

\[
E^s = \mathcal{E} \exp \{ -i k (x \cos \phi_0 + y \sin \phi_0) \},
\]

the scattered field at a point \( P(\rho, \phi, z) \) is:

\[
E^s \sim - \sum_{n=0}^{\infty} e_n (i)^n \left[ \frac{J_n(ka)}{H_n^{(1)}(ka)} + a_n(\phi_0) \xi_1^{-2} \right] H_n^{(1)}(k \rho) \cos \left[ n(\phi - \phi_0) \right] + \mathcal{O}(\xi_1^{-4}),
\]

where

\[
a_n(\phi_0) = \frac{i}{2\pi} \left[ H_n^{(1)}(ka) \right]^{-2} \left[ 1 + \frac{H_n^{(1)}(ka)}{2H_n^{(1)}(ka)} e^{2i\phi_0} + \frac{H_n^{(1)}(ka)}{2H_n^{(1)}(ka)} e^{-2i\phi_0} \right].
\]

In the far field \( (\rho \to \infty) \):

\[
P \sim - \sum_{n=0}^{\infty} e_n (i)^n \left[ \frac{J_n(ka)}{H_n^{(1)}(ka)} + a_n(\phi_0) \xi_1^{-2} \right] \cos \left[ n(\phi - \phi_0) \right] + \mathcal{O}(\xi_1^{-4}).
\]

The previous formulas may also be obtained as particular cases of the results of Hong and Goodrich [1965] and Clemmow and Weston [1961]; in the latter paper and in a paper by Udagawa and Miyazaki [1965], high-frequency expansions are also given.

### 3.2.2. H-Polarization

#### 3.2.2.1. Exact Solutions

For a plane wave whose direction of propagation is perpendicular to the \( z \)-axis, and forms the angle \( \phi_0 \) with the negative \( x \)-axis and the angle \( (\frac{1}{2} \pi - \phi_0) \) with the negative \( y \)-axis (\( 0 \leq \phi_0 \leq \frac{1}{4} \pi \)), such that

\[
H^i = \mathcal{E} \exp \{ -i k(x \cos \phi_0 + y \sin \phi_0) \},
\]

\[
E^i = Z(\sin \phi_0 \xi = \cos \phi_0 \xi) \exp \{ -i k(x \cos \phi_0 + y \sin \phi_0) \},
\]

then

\[
H_\xi = - \sqrt{\frac{8\pi}{\xi_1^2 - 1}} \sum_{m=0}^{\infty} (-i)^m \left[ \frac{1}{N_m^{(i)}(c, \xi)} \frac{R_m^{(i)}(c, \xi)}{R_m^{(3)}(c, \xi)} S_m(c, \cos \phi_0) S_m(c, \eta) + \frac{1}{N_m^{(i)}(c, \xi)} \frac{R_m^{(i)}(c, \xi)}{R_m^{(3)}(c, \xi)} S_m(c, \cos \phi_0) S_m(c, \eta) \right].
\]

On the surface \( \xi = \xi_1 \):

\[
H_\xi = \sqrt{\frac{8\pi}{\xi_1^2 - 1}} \sum_{m=0}^{\infty} (-i)^m \left[ \frac{1}{N_m^{(i)}(c, \xi)} \frac{R_m^{(i)}(c, \xi)}{R_m^{(3)}(c, \xi)} S_m(c, \cos \phi_0) S_m(c, \eta) + \frac{1}{N_m^{(i)}(c, \xi)} \frac{R_m^{(i)}(c, \xi)}{R_m^{(3)}(c, \xi)} S_m(c, \cos \phi_0) S_m(c, \eta) \right].
\]
In the far field ($\xi \to \infty$):

$$P = -2\pi \sum_{m=0}^{\infty} (-1)^m \left[ \frac{1}{N_m^{(e)}} \frac{Re_m^{(1)}(e, \xi_1)}{Re_m^{(3)}(e, \xi_1)} Se_m(c, \cos \phi_0) Se_m(c, \eta) + \frac{1}{N_m^{(o)}} \frac{Ro_m^{(1)}(e, \xi_1)}{Ro_m^{(3)}(e, \xi_1)} So_m(c, \cos \phi_0) So_m(c, \eta) \right]. \quad (3.78)$$

The total scattering cross section per unit length is:

$$\sigma_T = \frac{8\pi}{k} \sum_{m=0}^{\infty} \left[ \frac{1}{N_m^{(e)}} \left| \frac{Re_m^{(1)}(e, \xi_1)}{Re_m^{(3)}(e, \xi_1)} Se_m(c, \cos \phi_0) \right|^2 + \frac{1}{N_m^{(o)}} \left| \frac{Ro_m^{(1)}(e, \xi_1)}{Ro_m^{(3)}(e, \xi_1)} So_m(c, \cos \phi_0) \right|^2 \right]. \quad (3.79)$$

For incidence along the major axis ($\phi_0 = 0$):

$$H_z = -\sqrt{\frac{8\pi}{\xi_1^2 - 1}} \sum_{m=0}^{\infty} \frac{(-i)^m}{N_m^{(e)}} \frac{1}{(\xi_1^2 - 1)(\xi_1^2 - \xi_1)} Re_m^{(3)}(e, \xi_1) Se_m(c, \eta). \quad (3.80)$$

On the surface $\xi = \xi_1$:

$$H_z = \sqrt{\frac{8\pi}{\xi_1^2 - 1}} \sum_{m=0}^{\infty} \frac{(-i)^m}{N_m^{(e)}} \frac{1}{(\xi_1^2 - 1)(\xi_1^2 - \xi_1)} Re_m^{(3)}(e, \xi_1) Se_m(c, \eta). \quad (3.81)$$

The amplitude of $H_z$ given by eq. (3.31) has been computed as a function of $v$ by BARAKAT [1969] for $c = 1$ and four different values of $\xi_1$, and for $c = 2$ and $u_1 = 0.4$, and is shown in Fig. 3.16.

Fig. 3.16. Amplitude of surface field produced by a plane wave with $H^1$ parallel to the cylinder axis; case $\phi_0 = 0^\circ$ (BARAKAT [1969]).
In the far field ($\xi \to \infty$):

$$P = -2\pi \sum_{m=0}^{\infty} \frac{(-1)^m}{N_m^{(\ell)}} \frac{R_m^{(1)}(c, \xi)}{R_m^{(3)}(c, \xi)} S_m(c, \eta). \quad (3.82)$$

The total scattering cross section per unit length is:

$$\sigma_T = \frac{8\pi}{k} \sum_{m=0}^{\infty} \frac{1}{N_m^{(\ell)}} \left| \frac{R_m^{(1)}(c, \xi)}{R_m^{(3)}(c, \xi)} \right|^2. \quad (3.83)$$

The normalized cross section $\sigma_T/d$ has been computed as a function of $c$ and for eight different values of $\xi_1$ by BARAKAT [1963], and is shown in Fig. 3.17.

For incidence along the minor axis ($\phi_0 = \frac{\pi}{4}$):

$$H'_2 = -8\pi \sum_{m=0}^{\infty} (-1)^m \left[ S_{2m+1}(c, 0) \frac{R_m^{(1)}(c, \xi)}{N_m^{(\ell)}} \frac{R_m^{(3)}(c, \xi)}{R_m^{(3)}(c, \xi)} S_{2m}(c, \eta) - \frac{N_m^{(\ell)}}{R_m^{(3)}(c, \xi)} R_m^{(1)}(c, \xi) S_{2m+1}(c, \eta) \right]. \quad (3.84)$$
On the surface \( \xi = \xi_1 \):

\[
H_z = \sqrt{\frac{8\pi}{\xi_1^2}} \sum_{m=0}^{\infty} (-1)^m \left[ \frac{i Se_{2m}(c, 0)}{N_{2m}^{(e)}} - \frac{1}{(\partial/\partial \xi_1) Re_{2m}^{(3)}(c, \xi_1)} Se_{2m}(c, \eta) + \frac{So_{2m+1}(c, 0)}{N_{2m+1}^{(o)}} \frac{1}{(\partial/\partial \xi_1) Ro_{2m+1}^{(3)}(c, \xi_1)} So_{2m+1}(c, \eta) \right].
\]  
(3.85)

The amplitude of \( H_z \) given by eq. (3.85) has been computed as a function of \( \mathbf{c} \) by BARAKAT [1969] for \( c = 1 \) and four different values of \( \xi_1 \), and for \( c = 2 \) and \( \mathbf{v}_1 = 0.4 \), and is shown in Fig. 3.18.

In the far field (\( \xi \to \infty \)):

\[
P = -2\pi \sum_{m=0}^{\infty} \left[ \frac{Se_{2m}(c, 0)}{N_{2m}^{(e)}} \frac{Re_{2m}^{(1)}(c, \xi_1)}{Re_{2m}^{(3)}(c, \xi_1)} Se_{2m}(c, \eta) - \frac{So_{2m+1}(c, 0)}{N_{2m+1}^{(o)}} \frac{Ro_{2m+1}^{(1)}(c, \xi_1)}{Ro_{2m+1}^{(3)}(c, \xi_1)} So_{2m+1}(c, \eta) \right].
\]  
(3.86)

The total scattering cross section per unit length is:

\[
\sigma_T = \frac{8\pi}{k} \sum_{m=0}^{\infty} \left[ \frac{1}{N_{2m}^{(e)}} \frac{Re_{2m}^{(1)}(c, \xi_1)}{Re_{2m}^{(3)}(c, \xi_1)} Se_{2m}(c, 0) \right]^2 + \frac{1}{N_{2m+1}^{(o)}} \frac{Ro_{2m+1}^{(1)}(c, \xi_1)}{Ro_{2m+1}^{(3)}(c, \xi_1)} So_{2m+1}(c, 0)^2.
\]  
(3.87)

The normalized cross section \( \sigma_T/d \) has been computed as a function of \( c \) and for eight different values of \( \xi_1 \) by BARAKAT [1963], and is shown in Fig. 3.19.

Fig. 3.19. Normalized total scattering cross section for \( H^0 \) parallel to the cylinder axis and incidence along the minor axis (BARAKAT [1963]).
LOW FREQUENCY APPROXIMATIONS

For a plane wave whose direction of propagation is perpendicular to the z-axis, and forms the angle $\phi_0$ with the negative x-axis and the angle $(\frac{1}{2} \pi - \phi_0)$ with the negative y-axis ($0 \leq \phi_0 \leq \frac{1}{2} \pi$), such that

\[
H^1 = \hat{z} \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},
\]
\[
E^1 = Z(\sin \phi_0 \hat{x} - \cos \phi_0 \hat{y}) \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},
\]

(3.88)

low frequency expansions may be obtained either directly (Strutt [1897]; Noble [1962]; Van Bladel [1963]) or by power series developments of the Mathieu functions appearing in the exact solutions (Burke and Twersky [1964]; Burke et al. [1964]).

In the far field ($\xi \to \infty; \psi = \phi$) and through $O(e^4)$ (Burke and Twersky [1964]):

\[
P \sim -\pi (4 \epsilon \xi_1)^2 \sqrt{(\xi_1^2 - 1) + \frac{(1 + \xi_1^{-1})}{\xi_1^2 - 1} \cos \phi \cos \phi_0 + \sin \phi \sin \phi_0} + \\
+ \pi (4 \epsilon \xi_1)^2 \left\{ -\pi (1 - \xi_1^{-2}) + \pi \left( 1 - \frac{1}{2 \xi_1^2} + \xi_1^{-1} \sqrt{(\xi_1^2 - 1)} \right) \right\} \\
\times \left\{ [1 - \xi_1^{-2}] \cos \phi \cos \phi_0 + \sin \phi \sin \phi_0 \right\} + \\
+ \frac{1}{4 \xi_1^2} \left\{ \sqrt{(\xi_1^2 - 1)} \left( 6 - 3 \xi_1^{-2} - 8L \xi_1^{-1} \sqrt{(\xi_1^2 - 1)} + \frac{\sqrt{(\xi_1^2 - 1)}}{\xi_1^2} \right) (\cos 2 \phi + \cos 2 \phi_0) + \\
\right. \\
+ \frac{1}{4 \xi_1^2} \left\{ \sqrt{(\xi_1^2 - 1)} \left( 6 - 3 \xi_1^{-2} - 8L \xi_1^{-1} \sqrt{(\xi_1^2 - 1)} + \frac{\sqrt{(\xi_1^2 - 1)}}{\xi_1^2} \right) (\cos 2 \phi + \cos 2 \phi_0) + \\
\right. \\
+ \left( 1 - \frac{1}{2 \xi_1^2} + \xi_1^{-1} \sqrt{(\xi_1^2 - 1)} \right) \left( 7 + 2 \xi_1^{-1} \sqrt{(\xi_1^2 - 1)} \right) (\cos \phi \cos \phi_0 + \\
+ \left( 1 - \frac{1}{2 \xi_1^2} + \xi_1^{-1} \sqrt{(\xi_1^2 - 1)} \right) \left( 7 + 2 \xi_1^{-1} \sqrt{(\xi_1^2 - 1)} \right) (\cos \phi \cos \phi_0 + \\
+ \left( 1 - \frac{1}{2 \xi_1^2} + \xi_1^{-1} \sqrt{(\xi_1^2 - 1)} \right) \left( 7 + 2 \xi_1^{-1} \sqrt{(\xi_1^2 - 1)} \right) (\cos \phi \cos \phi_0 + \\
\right) \\
\right) \right\},
\]

(3.89)

where

\[
L = \gamma + \log \left[ 4 \epsilon (\xi_1 + \sqrt{\xi_1^2 - 1}) \right],
\]

(3.90)

and $\gamma = 0.5772157 \ldots$ is Euler's constant. Burke and Twersky [1964] have derived the closed form for $P$ which yields the explicit expansion correct through terms $O(e^4)$ (Burke and Twersky [1960]). The normalized bistatic cross section per unit length for $\phi_0 = \frac{1}{2} \pi$ and different values of the axes ratio and of $\epsilon \xi_1$ is plotted as a function of $\phi$ in Figs. 3.20 and 3.21. Burke et al. [1964] have plotted the normalized bistatic cross section per unit length $j \kappa \sigma(\phi)$ as a function of $\phi$ for $\phi_0 = \frac{1}{2} \pi; \epsilon \xi_1 = 0.3, 0.7, 1.1$ and axes ratio $\xi_1 - 1 \xi_1 = 0.4, 1, 1.7, 1$. 
The normalized back scattering cross section per unit length is shown in Fig. 3.22 as a function of $\phi_0$ for $c_{\xi_1} = 1.1$ and in Fig. 3.23 as a function of $c_{\xi_1}$ for $\phi_0 = \frac{\pi}{2}$, for five different values of the axes ratio.

The total scattering cross section per unit length is:

$$\sigma_t \sim \frac{4\pi^2}{k} \left( \frac{1}{c_{\xi_1}} \right)^4 \left[ 1 - \xi_1^{-2} + \left( 1 - \frac{1}{2\xi_1^2} + \xi_1^{-1} \sqrt{(\xi_1^2 - 1)} \right)(1 - \xi_1^{-2} \cos^2 \phi_0) \right]. \quad (3.91)$$

The normalized total scattering cross section per unit length corresponding to the closed form derived by BURKE and TWERSKY [1964] is shown as a function of $\phi_0$ for $c_{\xi_1} = 1.1$ and different values of the axes ratio in Fig. 3.24.

For incidence along the major axis ($\phi_0 = 0$), in the far field ($\xi \to \infty; \nu = \phi$) and through $O(c^4)$:

$$P \sim -\pi \left( \frac{1}{c_{\xi_1}^2} \right)^4 \left[ 1 - (1 + \xi_1^{-1} \sqrt{(\xi_1^2 - 1)} \cos \phi) + \pi \left( \frac{1}{c_{\xi_1}^2} \right)^4 \left[ 1 - \pi(1 - \xi_1^{-2}) \left[ 1 - \left( 1 - \frac{1}{2 \xi_1^2} + \xi_1^{-1} \sqrt{(\xi_1^2 - 1)} \cos \phi \right) + \ldots \right] \right] \right] + \ldots$$
Fig. 3.21. Normalized bistatic cross section $\|k\sigma(\phi)$ for $H^1$ parallel to the cylinder axis with $\phi_0 = 45^\circ$ and $c\bar{x}_1 = 1.1$ (Burke and Twersky [1964]).

Fig. 3.22. Normalized back scattering cross section $\|k\sigma$ for $H^1$ parallel to the cylinder axis and $c\bar{x}_1 = 1.1$ (Burke and Twersky [1964]).
Fig. 3.23. Normalized back scattering cross section for $H^\parallel$ parallel to the cylinder axis (Burke and Twersky [1964]).

Fig. 3.24. Normalized total scattering cross section $\frac{k\sigma}{\phi}$ for $H^\parallel$ parallel to the cylinder axis and $\epsilon_2 = 1.1$ (Burke and Twersky [1964]).
\begin{align*}
+ \frac{i\sqrt{(\zeta_i^2-1)}}{2\zeta_i} \left[ 3 - \frac{1}{2\zeta_i^2} - 4L\zeta_i^{-1}\sqrt{(\zeta_i^2-1)} + \zeta_i^{-3} \cos 2\phi + \\
+ \frac{1 + \zeta_i^{-1}\sqrt{(\zeta_i^2-1)}}{4\zeta_i^2} (\cos \phi + \cos 3\phi) + \left( 1 - \frac{1}{2\zeta_i^2} + \zeta_i^{-1}\sqrt{(\zeta_i^2-1)} \right) \times \{ \cos 2\phi + \left[ 7 + 2\zeta_i^{-1}\sqrt{(\zeta_i^2-1)} \left( 2L - 1 \right) \right] \cos \phi \} \right]. \quad (3.92)
\end{align*}

Burke et al. [1964] have published diagrams of the normalized bistatic cross section per unit length \( \frac{1}{2}\pi \sigma(\phi) \) as a function of \( \phi \) for \( c\zeta_i = 0.3, 0.7, 1.1 \) and axes ratio \( \sqrt{\zeta_i^2-1}/\zeta_i = 0, \frac{1}{4}, \frac{1}{2}, 1 \).

The normalized back scattering cross section per unit length as a function of \( c\zeta_i \) and for different values of the axes ratio is shown in Fig. 3.25.

The total scattering cross section per unit length is:

\begin{equation}
\sigma_T \sim \frac{4\pi^2}{k} \left( \frac{c\zeta_1}{4}(1 - \zeta_i^{-2}) \right) \left( 2 - \frac{1}{2\zeta_i^2} + \zeta_i^{-1}\sqrt{(\zeta_i^2-1)} \right). \quad (3.93)
\end{equation}

For incidence along the minor axis \( (\phi_0 = \frac{1}{2}\pi) \), in the far field \( (\zeta \rightarrow \infty; \tau = \phi) \) and through \( O(c^4) \):

\begin{align*}
P \sim -i\pi \left[ \frac{(4c\zeta_1)^4}{4\zeta_1^{1/2}} \right] \left[ (1 + \zeta_1^{-1}\sqrt{(\zeta_i^2-1)} + (\zeta_i^2-1)) \sin \phi \right] + \\
+ \pi \left( \frac{1}{2\zeta_1^{-1} + \sqrt{(\zeta_i^2-1)}} \sin \phi \right) + \pi \left( 1 - \frac{1}{2\zeta_1^2} + \zeta_i^{-1}\sqrt{(\zeta_i^2-1)} \right) \sin \phi + \\
\end{align*}
3.2 PLANE WAVE INCIDENCE

\[ + \frac{1}{2} \left[ \frac{\sqrt{(\xi_1^2-1)}}{2\xi_1} (6 - 5\xi_1^{-2} - 8L\xi_1^{-1}\sqrt{\xi_1^2-1}) + \xi_1^{-3}\sqrt{\xi_1^2-1} \cos 2\phi + \right. \\
\left. + \frac{1 + \frac{1}{2\xi_1^{-1}}\sqrt{(\xi_1^2-1)}}{4\xi_1} (\sin 3\phi - \sin \phi) + \left(1 - \frac{1}{2\xi_1^2} + \xi_1^{-1}\sqrt{(\xi_1^2-1)} \right) \times \left(7\xi_1^{-1}\sqrt{(\xi_1^2-1)} - 2 + 4L \right) \sin \phi - \frac{1}{2\xi_1^2} \sqrt{(\xi_1^2-1)} \cos 2\phi \right] \right] . \quad (3.94) \]

BURKE et al. [1964] have published diagrams of the normalized bistatic cross section per unit length \( \frac{1}{4} k \sigma(\phi) \) as a function of \( \phi \) for \( c\xi_1 = 0.3, 0.7, 1.1 \) and axes ratio \( \sqrt{\xi_1^2-1}/\xi_1 = \frac{1}{4}, \frac{1}{2}, \frac{3}{4}, 1 \).

The normalized back scattering cross section per unit length as a function of \( c\xi_1 \) and for different values of the axes ratio is shown in Fig. 3.26.

![Fig. 3.26. Normalized back scattering cross section for \( H^1 \) parallel to the cylinder axis, and incidence along the minor axis (BURKE and TWERSKY [1964]).](image)

The total scattering cross section per unit length is:

\[ \sigma_T \sim \frac{4\pi^2}{k} \left( \frac{1}{4} c^2 \xi_1 \right)^2 (2 - \frac{1}{4} c^2 \xi_1^{-2} + \xi_1^{-1} \sqrt{(\xi_1^2-1)}) . \quad (3.95) \]
3.2.2.3. HIGH FREQUENCY APPROXIMATIONS

For a plane wave whose direction of propagation is perpendicular to the z-axis, and forms the angle \( \phi_0 \) with the negative x-axis and the angle \( (\frac{1}{2}\pi - \phi_0) \) with the negative y-axis \( (0 \leq \phi_0 \leq \frac{1}{2}\pi) \), such that

\[
H^i = \hat{z} \exp \{-i k (x \cos \phi_0 + y \sin \phi_0)\},
\]

\[
E^i = Z \sin \phi_0 \hat{x} \cos \phi_0 \hat{y} \exp \{-i k (x \cos \phi_0 + y \sin \phi_0)\},
\]

the geometrical optics scattered field at a point \( P \) located in the illuminated region is (see Fig. 3.13):

\[
(H_z^i)_{g.o.} = \left[ 1 + \frac{2(P_1 P)}{D \cos \phi_i} \right]^{-\frac{1}{2}} \exp \{i k [(P_1 P) - x_1 \cos \phi_0 - y_1 \sin \phi_0]\},
\]

where \( (P_1 P) \) is the distance between the reflection point \( P \equiv (x_1, y_1, z) \equiv (\xi_1, \eta_1, z) \) and the observation point \( P \equiv (x, y, z) \equiv (\xi, \eta, z) \), and \( D, \phi_1, \eta_1 \) are given by eqs. (3.28), (3.29), (3.30) respectively.

In the shadowed region, \( (H_z^i)_{g.o.} = 0 \).

Formula (3.97) is a good approximation if \( kD \gg 1 \); this condition is satisfied a fortiori if:

\[
\epsilon \left| \xi_1 - \xi_1^{-1} \right| \gg 1.
\]

For incidence along the major axis \( (\phi_0 = 0) \) and in the illuminated region:

\[
(H_z^i)_{g.o.} = \left[ 2 - \xi_1^2 + 2 \sqrt{[(\xi_1^2 - 1)(\xi_1^2 - 1)]} \right]^{-\frac{1}{2}} \exp \{i [\xi_1^2 - 2 \sqrt{\xi_1^2 - 1}]\},
\]

and the back scattering cross section per unit length is:

\[
\sigma_{g.o.} = \frac{\pi \epsilon}{k} \left( \xi_1^2 - \xi_1^{-2} \right).
\]

For incidence along the minor axis \( (\phi_0 = \frac{1}{2}\pi) \) and in the illuminated region:

\[
(H_z^i)_{g.o.} = \xi_1 \left[ 2 - \xi_1^2 + 2 \sqrt{[(\xi_1^2 - 1)(\xi_1^2 - 1)]} \right]^{-\frac{1}{2}} \exp \{i [\sqrt{\xi_1^2 - 1} - 2 \xi_1 \sqrt{\xi_1^2 - 1}]\},
\]

and the back scattering cross section per unit length is:

\[
\sigma_{g.o.} = \frac{\pi \epsilon}{k} \left( \xi_1^2 - \sqrt{\xi_1^2 - 1} \right).
\]

In the physical optics approximation, the total magnetic field at a point \( P(\xi_1, \eta_1, z) \) on the surface \( \xi = \xi_1 \) is:

\[
H_z^i = \begin{cases} 
2 \exp \{-i [\xi_1, \eta_1 \cos \phi_0 \sin \phi_0] \} & \text{in the illuminated region,} \\
0 & \text{in the shadowed region.}
\end{cases}
\]
3.2 PLANE WAVE INCIDENCE

In the far field \((\xi \to \infty)\) (Burke and Twersky [1960]),

\[
P_{p.o.} = \sqrt{\left\{ 4\pi \varepsilon (\xi_1 - \xi_1^{-1}) \right\} \cos \left\{ \frac{1}{4} (v - \phi_0) \right\} \left[ 1 - \xi_1^{-2} \sin^2 \left\{ \frac{1}{4} (v + \phi_0) \right\} \right]^{-\frac{1}{2}}
\]
\[
\times \exp \left[ \frac{i}{4} \pi + 2ic \xi_1 \sqrt{1 - \xi_1^{-2}} \sin^2 \left( \frac{1}{4} (v + \phi_0) \right) \cos \left( \frac{1}{4} (v - \phi_0) \right) + \right.
\]
\[
\left. + \frac{1}{2} c A \left( \cos (v - \gamma) - \cos (\phi_0 - \gamma) \right) \sin \left[ \frac{2c A \sin \left( \frac{1}{4} (v + \phi_0) - \gamma \right) \cos \left( \frac{1}{4} (v - \phi_0) \right)}{2c A \sin \left( \frac{1}{4} (v + \phi_0) - \gamma \right) \cos \left( \frac{1}{4} (v - \phi_0) \right)} \right] \right]
\]

(3.104)

where \(\gamma\) and \(A\) are given by eqs. (3.38) and (3.39).
The total scattering cross section per unit length is (Burke and Twersky [1960]):

\[
(\sigma_T)_{p.o.} = 2\frac{A d}{c} \cos (\phi_0 - \gamma) = 2l,
\]

(3.105)

where \(l\) is the distance between the two rays at grazing incidence (see Fig. 3.13). In particular, for incidence along the major axis,

\[
[(\sigma_T)_{p.o.}]_{\phi_0 = 0} = \frac{4c}{k} \sqrt{\left( \xi_1^2 - 1 \right)},
\]

(3.106)

whereas for incidence along the minor axis,

\[
[(\sigma_T)_{p.o.}]_{\phi_0 = 90} = \frac{4c}{k} \xi_1.
\]

(3.107)

A better approximation for the total scattering cross section per unit length is available for incidence along the major and minor axes (Wu [1956]):

\[
(\sigma_T)_{\phi_0 = 0} \sim 2d \sqrt{\xi_1^2 - 1} \left\{ 1 - 0.43211998 \left[ c (\xi_1^2 - 1) \right]^{-\frac{3}{2}} + \ldots \right\}.
\]

(3.108)

\[
(\sigma_T)_{\phi_0 = 90} \sim 2d \xi_1 \left\{ 1 - 0.43211998 \left[ \frac{c \xi_1^2}{\sqrt{(\xi_1^2 - 1)}} \right]^{-\frac{3}{2}} + \ldots \right\}.
\]

(3.109)

An approximation in which an expression for the diffracted field is retained, may be obtained either by an asymptotic expansion of the exact solution or by Keller's geometrical theory of diffraction. In the latter case, the scattered magnetic field is written as

\[
H_x = \left( H_x^r \right)_{p.o.} + \left( H_x^r \right)_d.
\]

(3.110)

The diffracted field \((H_x^r)_d\) at a point \(P(\xi, \eta, z)\) away from the surface \(\xi = \xi_1\) is (Keller [1955]):

\[
(\mathcal{H}_x)_d = \sum_n \left[ \left( (P_2 P)^{-1} B_d(P_1) \right)_d(P_2) \right]
\]
\[
\times \exp \left[ ik \left[ \left( (P_2 P) - x_P \cos \phi_0 - y_P \sin \phi_0 \right) + \int_{P_1}^{P_2} (ik + \delta_x) dl \right] \right] +
\]
\[
+ \left( (Q_2 Q)^{-1} B_d(Q_1) \right)_d(Q_2)
\]
\[
\times \exp \left[ ik \left[ \left( (Q_2 Q) - x_Q \cos \phi_0 - y_Q \sin \phi_0 \right) + \int_{Q_1}^{Q_2} (ik + \delta_x) dl \right] \right] +
\]
\[
\times \left[ 1 - \exp \left[ \frac{1}{\gamma} (ik + \delta_x) dl \right] \right]^{1-1}.
\]

(3.111)
where the points \( P_1, P_2, Q_1 \) and \( Q_2 \) on the surface \( \xi = \xi_1 \) are shown in Fig. 3.14, and the line integrals \( \int_{P_1}^{P_2} \int_{Q_1}^{Q_2} \) and \( \Phi \) are evaluated along the optical rays from \( P_1 \) to \( P_2 \) and from \( Q_1 \) to \( Q_2 \), and around the entire ellipse \( \xi = \xi_1 \), respectively. The arclength element \( d\ell \) is given by eq. (3.47). The decay exponents \( \delta_n \) and the diffraction coefficients \( B_n \) may be written in the forms

\[
\delta_n = \delta_{0n} \bar{\mu}_n, \quad B_n = B_{0n} \tilde{\gamma}_n, \tag{3.112}
\]

where

\[
\delta_{0n}(\eta) = \frac{1}{4k} \frac{c}{2\xi_1 \sqrt{\xi_1^2 - 1}} \left( \frac{\xi_1^2 - \eta^2}{\xi_1^2 - 1} \right)^{-\frac{1}{4}} \exp \left( \frac{3}{2} \pi i \eta \right) \beta_n \beta_n \left( \frac{\xi_1^2 - \eta^2}{\xi_1^2 - 1} \right)^{-\frac{1}{4}}, \tag{3.113}
\]

\[
B_{0n}(\eta) = \frac{c}{2\xi_1 \sqrt{\xi_1^2 - 1}} \left( \frac{\xi_1^2 - \eta^2}{\xi_1^2 - 1} \right)^{-\frac{1}{4}} \exp \left( \frac{3}{2} \pi i \eta \right) \left( \frac{\xi_1^2 - \eta^2}{2\xi_1^2 \eta} \right)^{-\frac{1}{4}} \left[ \beta_n \theta(\eta) \right]^{-1}, \tag{3.114}
\]

and \( \bar{\mu}_n \) and \( \tilde{\gamma}_n \) may be taken equal to unity in the first approximation, whereas in a second approximation (Keller and Levy [1959]):

\[
\bar{\mu}_n(\eta) = 1 + \frac{1}{4\beta_n^2} \left[ \frac{c}{2\xi_1 \sqrt{\xi_1^2 - 1}} \right]^{-\frac{1}{4}} \left( \frac{\xi_1^2 - \eta^2}{\xi_1^2 - 1} \right)^{-\frac{1}{4}} \left( 1 + 8 \eta^2 \left( 1 - \eta^2 \right) \right) + 6\beta_n^{-3} \left[ 1 + \frac{\eta^2 \left( 1 - \eta^2 \right)}{2\xi_1^2 \eta} \right]. \tag{3.115}
\]

\[
\tilde{\gamma}_n(\eta) = \exp \left( \frac{1}{2\beta_n^2} \left( 1 + \frac{1}{4\beta_n^2} \right) \left[ \frac{c}{2\xi_1 \sqrt{\xi_1^2 - 1}} \right]^{-\frac{1}{4}} \left( \frac{\xi_1^2 - \eta^2}{\xi_1^2 - 1} \right)^{-\frac{1}{4}} \left[ \frac{\xi_1^2 \eta}{\xi_1^2 - 1} \right] \right). \tag{3.116}
\]

The diffracted field on the surface \( \xi = \xi_1 \) is (Keller and Levy [1959]):

\[
(H_\perp)_{1n} \sim \left( \frac{c}{2\xi_1 \sqrt{\xi_1^2 - 1}} \right)^{\frac{1}{4}} \exp \left( -\frac{1}{4} \pi i \right) \left( \frac{2nk}{\xi_1^2 - 1} \right)^{-\frac{1}{4}} \sum_n \theta(\eta) B_n(P) + B_n(Q) \exp \left( \int_{Q_1}^{Q_2} \left( ik + \delta_n \right) d\ell - ik(x_0, \cos \phi_0 + y_0, \sin \phi_0) \right) + B_n(Q_1) \exp \left( \int_{P_1}^{P_2} \left( ik + \delta_n \right) d\ell - ik(x_0, \cos \phi_0 + y_0, \sin \phi_0) \right) \times \left[ 1 - \exp \left( \int \Phi(ik + \delta_n) d\ell \right) \right]^{-1}. \tag{3.117}
\]

A rigorous asymptotic expansion for the field at \( \xi = \xi_1 \) is (Weinstein and Fedorov [1961]):

\[
H_\perp \sim \sum_{n} B(x + 2\pi n; \phi_0). \tag{3.118}
\]

where

\[
B(x; \phi_0) = \left[ \frac{\xi_1^2 - \cos^2 \tau_{1n}}{\xi_1^2 - \cos^2 \tau_{1n}} \right] \exp \left( \frac{1}{2} \pi i (\xi_{1n} - \xi) \right) \exp \left( -i[kA_n + (1 - 1)^2(\tau_0 - \tau_{1n})] \right). \tag{3.119}
\]

\( A_n, \tau, \tau_{1n}, \xi, \xi_{1n} \) and \( \mu \) are given by eqs. (3.55) to (3.58), the Fock function \( g[\xi] \) is
defined in the Introduction, and \( v_{11} \) and \( v_{12} \) are the angular coordinates of the points of grazing incidence, as shown in Fig. 3.15. If the argument \((-1)^n(\xi_{1n} - \zeta)\) of \( g \) is large and negative, eq. (3.119) must be replaced by:

\[
B(\alpha; \phi_0) = \frac{\sqrt{\pi}}{2} \exp \left[ -ic(\xi_1 \cos \alpha \cos \phi_0 + \sqrt{\xi_1^2 - 1} \sin \alpha \sin \phi_0) \right].
\]  

(3.120)

A rigorous asymptotic expansion for the far field coefficient \((\xi \to \infty)\) is (WEINSTEIN and FEDOROV [1961]):

\[
P = \sqrt{\frac{\pi}{4}} e^{i\pi} \sum_{j=-\infty}^{\infty} \tilde{\gamma}(v+2\pi j; \phi_0),
\]

(3.121)

where

\[
\tilde{\gamma}(\alpha; \phi_0) = -\sqrt{\frac{c}{2\xi_1 \sqrt{\xi_1^2 - 1}}} \left[ (\xi_1^2 - \cos^2 v_{1\mu})(\xi_1^2 - \cos^2 \bar{v}_{1\mu}) \right] \times \exp \left\{ -i\xi_1 \cos v_{1\mu}(\cos v + \cos \phi_0) + \sqrt{\xi_1^2 - 1} \sin v_{1\mu}(\sin v + \sin \phi_0) \right\}.
\]

(3.122)

(\( \bar{v}_{1\mu} \) and \( \xi_{1n} \) are obtained from \( v_{1\mu} \) and \( \zeta_{1n} \) respectively, by replacing \( v_{1\mu} \) with \( \bar{v}_{1\mu} \) in eqs. (3.55) to (3.57); \( \mu \) is given by eq. (3.58); the function \( \gamma(\xi) \) is defined in the Introduction (Section 1.3.3); the angular coordinates \( v_{11} \) and \( \bar{v}_{1\mu} \) of the points of grazing incidence, and \( \bar{v}_{1\mu} \) and \( \bar{v}_{1\mu} \) of the points at which the rays leave the scattering surface, are shown in Fig. 3.15. If \((-1)^n(\xi_{1n} - \zeta_{1n})\) is large and negative, eq. (3.122) must be replaced by:

\[
\tilde{\gamma}(\alpha; \phi_0) = \sqrt{\frac{c}{2\xi_1 \sqrt{\xi_1^2 - 1}}} \left[ (\xi_1^2 - \cos^2 v_{1\mu}) \sqrt{\cos \frac{1}{2}(v - \phi_0)} \right] \times \exp \left\{ -i\xi_1 \cos v_{1\mu}(\cos v + \cos \phi_0) + \sqrt{\xi_1^2 - 1} \sin v_{1\mu}(\sin v + \sin \phi_0) \right\},
\]

(3.123)

where \( v_1 \) is given by eqs. (3.63).

An approximation for the surface field which is sufficiently accurate for all practical purposes may be obtained by an extension of Fock's method (WETZEL [1957]; GOODRICH [1958]; KING and Wu [1959]). In particular, the surface field \((\xi = \xi_1)\) in the shadow region for incidence along the minor axis \((\phi_0 = \frac{1}{2}\pi)\) is (GOODRICH [1958]):

\[
H_z \sim e^{ikL}g(A) + e^{ikL'}g(A'),
\]

(3.124)

where

\[
L = \frac{i}{2} d\xi_1 [E(\frac{1}{2}\pi, \xi_1) - E(\frac{1}{2}\pi - \beta, \xi_1)],
\]

(3.125)

\[
L' = \frac{i}{2} d\xi_1 [E(\frac{1}{2}\pi, \xi_1) + E(\frac{1}{2}\pi - \beta, \xi_1)],
\]

(3.126)

\[
A = [\frac{i}{2} (\xi_1 - \xi_{1n}^{-1})] [F(\frac{1}{2}\pi, \xi_1) - F(\frac{1}{2}\pi - \beta, \xi_1)],
\]

(3.127)

\[
A' = [\frac{i}{2} (\xi_1 - \xi_{1n}^{-1})] [F(\frac{1}{2}\pi, \xi_1) + F(\frac{1}{2}\pi - \beta, \xi_1)],
\]

(3.128)

\[
\beta = \begin{cases} 
2\pi - r, & \text{if } \frac{1}{2}\pi \leq r \leq 2\pi, \\
0, & \text{if } \frac{1}{2}\pi \leq r \leq \frac{3}{2}\pi. 
\end{cases}
\]

(3.129)
the elliptic functions $E$ and $F$ are

\[ E(\alpha, \xi_1) = \int_0^\pi \sqrt{1 - \xi_1^{-2} \sin^2 u} \, du, \quad (3.130) \]

\[ F(\alpha, \xi_1) = \int_0^\pi \frac{du}{\sqrt{1 - \xi_1^{-2} \sin^2 u}}, \quad (3.131) \]

the function $g(\xi)$ is defined in the Introduction, and $L$ and $L'$ are the path lengths measured along the ellipse $\xi = \xi_1$ from the shadow lines to the observation point $P(\xi_1, \eta)$ (see Fig. 3.27).

Fig. 3.27. Geometry for the Fock-Goodrich approximation.

For incidence along the minor axis ($\phi_0 = \frac{1}{2}\pi$), the surface field amplitude $|H_z|$ and phase $\arg(H_z + c\sqrt{(\xi_1^2 - 1)})$ have been plotted as functions of the arc distance from the center $(u = u_1, v = \frac{1}{2}\pi)$ of the illuminated side by King and Wu [1959], who compared the experimental results of Wetzel with the Fock, Fock-Goodrich and Wetzel approximations for $c\xi_1 = 12$ and $\xi_1/\sqrt{(\xi_1^2 - 1)} = 1.2$ and 1.6, and by Wetzel and Brick [1960], who compared their experimental results with the Fock approximation for $c(\xi_1 - \xi_1^{-1}) = 8.3$ with $\xi_1^{-1} = 0.552$, $c(\xi_1 - \xi_1^{-1}) = 4.7$ with $\xi_1^{-1} = 0.780$, and $c(\xi_1 - \xi_1^{-1}) = 2.2$ with $\xi_1^{-1} = 0.910$.

A series which may be of some usefulness in numerical computations can be derived by substituting the appropriate asymptotic representations for the angular and radial Mathieu functions directly into the exact series solution. If the direction of propagation of the incident waves forms the angle $\chi$ with the positive $x$-axis, so that

\[ H^1 = \tilde{z} \exp \{ik(x \cos \chi + y \sin \chi)\}, \quad (3.132) \]

then at a point $P(u, v)$ (Robbin [1965]):

\[ H_z \sim \left\{ \begin{array}{l}
2 \cosh u e^{-2\pi} \sum_{n=0}^\infty \frac{\xi^{2n+2}(ic)^n}{n! (\cos^{n+1} u \cosh u)} \\
\times \{ (\cos^{2n+1} u + \sin^{2n+1} u) \sin^{2n+1} (\frac{1}{2} \psi + \frac{1}{2} \pi) + (\cos^{2n+1} u + \sin^{2n+1} u) \cos^{2n+1} (\frac{1}{2} \psi + \frac{1}{2} \pi) \\
\times \exp \{ -ic \sinh u + i(2n + 1) \arctan (\tanh \frac{1}{2} u) \} + \\
+ \exp \{ ic(\sinh u - 2 \sinh u) + i(2n + 1) \phi \} \} \right\}, \quad (3.133) \]
where
\[ \gamma = \arctan \left( \frac{\tanh \frac{1}{2}u - \sinh u_1}{1 + \sinh u_1 \tanh \frac{1}{2}u} \right), \]  
(3.134)
\[ \psi = \begin{cases} v, & \text{for } 0 \leq v < \frac{1}{4}, \\ v - 2\pi, & \text{for } \frac{1}{4} < v \leq 2\pi; \end{cases} \]  
(3.135)

formula (3.133) is valid in the angular sectors:
\[ -\frac{1}{2} \pi < \gamma < \frac{1}{4}, \quad -\frac{1}{2} \pi < \psi < \frac{1}{4}. \]  
(3.136)

3.2.2.4. SHAPE APPROXIMATION

For an elliptic cylinder whose surface \( \xi = \xi_1 \) is defined in terms of the circular cylindrical coordinates \((\rho_1, \phi_1, z)\) by the equation
\[ \rho_1 = a \left( 1 - \frac{\sin^2 \phi_1}{2\xi_1^2} \right), \]  
(3.137)
where
\[ \xi_1^2 \gg 1, \]  
(3.138)
\[ \xi_1^* \big| \xi_1 \] 
\[ \xi_1^* \big| \xi_1 \]

i.e. the elliptic cylinder departs only infinitesimally from the circular cylinder \( \rho_1 = a \), the scattered field may be expressed as a perturbation of the solution for this circular cylinder.

For incidence at an angle \( \phi_0 \) with respect to the negative \( x \)-axis and \( (\frac{1}{2} \pi - \phi_0) \) with respect to the negative \( y \)-axis, such that
\[ H^1 = \xi \exp \{ -i k (x \cos \phi_0 + y \sin \phi_0) \}, \]  
(3.139)
the scattered field at a point \( P(\rho, \phi, z) \) is:
\[ H^s \sim \sum_{n=0}^{\infty} \xi_1 \left[ J_n^2(k\rho) + b_n(\phi_0)\xi_1^- \right] H_n^{(1)}(k\rho) \cos \left[ n(\phi - \phi_0) \right] + O(\xi_1^{-1}), \]  
(3.140)
where
\[ b_n(\phi_0) = \frac{i}{2\pi} \left[ H_n^{(1)}(k\rho) \right] \frac{n^2}{(k\rho)^2} + \frac{H_n^{(1)}(k\rho)}{2^2 H_n^{(1)}(k\rho)} \left[ 1 - \frac{(n - 1)(n - 2)}{(k\rho)^2} \right] e^{2i\phi_0} + \frac{H_n^{(1)}(k\rho)}{2^2 H_n^{(1)}(k\rho)} \left[ 1 - \frac{(n + 1)(n + 2)}{(k\rho)^2} \right] e^{-2i\phi_0}. \]  
(3.141)

In the far field \( (\rho \to \infty) \):
\[ P \sim \sum_{n=0}^{\infty} \xi_1 \left[ J_n^2(k\rho) + b_n(\phi_0)\xi_1^- \right] \cos \left[ n(\phi - \phi_0) \right] + O(\xi_1^{-1}). \]  
(3.142)
3.3. Line sources

3.3.1. E-Polarization

3.3.1.1. EXACT SOLUTIONS

For an electric line source parallel to the axis $z$ of the cylinder and located at $(\xi_0, \eta_0)$, such that

$$E_z = \hat{z} H_0^{(1)}(kR),$$

the total electric field is

$$E_z = 4 \sum_{m=0}^{\infty} \left[ \frac{1}{N_m^{(c)}} \left( \frac{R_m^{(1)}(c, \xi_1) - R_m^{(3)}(c, \xi_1)}{R_m^{(3)}(c, \xi_1)} \right) \right] \times R_m^{(3)}(c, \xi_0) S_m(c, \eta_0) S_m(c, \eta) +$$

$$+ \frac{1}{N_m^{(c)}} \left[ \frac{R_m^{(1)}(c, \xi_0) - R_m^{(3)}(c, \xi_0)}{R_m^{(3)}(c, \xi_0)} \right] \times R_m^{(3)}(c, \xi_0) S_m(c, \eta_0) S_m(c, \eta).$$

On the surface $\xi = \xi_1$:

$$H_\phi = \frac{4Y}{c \sqrt{(\xi_1^2 - \eta^2)}} \sum_{m=0}^{\infty} \left[ \frac{1}{N_m^{(c)}} \left( \frac{R_m^{(1)}(c, \xi_0) - R_m^{(3)}(c, \xi_0)}{R_m^{(3)}(c, \xi_0)} \right) \right] \times S_m(c, \eta_0) S_m(c, \eta) +$$

$$+ \frac{1}{N_m^{(c)}} \left[ \frac{R_m^{(1)}(c, \xi_0) - R_m^{(3)}(c, \xi_0)}{R_m^{(3)}(c, \xi_0)} \right] \times S_m(c, \eta_0) S_m(c, \eta).$$

In the far field ($\xi \to \infty$):

$$E_z = \sqrt{\frac{2}{\pi c \xi_1}} e^{i \xi_1 + i n \xi_1} \sum_{m=0}^{\infty} \left[ \frac{1}{N_m^{(c)}} \left( \frac{R_m^{(1)}(c, \xi_0) - R_m^{(3)}(c, \xi_0)}{R_m^{(3)}(c, \xi_0)} \right) \right] \times S_m(c, \eta_0) S_m(c, \eta) +$$

$$+ \frac{1}{N_m^{(c)}} \left[ \frac{R_m^{(1)}(c, \xi_0) - R_m^{(3)}(c, \xi_0)}{R_m^{(3)}(c, \xi_0)} \right] \times S_m(c, \eta_0) S_m(c, \eta).$$

If the line source is in the plane $y = 0$ at $(\xi_0, \eta_0 = 1)$:

$$E_z = 4 \sum_{m=0}^{\infty} \frac{1}{N_m^{(c)}} \left[ \frac{R_m^{(1)}(c, \xi_0) - R_m^{(3)}(c, \xi_0)}{R_m^{(3)}(c, \xi_0)} \right] R_m^{(3)}(c, \xi_0) S_m(c, \eta_0).$$

On the surface $\xi = \xi_1$:

$$H_\phi = \frac{4Y}{c \sqrt{(\xi_1^2 - \eta^2)}} \sum_{m=0}^{\infty} \frac{1}{N_m^{(c)}} \frac{R_m^{(3)}(c, \xi_0)}{R_m^{(3)}(c, \xi_1)} S_m(c, \eta).$$
In the far field (\( \xi \to \infty \)):

\[
E_x = \sqrt{\frac{2}{\pi c \xi}} e^{i c \xi} - \sqrt{8\pi} \sum_{m=0}^{\infty} \frac{(-1)^m}{N_m^{(3)}} \left[ \frac{R_{m}^{(1)}(c, \xi_0) - R_{m}^{(1)}(c, \xi_1)}{R_{m}^{(3)}(c, \xi_1)} \right] \mathcal{S}_m(c, \eta).
\]

(3.149)

If the line source is in the plane \( x = 0 \) at \((\zeta_0, \eta_0) = 0\):

\[
E_x = \frac{4}{\pi} \sum_{m=0}^{\infty} \left[ \frac{Se_{2m}(c, 0)}{N_m^{(3)}} \left[ \frac{Ro_{2m}^{(1)}(c, \xi_0) - Ro_{2m}^{(1)}(c, \xi_1)}{Ro_{2m}^{(3)}(c, \xi_1)} \right] \right] \times \frac{Ro_{2m}^{(3)}(c, \xi_0)}{Se_{2m}(c, \eta)} + \frac{S_{2m+1}(c, 0)}{N_{2m+1}^{(3)}} \left[ \frac{Ro_{2m+1}^{(1)}(c, \xi_0) - Ro_{2m+1}^{(1)}(c, \xi_1)}{Ro_{2m+1}^{(3)}(c, \xi_1)} \right] \times \frac{Ro_{2m+1}^{(3)}(c, \xi_0)}{So_{2m+1}(c, \eta)}.
\]

(3.150)

On the surface \( \xi = \xi_1 \):

\[
H_x = \frac{4Y}{c \sqrt{(\xi_1^2 - \eta^2)}} \sum_{m=0}^{\infty} \left[ \frac{Se_{2m}(c, 0)}{N_m^{(3)}} \frac{Ro_{2m}^{(3)}(c, \xi_0)}{Ro_{2m}^{(3)}(c, \xi_1)} \mathcal{S}_m(c, \eta) + \frac{S_{2m+1}(c, 0)}{N_{2m+1}^{(3)}} \frac{Ro_{2m+1}^{(3)}(c, \xi_0)}{Ro_{2m+1}^{(3)}(c, \xi_1)} \mathcal{S}_{2m+1}(c, \eta) \right].
\]

(3.151)

For axes ratio \( \xi_1/\xi_0 \) \((\xi_1^2 - 1) = 6.7 \) and \( u_0 = 0.7213 \), MANDRAZHI [1962] has plotted the amplitude of the surface current density for \( c = 2\sqrt{2} \) and the phase for \( c = 2\sqrt{2}/2; 2; \sqrt{2}; 4/2 \).

In the far field (\( \xi \to \infty \)):

\[
E_x = \sqrt{\frac{2}{\pi c \xi}} e^{i c \xi} - \sqrt{8\pi} \sum_{m=0}^{\infty} \frac{(-1)^m}{N_m^{(3)}} \left[ \frac{Ro_{2m}^{(1)}(c, \xi_0) - Ro_{2m}^{(1)}(c, \xi_1)}{Ro_{2m}^{(3)}(c, \xi_1)} \right] \mathcal{S}_m(c, \eta) - \frac{1}{N_{2m+1}^{(3)}} \left[ \frac{Ro_{2m+1}^{(1)}(c, \xi_0) - Ro_{2m+1}^{(1)}(c, \xi_1)}{Ro_{2m+1}^{(3)}(c, \xi_1)} \right] \mathcal{S}_{2m+1}(c, \eta).
\]

(3.152)

3.3.1.2. LOW FREQUENCY APPROXIMATIONS

No specific results are available; however, low frequency approximations can be easily derived either from the exact formulas of the previous section or by general methods (see, e.g., NOBLE [1962]).

3.3.1.3. HIGH FREQUENCY APPROXIMATIONS

For an electric line source parallel to the \( z \)-axis and located at \((\zeta_0, \eta_0)\), such that

\[
E^i = \hat{z} H_0^{(1)}(kR),
\]

(3.153)
and so far from the surface $\zeta = \xi_1$ that at the surface

$$E^1 \approx \zeta \sqrt{\frac{2}{\pi kR}} e^{ikR - \frac{1}{4} \xi},$$

(3.154)

the geometric optics scattered field at a point $P$ located in the illuminated region is

$$(E^1)_{s.o.} \sim -\sqrt{\frac{2}{\pi k(P_0P_1)}} \left[ 1 + \frac{2(P_1P)}{D \cos \phi_1} + \frac{(P_1P)}{(P_0P_1)} \right]^{-\frac{1}{4}} \exp \{ik[(P_0P_1) + (P_1P)] - \frac{1}{4} \pi \}.$$

(3.155)

where $(P_0P_1)$ and $(P_1P)$ are, respectively, the distances between the source $P_0$ and the reflection point $P_1(\xi_1, \eta_1, z)$ and between $P_1$ and the observation point $P$,

$$D = \frac{1}{4d} \frac{(\xi_1 - \eta_1)^4}{\xi_1(\xi_1^2 - 1)},$$

(3.156)

the coordinate $\eta_1$ is determined as a function of $\zeta_0, \eta_0, \xi, \eta$ and $\xi_1$ by the relation

$$\frac{\partial}{\partial \eta_1} \left[ (P_0P_1) + (P_1P) \right] = 0,$$

(3.157)

and the reflection angle $\phi_1$ by

$$\cos \phi_1 = \frac{(\zeta_0 \eta_0 \eta_1 - \xi_1) \sqrt{\xi_1^2 - 1} + \xi_1 \sqrt{\xi_0^2 - 1} \sin \eta_0 \sin \eta_1}{\sqrt{\xi_1^2 - \eta_1^2} \left[ (\zeta_0 \eta_0 \eta_1 - \xi_1 \eta_1)^2 + (\sqrt{\xi_0^2 - 1} \sin \eta_0 - \sqrt{\xi_1^2 - 1} \sin \eta_1)^2 \right]}.$$

(3.158)

Formula (3.155) is applicable if $kD > 1$; this condition is satisfied a fortiori if

$$c(\zeta_1 - \xi_1^{-1}) \gg 1.$$  

(3.159)

In the shadowed region, $(E^1)_{s.o.} = 0$.

In the physical optics approximation, the total magnetic field at a point $P_1$ on the illuminated portion of the surface $\zeta = \xi_1$ due to the source of eq. (3.153) is

$$(H_\nu)_{p.o.} = 2i k H_1^Z(k(P_0P_1)) \cos \phi_1.$$

(3.160)

where $\phi_1$ is the angle of incidence; on the shadowed portion of the surface, $(H_\nu)_{p.o.} = 0$. If the approximation (3.154) applies, then the surface field (3.160) becomes

$$(H_\nu)_{p.o.} \sim 2Y \sqrt{- \frac{2}{\pi k(P_0P_1)}} \exp \{ik(P_0P_1) - \frac{1}{4} \pi \} \cos \phi_1.$$

(3.161)

An approximation in which an expression for the diffracted field is retained, may be obtained either by an asymptotic expansion of the exact solution (Levy [1960]: Weisstein and Fidorov [1961]) or by Keller's geometrical theory of diffraction. In the latter case, the scattered electric field is written as:

$$E_\nu = (E^2)_{s.o.} + (E^2)_d.$$

(3.162)
The diffracted field \( (E'_d) \) at a point \( P(\xi, \eta, z) \) away from the surface \( \xi = \xi_1 \) and corresponding to the incident field of eq. (3.154) is (Keller [1956]):

\[
(E'_d)_d \sim \sqrt{\frac{2}{\pi k (P_0 P_1)(P_2 P)}} \sum_{n} B_n(P_1)B_n(P_2)
\times \exp \left[ -\frac{1}{2} i \pi + i k \{(P_0 P_1) + (P_2 P)\} + \int_{P_1}^{P_2} (ik + \delta_n) dl \right]
\]

\[
+ \sqrt{\frac{2}{\pi k (P_0 Q_1)(Q_2 P)}} \sum_{n} B_n(Q_1)B_n(Q_2)
\times \exp \left[ -\frac{1}{2} i \pi + i k \{(P_0 Q_1) + (Q_2 P)\} + \int_{Q_1}^{Q_2} (ik + \delta_n) dl \right]
\times \exp \left[ -\frac{1}{2} \left( i \pi + (Q_1 P_0) + (Q_2 P) \right) \right]^{-1}
\]

(3.163)

where the points \( P_1, P_2, Q_1 \) and \( Q_2 \) on the surface \( \xi = \xi_1 \) are those shown in Fig. 3.14 (but now the incident rays originate at the point \( P_0(\xi_1, \eta_0) \) and no longer at infinity), and the line integrals \( \int_{P_1}^{P_2}, \int_{Q_1}^{Q_2} \) and \( \oint \) are evaluated along the optical rays from \( P_1 \) to \( P_2 \) and from \( Q_1 \) to \( Q_2 \), and around the entire ellipse \( \xi = \xi_1 \), respectively. The arc-length element \( dl \) is given by eq. (3.47), and the decay exponents \( \delta_n \) and the diffraction coefficients \( B_n \) by eqs. (3.48) through (3.52). The diffracted field near the surface \( \xi = \xi_1 \) is of the order \( c^4 \) greater than the field of eq. (3.163) (see Keller [1956]).

In the particular case of a thin elliptic cylinder for which

\[ c \xi_1 > 1, \quad \left| c(\xi_1 - \xi_1^{-1}) \right| > 1, \]  

(3.154)

the total magnetic field onos surface \( \xi = \xi_1 \), due to a line source located at a large distance from the scatterer \( \left( \mu_0 > 1 \right) \) and of strength proportional to \( (kR)^{-1} \), is (Goodrich and Kazarinoff [1963]):

\[ H_r \sim -Y \sqrt{\frac{8c}{\pi}} \left( \xi_1^{-2} - n^2 \right)^{-1} e^{i(\xi_0 - 1)} \sum_{n=0}^{N} (-c)^n G(r, r_0; -c\sigma_n^{(1)}), \]  

(3.165)

where \( N \) is a non-negative integer much smaller than \( c \xi_1 \) but otherwise unspecified, and

\[ \sigma_n^{(1)} = -i(4n + 3) + \frac{8c^4 \mu_1}{n! \Gamma(-n - 1)} \]  

(3.166)

If

\[ r_0 = 0, \quad r > 0, \quad c \sin r \ll 1, \]  

(3.167)

then

\[ G(r, 0; -c\sigma) \sim \frac{i}{8c \mu_1^2} (1 - R_1^2 e^{4icr})^{-1} \]

\[ \times \left| \exp \left\{ i(1 - \cos r) \right\} \right| \left| \tan \left\{ \frac{1}{2} r \right\} - R_1 \exp \left\{ i(3 + \cos r) \right\} \right| \]  

(3.168)
if

\[ v_0 = 0, \quad |\nu - \pi| \ll 1, \quad c|\sin \psi| \ll 1, \]

then

\[ G(v, 0; -c\sigma) \sim \frac{i}{8cT_i} (1 - R_i^2 e^{4ic})^{-1} e^{ic(1 - \cos \psi)}; \]

if

\[ 0 < v_0 \leq \frac{1}{2} \pi, \quad -\pi < \psi < 0, \quad c|\sin \psi| \gg 1, \]

then

\[
G(v, v_0; -c\sigma) \sim \frac{i(R_{ii} - R_i)e^{ic(1 - \cos \psi)}}{8c(1 - R_i^2 e^{4ic})(1 - R_{ii} e^{4ic})} \\
\times \left\{ (1 + R_i R_{ii} e^{4ic}) \left[ \frac{e^{ic(1 + \cos \psi)}}{\cos \frac{1}{2} \psi} \frac{e^{ic(\cos \theta - \pi)}}{\cos \frac{1}{2} \beta_1} (\tan \frac{1}{2} \beta_2 \tan \frac{1}{2} \psi)^2 - \right. \right. \\
- \left. \left. \frac{e^{ic(1 - \cos \psi)}}{\sin \frac{1}{2} \psi} \frac{e^{ic(\cos \theta + \pi)}}{\cos \frac{1}{2} \beta_1} (\tan \frac{1}{2} \beta_2 \tan \frac{1}{2} \psi)^2 \right] + \right. \\
\left. + (R_i + R_{ii}) e^{2ic} \left[ \frac{e^{ic(1 + \cos \psi)}}{\cos \frac{1}{2} \psi} \frac{e^{ic(\cos \theta - \pi)}}{\cos \frac{1}{2} \beta_2} (\tan \frac{1}{2} \beta_1 \tan \frac{1}{2} \psi)^2 - \right. \right. \\
- \left. \left. \frac{e^{ic(1 - \cos \psi)}}{\sin \frac{1}{2} \psi} \frac{e^{ic(\cos \theta + \pi)}}{\cos \frac{1}{2} \beta_2} (\tan \frac{1}{2} \beta_1 \tan \frac{1}{2} \psi)^2 \right] \right\}, \]

and in particular, for \( v_0 = \frac{1}{2} \pi \):

\[
G(v, \frac{1}{2} \pi; -c\sigma) \sim \frac{i(R_{ii} - R_i)e^{ic}}{2^4c(1 - R_i e^{2ic})(1 - R_{ii} e^{2ic})} \\
\times \left[ \exp \left\{ ic(1 + \cos \psi) \right\} \frac{(\tan \frac{1}{2} \psi)^2 - \exp \left\{ ic(1 - \cos \psi) \right\}}{\sin \frac{1}{2} \psi} \right]; \]

if

\[ v_0 = \frac{1}{2} \pi, \quad |\psi| \ll 1, \quad c|\sin \psi| \ll 1, \]

then

\[
G(v, \frac{1}{2} \pi; -c\sigma) \sim i \exp \left\{ ic(1 + \cos \psi) \right\} \left[ \frac{1}{2^4c T_i(1 - R_i e^{2ic})} + \frac{2 \sin \frac{1}{2} \psi}{T_i(1 - R_i e^{2ic})} \right]; \]

where

\[
T_i = \frac{\pi^4(4c)^{1/2}e^{-1i\pi}}{\Gamma(\frac{1}{2}(1 + x))}, \]

\[
R_i = \frac{\Gamma\left(\frac{1}{2}(1 + x)\right)e^{-1i\pi}}{2^{2x+1}c^{x+1}\Gamma\left(-\frac{1}{2}\right)}, \]

\[
T_{ii} = \frac{\pi^4(4c)^{1/2}e^{1i(1 - x)\pi}}{2c^3\Gamma(1 + 1/2)}, \]

\[
T_{ii} = \frac{\pi^4(4c)^{1/2}e^{1i(1 - x)\pi}}{2c^3\Gamma(1 + 1/2)}.
\]
3.3 LINE SOURCES

\[ R_\Pi = \frac{\Gamma(1 + \frac{1}{4}a)e^{-\frac{1}{4}a}}{4\pi^{\frac{3}{2}} \Gamma(\frac{1}{2}(1-a))}, \quad (3.179) \]

\[
\psi = \begin{cases} 
 v, & \text{for } v < \pi, \\
 v - 2\pi, & \text{for } v > \pi,
\end{cases} \quad (3.180)
\]

\[
\alpha = \frac{1}{2}(\sigma - 1), \quad (3.181)
\]

\[
\cos \beta_1 = \frac{\zeta_0 \eta_0 - 1}{\zeta_0 - \eta_0}, \quad (\beta_1 \sim v_0), \quad (3.182)
\]

\[
\cos \beta_2 = \frac{-\zeta_0 \eta_0 + 1}{\zeta_0 + \eta_0}, \quad (\beta_2 \sim \pi - v_0). \quad (3.183)
\]

GOODRICH and KAZARINOFF [1963] also give a physical interpretation, in terms of traveling waves, of the first term \( n = 0 \) of eq. (3.165) for \( \nu_0 = 0 \) and \( v_0 = \frac{1}{2} \pi \).

3.3.2. \( H \)-polarization

3.3.2.1. EXACT SOLUTIONS

For a magnetic line source parallel to the axis \( z \) of the cylinder and located at \( (\xi_0, \eta_0) \), such that

\[ H' = \hat{\xi}H^{(1)}_0(kR), \quad (3.184) \]

the total magnetic field is

\[
H_z = 4 \sum_{m=0}^\infty \left( \frac{1}{N_m^{(e)}} \right) \left[ Re_m^{(1)}(c, \xi) - Re_m^{(3)}(c, \xi) \right]
\]

\[
\times \left[ Re_m^{(1)}(c, \zeta_1) - Re_m^{(3)}(c, \zeta_1) \right]
\]

\[
+ \frac{1}{N_m^{(o)}} \left[ Ro_m^{(1)}(c, \xi) - Ro_m^{(3)}(c, \xi) \right]
\]

\[
\times \left[ Ro_m^{(1)}(c, \zeta_1) - Ro_m^{(3)}(c, \zeta_1) \right]. \quad (3.185)
\]

On the surface \( \xi = \zeta_1 \):

\[
H_z = 4 \sum_{m=0}^\infty \frac{1}{(\xi_1^2 - 1)} \sum_{N_m^{(e)}} \left[ \frac{Re_m^{(1)}(c, \zeta_1)}{(\xi_1^2 - 1)} \right] \left[ \frac{Se_m(c, \eta_0)Se_m(c, \eta) +}{}
\]

\[
+ \left[ \frac{Ro_m^{(1)}(c, \zeta_1)}{(\xi_1^2 - 1)} \right] \left[ \frac{So_m(c, \eta_0)So_m(c, \eta) +}{}
\]

\[
In the far field (\( \xi \rightarrow \infty \)):
\[ H_z = \sqrt{\frac{2}{\pi c_\xi}} e^{ic\xi - 1} \left( \frac{1}{N_{(m-1)}^{(0)}} \sum_{m=0}^{\infty} (-i)^m \left( \frac{Re_{(1)}^{(1)}(c, \xi_1) - Re_{(1)}^{(3)}(c, \xi_0)}{Re_{(3)}^{(1)}(c, \xi_1)} \right) \right) \times Se_m(c, \eta_0) Se_m(c, \eta) + \]
\[ + \frac{1}{N_{(m)}^{(0)}} \left[ Re_{(1)}^{(1)}(c, \xi_0) - Re_{(1)}^{(2)}(c, \xi_1) \right] Re_{(3)}^{(2)}(c, \xi_0) \right) \times So_m(c, \eta_0) So_m(c, \eta) \right) \] (3.187)

If the line source is in the plane \( y = 0 \) at \( (\xi_0, \eta_0 = 1) \):

\[ H_z = 4 \sum_{m=0}^{\infty} \frac{1}{N_{(m)}^{(0)}} \left[ Re_{(1)}^{(1)}(c, \xi_1) - Re_{(1)}^{(3)}(c, \xi_1) \right] Re_{(3)}^{(2)}(c, \xi_1) \times Re_{(3)}^{(1)}(c, \xi_0) Se_m(c, \eta) \right) \] (3.188)

On the surface \( \xi = \xi_1 \):

\[ H_z = \frac{4i}{\sqrt{(\xi_1 - 1)}} \sum_{m=0}^{\infty} \frac{1}{N_{(m)}^{(0)}} \left[ Re_{(1)}^{(1)}(c, \xi_1) - Re_{(1)}^{(3)}(c, \xi_1) \right] Re_{(3)}^{(3)}(c, \xi_1) \times Se_m(c, \eta) \] (3.189)

In the far field \( (\xi \to \infty) \):

\[ H_z = \sqrt{\frac{2}{\pi c_\xi}} e^{ic\xi - 1} \left( \frac{1}{N_{(m)}^{(1)}} \sum_{m=0}^{\infty} (-i)^m \left( \frac{Re_{(1)}^{(1)}(c, \xi_1) - Re_{(1)}^{(3)}(c, \xi_1)}{Re_{(3)}^{(1)}(c, \xi_1)} \right) \right) \times Re_{(3)}^{(1)}(c, \xi_1) Se_{m+1}(c, \eta) + \]
\[ + \frac{1}{N_{(m)}^{(0)}} \left[ Re_{(1)}^{(1)}(c, \xi_0) - Re_{(1)}^{(3)}(c, \xi_1) \right] Re_{(3)}^{(3)}(c, \xi_1) \times Re_{(3)}^{(3)}(c, \xi_0) So_{m+1}(c, \eta) \right) \] (3.190)

If the line source is in the plane \( x = 0 \) at \( (\xi_0, \eta_0 = 0) \):

\[ H_z = 4 \sum_{m=0}^{\infty} \left[ Se_{2m}(c, 0) \right] Re_{(1)}^{(1)}(c, \xi_1) - Re_{(1)}^{(3)}(c, \xi_1) \right] Re_{(3)}^{(3)}(c, \xi_1) \times Re_{(3)}^{(3)}(c, \xi_1) Se_{m+1}(c, \eta) + \]
\[ + \frac{1}{N_{(m)}^{(0)}} \left[ Re_{(1)}^{(1)}(c, \xi_0) - Re_{(1)}^{(3)}(c, \xi_1) \right] Re_{(3)}^{(3)}(c, \xi_1) \times Re_{(3)}^{(3)}(c, \xi_0) So_{m+1}(c, \eta) \right) \] (3.191)

On the surface \( \xi = \xi_1 \):

\[ H_z = \frac{4i}{\sqrt{(\xi_1 - 1)}} \sum_{m=0}^{\infty} \left[ Se_{2m}(c, 0) \right] Re_{(1)}^{(1)}(c, \xi_1) - Re_{(1)}^{(3)}(c, \xi_1) \right] \times Se_{2m+1}(c, \eta) + \]
\[ + \frac{1}{N_{(m)}^{(0)}} \left[ Re_{(1)}^{(1)}(c, \xi_0) - Re_{(1)}^{(3)}(c, \xi_1) \right] Re_{(3)}^{(3)}(c, \xi_1) \times Re_{(3)}^{(3)}(c, \xi_0) So_{2m+1}(c, \eta) \right) \] (3.192)

In the far field \( (\xi \to x) \):

\[ H_z = \sqrt{\frac{2}{\pi c_\xi}} e^{ic\xi - 1} \left( \frac{1}{N_{(m)}^{(1)}} \sum_{m=0}^{\infty} (-i)^m \left[ Se_{2m}(c, 0) \right] Re_{(1)}^{(1)}(c, \xi_1) - Re_{(1)}^{(3)}(c, \xi_1) \right] \times Re_{(3)}^{(3)}(c, \xi_1) Se_{2m+1}(c, \eta) + \]
\[ + \frac{1}{N_{(m)}^{(0)}} \left[ Re_{(1)}^{(1)}(c, \xi_0) - Re_{(1)}^{(3)}(c, \xi_1) \right] Re_{(3)}^{(3)}(c, \xi_1) \times Re_{(3)}^{(3)}(c, \xi_0) So_{2m+1}(c, \eta) \right) \]
3.3.2.2. LOW FREQUENCY APPROXIMATIONS

No specific results are available; however, low frequency approximations can be easily derived either from the exact formulas of the previous section or by general methods (see, e.g., NOBLE [1962]).

3.3.2.3. HIGH FREQUENCY APPROXIMATIONS

For a magnetic line source parallel to the z-axis and located at \((\xi_0, \eta_0)\) such that

\[
H^i = \hat{z} H_0^{(1)}(kR),
\]

and so far from the surface \(\xi = \xi_1\) that at the surface

\[
H^i \sim \hat{z} \sqrt{\frac{2}{\pi kR}} e^{ikR - i\pi},
\]

the geometric optics scattered field at a point \(P\) located in the illuminated region is

\[
(H^z)_{g.o.} \sim \sqrt{\frac{2}{\pi k(P_0 P)}} \left[ 1 + \frac{2(P_1 P)}{D \cos \phi_1} + \frac{(P_1 P)}{(P_0 P)} \right]^{-\frac{1}{2}} \exp \{ i k[(P_0 P) + (P_1 P)] - i\pi \}.
\]

where \((P_0 P_1)\) and \((P_1 P)\) are, respectively, the distances between the source \(P_0\) and the reflection point \(P_1(\xi_1, \eta_1, z)\), and between \(P_1\) and the observation point \(P\); \(D, \eta_1\) and \(\phi_1\) are given by eqs. (3.156) to (3.158). Formula (3.196) is applicable if \(kD \gg 1\), and this condition is satisfied a fortiori if \(c(\xi_1 - \xi_1^{-1}) \gg 1\).

In the shadowed region, \((H^z)_{g.o.} = 0\).

In the physical optics approximation, the total magnetic field at a point \(P_1\) on the surface \(\xi = \xi_1\) due to the source of eq. (3.194) is

\[
(H^z)_{p.o.} = \begin{cases} 2H_0^{(1)}(k(P_0 P_1)) \quad & \text{in the illuminated region,} \\ 0 \quad & \text{in the shadow.} \end{cases}
\]

An approximation in which an expression for the diffracted field is retained, may be obtained either by an asymptotic expansion of the exact solution (KAIZARINOFF and RITT [1959]; LIV [1960]; WEINSTEIN and FEDOROV [1961]) or by Keller's geometrical theory of diffraction. In the latter case, the scattered magnetic field is written as:

\[
H^s = (H^z)_{g.o.} + (H^z)_{p.o.}.
\]
The diffracted field \((H^*_d)\) at a point \(P(\xi, \eta, z)\) away from the surface \(\xi = \xi_1\) and corresponding to the incident field of eq. (3.195) is (KELLER [1956]):

\[
(H^*_d) \sim \left( \frac{2}{\pi k(P_0 P_1)(P_2 P)} \right) \sum B_n(P_1) B_n(P_2) \times \exp \left[ -\frac{4i\pi + ik[(P_0 P_1) + (P_2 P)] + \int_{P_1}^{P_2} (ik + \delta_n) dl} + \right] + \left( \frac{2}{\pi k(Q_0 Q_1)(Q_2 P)} \right) \sum B_n(Q_1) B_n(Q_2) \times \exp \left[ -\frac{4i\pi + ik[(P_0 Q_1) + (Q_2 P)] + \int_{Q_1}^{Q_2} (ik + \delta_n) dl} + \right] \left( 1 - \exp \left[ \oint (ik + \delta_n) dl \right] \right)^{-1},
\]

(3.199)

where the points \(P_1, P_2, Q_1\) and \(Q_2\) on the surface \(\xi = \xi_1\) are those shown in Fig. 3.14 (but now the incident rays originate at the point \(P_0(\xi_0, \eta_0)\) and no longer at infinity), the line integrals \(\int_{P_1}^{P_2}, \int_{Q_1}^{Q_2}\) and \(\oint\) are evaluated along the optical rays from \(P_1\) to \(P_2\) and from \(Q_1\) to \(Q_2\), and around the entire ellipse \(\xi = \xi_1\), respectively. The arclength element \(dl\) is given by eq. (3.47), and the decay exponents \(\delta_n\) and the diffraction coefficients \(B_n\) by eqs. (3.112) through (3.116).

The diffracted field on the surface \(\xi = \xi_1\) (LEVY and KELLER [1959]):

\[
(H^*_d) \sim \left( \frac{c}{2\xi_1 \sqrt{(\xi^2_1 - 1)}} \right)^{-\frac{1}{2}} e^{-i\pi} \left( \frac{2\pi k}{\xi^2_1 - \eta_1} \right)^{\frac{1}{2}} \sum A_l(\beta_n) B_n(P) \times \left( \frac{2}{\pi k(P_0 P_1)} \right) \sum B_n(Q_1) \exp \left[ ik(P_0 P_1) + \int_{P_1}^{P_2} (ik + \delta_n) dl \right] + \left( \frac{2}{\pi k(Q_0 Q_1)} \right) \sum B_n(Q_1) \exp \left[ ik(P_0 Q_1) + \int_{Q_1}^{Q_2} (ik + \delta_n) dl \right] \left( 1 - \exp \left[ \oint (ik + \delta_n) dl \right] \right)^{-1}.
\]

(3.200)

In the particular case of a thin elliptic cylinder for which

\[
c^\xi_1 \gg 1, \quad \left| c(\xi_1 - \xi_1^{-1}) \right| \ll 1,
\]

(3.201)

the total magnetic field on the surface \(\xi = \xi_1\), due to a line source located at a large distance from the scatterer \((u_0 \gg 1)\) and of strength proportional to \((kR)^{-1}\), is (GOODRICH and KAZARINOFF [1963]):

\[
H_s \sim 8i \left( \frac{c}{\pi} \right) \left( \frac{1}{\sqrt{(\xi^2_1 - 1)}} \right)^{\frac{1}{2}} \sum_{n=0}^{N} \frac{(-c)^n}{n!} \left( \frac{2\pi}{\Gamma\left(-n - \frac{1}{2}\right)} \right) G(v, v_0; -c\sigma_0^{(2)}),
\]

(3.202)

where \(N\) is a non-negative integer much smaller than \(c\xi_1\) but otherwise unspecified, and

\[
\sigma_0^{(2)} = -i(4n + 1) \left[ 1 + \frac{2c^4 u_1}{n!} \left( -1 \right)^n e^{-i\pi} \right].
\]

(3.203)
and $G$ is given by eqs. (3.167) through (3.183). Goodrich and Kazarinoff (1963) also give a physical interpretation, in terms of traveling waves, of the first term $n = 0$ of eq. (3.202) for $v_0 = 0$ and $v_0 = \frac{1}{2}\pi$.

### 3.4. Dipole sources

#### 3.4.1. Electric dipoles

**Exact solutions**

For an arbitrarily oriented electric dipole located at $r_0 \equiv (\xi_0, \eta_0, z_0)$ with moment $(4\pi e/k)\hat{e}$, the total electric field at $r \equiv (\xi, \eta, z)$ is:

$$E(r) = 4\pi k G_e(r|r_0) \cdot \hat{e},$$

where $G_e(r|r_0)$ is the electric dyadic Green's function for the elliptic cylinder (Tai [1954]):

$$G_e(r|r_0) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{dt}{k^2 - t^2} \sum_{m=0}^{\infty} \left[ \frac{1}{\Omega_m^{(s)}} \{ M_{em}^{(1)}(t, r)[M_{em}^{(1)}(-t, r_0) + a_{em} M_{em}^{(3)}(-t, r_0)] + 
\quad + N_{em}^{(3)}(t, r)[N_{em}^{(1)}(-t, r_0) + b_{em} N_{em}^{(3)}(-t, r_0)] \right] + 
\quad + \frac{1}{\Omega_m^{(0)}} \{ M_{om}^{(2)}(t, r)[M_{om}^{(2)}(-t, r_0) + a_{om} M_{om}^{(3)}(-t, r_0)] + 
\quad + N_{om}^{(3)}(t, r)[N_{om}^{(1)}(-t, r_0) + b_{om} N_{om}^{(3)}(-t, r_0)] \right], \quad \text{for} \quad \xi > \xi_0, \quad (3.205)$$

$$G_e(r|r_0) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{dt}{k^2 - t^2} \sum_{m=0}^{\infty} \left[ \frac{1}{\Omega_m^{(s)}} \{ [M_{em}^{(1)}(t, r) + a_{em} M_{em}^{(3)}(t, r)] M_{em}^{(3)}(-t, r_0) + 
\quad + [N_{em}^{(1)}(t, r) + b_{em} N_{em}^{(3)}(t, r)] N_{em}^{(3)}(-t, r_0) \right] + 
\quad + \frac{1}{\Omega_m^{(0)}} \{ [M_{om}^{(1)}(t, r) + a_{om} M_{om}^{(3)}(t, r)] M_{om}^{(3)}(-t, r_0) + 
\quad + [N_{om}^{(1)}(t, r) + b_{om} N_{om}^{(3)}(t, r)] N_{om}^{(3)}(-t, r_0) \right], \quad \text{for} \quad \xi < \xi_0, \quad (3.206)$$

with

$$a_{em} = -\frac{R_{em}^{(1)}(\gamma, \xi_1)}{R_{em}^{(3)}(\gamma, \xi_1)}, \quad a_{om} = -\frac{R_{om}^{(1)}(\gamma, \xi_1)}{R_{om}^{(3)}(\gamma, \xi_1)}, \quad (3.207)$$

and the prime indicates the derivative with respect to $\xi_1$,

$$b_{em} = -\frac{R_{em}^{(1)}(\gamma, \xi_1)}{R_{em}^{(3)}(\gamma, \xi_1)}, \quad b_{om} = -\frac{R_{om}^{(1)}(\gamma, \xi_1)}{R_{om}^{(3)}(\gamma, \xi_1)}, \quad (3.208)$$

$$\Omega_m^{(s)} = \int_0^{2\pi} [S_m(\gamma, \cos \nu)]^2 d\nu, \quad \Omega_m^{(0)} = \int_0^{2\pi} [S_m(\gamma, \cos \nu)]^2 d\nu, \quad \gamma = c\sqrt{1 - t^2/k^2}, \quad (3.209)$$

$$\Omega_m^{(1)} = \int_0^{2\pi} [S_m(\gamma, \cos \nu)]^2 d\nu, \quad \Omega_m^{(2)} = \int_0^{2\pi} [S_m(\gamma, \cos \nu)]^2 d\nu, \quad (3.210)$$
(therefore, in particular, \( Q_{m}^{(e, (e')}_{h=0} = N_{m}^{(e, (e')}, \))

\[
M_{m}^{(j)}(t, r) = \frac{ke^{it\tau}}{c_{\sqrt{\left(\xi^{2} - \eta^{2}\right)}}} \left[ \hat{u}R_{m}^{(j)}(\gamma, \xi) \frac{\partial}{\partial \psi} \hat{S}(\gamma, \eta) - \hat{v} \hat{S}_{m}(\gamma, \eta) \frac{\partial}{\partial \psi} \Re^{(j)}(\gamma, \xi) \right],
\]

\[
N_{m}^{(j)}(t, r) = \frac{ie^{it\tau}}{c_{\sqrt{\left(\xi^{2} - \eta^{2}\right)}}} \left[ \hat{u} \hat{S}_{m}(\gamma, \eta) \frac{\partial}{\partial \psi} \Re^{(j)}(\gamma, \xi) \right.
\]
\[
+ \left. \frac{e^{it\tau}}{e^{it\tau}} \hat{v} \Re^{(j)}(\gamma, \xi) \hat{S}_{m}(\gamma, \eta) \right] + \frac{k^{2} - 1}{k} e^{it\tau} \hat{v} \Re^{(j)}(\gamma, \xi) \hat{S}_{m}(\gamma, \eta),
\]

(3.212)

\( j = 1 \) or \( 3 \), and the unit vectors \( \hat{u} \) and \( \hat{v} \) are given by:

\[
\hat{u} = (\xi^{2} - \eta^{2})^{-1/2} (\sqrt{\xi^{2} - 1} \cos \psi \hat{e} + \xi \sin \psi),
\]

(3.213)

\[
\hat{v} = (\xi^{2} - \eta^{2})^{-1/2} (\sqrt{\xi^{2} - 1} \cos \psi - \xi \sin \psi).
\]

(3.214)

In particular, for a longitudinal electric dipole at \((\xi_{0}, \eta_{0}, z_{0})\) with moment \((4\pi e/k)\beta\), corresponding to an incident electric Hertz vector \((e^{ikR} / kR)\hat{z}\), the total electromagnetic field components can be derived from the total electric Hertz vector

\[
\Pi_{e} = \Pi_{e} \hat{z} \equiv \frac{2}{k} \int_{-\infty}^{\infty} d\tau \epsilon^{(z = z_{0})} \sum_{m=0}^{\infty} \left[ \frac{1}{\Omega_{m}^{(e)}} R_{m}^{(e)}(\gamma, \xi_{0}) \right.
\]
\[
\times \left[ R_{m}^{(e)}(\gamma, \xi_{0}) - R_{m}^{(e)}(\gamma, \xi_{1}) \right] \hat{S}_{m}(\gamma, \eta_{0}) \hat{S}_{m}(\gamma, \eta) + \frac{1}{\Omega_{m}^{(e)}} R_{m}^{(e)}(\gamma, \xi_{0}) \left. - R_{m}^{(e)}(\gamma, \xi_{1}) \right] \hat{S}_{m}(\gamma, \eta_{0}) \hat{S}_{m}(\gamma, \eta),
\]

(3.215)

by the relations:

\[
E_{e} = \frac{k}{c_{\sqrt{\left(\xi^{2} - \eta^{2}\right)}}} \partial^{2} \Pi_{e},
\]

\[
E_{v} = -\frac{k}{c_{\sqrt{\left(\xi^{2} - \eta^{2}\right)}}} \partial^{2} \Pi_{e},
\]

\[
E_{z} = \left( \frac{\gamma^{2}}{k^{2}} - k^{2} \right) \Pi_{e},
\]

(3.216)

\[
H_{v} = -\frac{i k^{2} Y}{c_{\sqrt{\left(\xi^{2} - \eta^{2}\right)}}} \partial \Pi_{e},
\]

\[
H_{e} = \frac{i k^{2} Y}{c_{\sqrt{\left(\xi^{2} - \eta^{2}\right)}}} \partial \Pi_{e},
\]

\[
H_{z} = 0.
\]

On the surface \( \xi = \xi_{1} \):

\[
H_{e} = \frac{2i k Y}{c_{\sqrt{\left(\xi_{1}^{2} - \eta^{2}\right)}}} \int_{-\infty}^{\infty} d\tau \epsilon^{(z = z_{0})} \sum_{m=0}^{\infty} \frac{1}{\Omega_{m}^{(e)}} \left[ \frac{R_{m}^{(e)}(\gamma, \xi_{1})}{\Omega_{m}^{(e)} R_{m}^{(e)}(\gamma, \xi_{1})} \right] \hat{S}_{m}(\gamma, \eta_{0}) \hat{S}_{m}(\gamma, \eta) + \frac{1}{\Omega_{m}^{(e)}} \left. - R_{m}^{(e)}(\gamma, \xi_{1}) \right] \hat{S}_{m}(\gamma, \eta_{0}) \hat{S}_{m}(\gamma, \eta),
\]

(3.17)

If the longitudinal dipole is on the surface \((\xi_{0} = \xi_{1})\), the field is identically zero everywhere.

If the longitudinal dipole is at \((\xi_{0}, \eta_{0}, z_{0} = 0)\), the total far field \((\xi \rightarrow \infty)\) is:
$$E_\theta = -2\sqrt{2\pi} e^{ikr} \frac{k^2 r}{k^2} \sum_{m=0}^{\infty} (-i)^m \left( \frac{1}{\Omega_m^{(4)}} \right) \left[ \frac{\text{Re}^{(1)}(c \sin \theta, \xi)}{\text{Re}^{(3)}(c \sin \theta, \xi)} \right] \text{Sc}_m(c \sin \theta, \eta_0) \text{Se}_m(c \sin \theta, \eta_0) +$$

$$+ \frac{1}{\Omega_m^{(4)}} \left[ \frac{\text{Ro}^{(1)}(c \sin \theta, \xi)}{\text{Ro}^{(3)}(c \sin \theta, \xi)} \right] \times \text{So}_m(c \sin \theta, \eta_0) \text{So}_m(c \sin \theta, \eta_0), \quad (3.218)$$

where

$$\Omega_m^{(4)} = \left[ \Omega_m^{(1)}(\eta) \right]_{\eta = \sin \theta} \quad (3.219)$$

(therefore, in particular, $\left[ \Omega_m^{(4)}(\eta) \right]_{\eta = \sin \theta} = N_m^{(e)}(\eta)$), and $r$ and $\theta$ are spherical polar coordinates; $r$ is the distance of the observation point from the origin, and $\theta$ is the angle that the straight line from the dipole to the observation point forms with the $z$-axis. The shape of $|E_\theta|$ as a function of $\psi$ has been computed by Lucke [1951] for $\theta = \frac{1}{2} \pi$ and special values of the other parameters, and is shown in Fig. 3.28. Radiation patterns in the azimuthal plane $\theta = \frac{1}{2} \pi$ have been published by Kocherzhetski [1955] for longitudinal dipoles located at $v_0 = 0$ and $v_0 = \frac{1}{2} \pi$, with various values of $c$, $\xi_1$ and $\xi_0$.

Fig. 3.28. Shape of the far field amplitude $E_\psi$ in the azimuthal plane $\varphi = 0$, for a longitudinal electric dipole located at $(r_0, (\xi_0, \eta_0) = 1.50; r_0 = 90; z_0 = 0)$, with $\eta_0 = 1.12$ and axes ratio $\xi_1 / \xi_2 = 1.50$ (Lucke [1951]).

Fig. 3.29. Shape of the far field amplitude $H_\psi$ in the azimuthal plane $\varphi = 0$, for a radial electric dipole located at $(\xi_0 = \xi_1; r_0 = 0; z_0 = 0)$, with $\xi_1 = 1.20$ and axes ratio $\xi_1 / \xi_2 = 1.79$ (Lucke [1951]).
The total electromagnetic field components for an electric dipole parallel to \( \hat{u} \) (radial dipole) or to \( \hat{v} \) (transverse or circumferential dipole) can be derived from the general result (3.204). The far field patterns may also be obtained from the results for plane wave incidence by using the reciprocity theorem (Sinclair [1951]).

The shape of the far field amplitude \( |H| \) as a function of \( \nu \) in the azimuthal plane \( z = z_0 \) has been computed by Lucke [1951] for a radial dipole at \( (\xi_0 = \xi_1, \nu_0 = 0) \) and for a particular cylinder, and is shown in Fig. 3.29. A comparison between theoretical and experimental radiation patterns in the plane \( z = z_0 \) has been given by Sinclair [1951] for a radial dipole at \( (\xi_0 = \xi_1, \nu_0 = 0 \text{ or } \frac{1}{2} \pi) \) with \( c\xi_1 = 1.274 \pi, \ c\sqrt{(\xi_1^2 - 1)} = 0.780 \pi \), and a frequency of 1500 MHz. Radiation patterns in the azimuthal plane \( z = z_0 \) have been computed by Kocherzhevskii [1955] for transverse dipoles located at \( \nu_0 = 0 \) and \( \eta_0 = \frac{1}{2} \pi \), with various values of \( \nu \), \( \xi_1 \) and \( \xi_0 \).

3.4.1.2. LOW FREQUENCY APPROXIMATIONS

No specific results are available; however, low frequency expansions can be derived from the exact results of the previous section.

3.4.1.3. HIGH FREQUENCY APPROXIMATIONS

Although the geometrical and physical optics approximations to the scattered field are derivable by standard techniques, no specific results are available.

3.4.2. Magnetic dipoles

3.4.2.1. EXACT SOLUTIONS

For an arbitrarily oriented magnetic dipole located at \( r_0 = (\xi_0, \eta_0, z_0) \) with moment \( (4\pi/k)\delta \), the total magnetic field at \( r = (\xi, \eta, z) \) is:

\[
H(r) = 4\pi k \mathcal{G}_m(r_0r_0) \cdot \delta \tag{3.220}
\]

where \( \mathcal{G}_m(r_0r_0) \) is the magnetic dyadic Green’s function for the elliptic cylinder, which is related to the electric dyadic Green’s function of eqs. (3.205) and (3.206) by (Tai [1954]):

\[
\mathcal{G}_m(r_0r_0) = \frac{1}{k^2} \nabla \wedge \{[\nabla_0 \wedge \mathcal{G}_e(r_0r_0)]^T\} \tag{3.221}
\]

here \( \nabla_0 \wedge \) operates on \( r_0 \), and \( T \) indicates the transposed matrix.

In particular, for a longitudinal magnetic dipole at \( (\xi_0, \eta_0, z_0) \) with moment \( (4\pi/k)\delta \), corresponding to an incident magnetic Hertz vector \((e^{ikR}/kR)\delta\), the total electromagnetic field components can be derived from the total magnetic Hertz vector

\[
\Pi_m = \Pi_m^e = \frac{2i}{k} \int_{-\infty}^{\infty} dt e^{i(tz-z_0)} \sum_{m=0}^{\infty} \left\{ \frac{1}{\Omega_m^{(e)}} \Re_m^{(3)}(\gamma, \xi_1) \right\} \times \left[ \Re_m^{(1)}(\gamma, \xi_1) - \frac{\Re_m^{(1)}(\gamma, \xi_1)}{\Re_m^{(3)}(\gamma, \xi_1)} \Re_m^{(3)}(\gamma, \xi_1) \right] S_m(\gamma, \eta_0) S_m(\gamma, \eta) +
\]
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by the relations:

\[
E_x = -\frac{ik^2Z}{c\sqrt{\xi^2 - \eta^2}} \frac{\partial \Pi_m}{\partial \nu}, \quad E_y = -\frac{ik^2Z}{c\sqrt{\xi^2 - \eta^2}} \frac{\partial \Pi_m}{\partial \nu}, \quad E_z = 0,
\]

\[
H_x = \frac{k}{c\sqrt{\xi^2 - \eta^2}} \frac{\partial^2 \Pi_m}{\partial \nu \partial \zeta}, \quad H_y = \frac{k}{c\sqrt{\xi^2 - \eta^2}} \frac{\partial^2 \Pi_m}{\partial \nu \partial \zeta}, \quad H_z = \left(\frac{\partial^2}{\partial \zeta^2} + k^2\right) \Pi_m.
\]

On the surface \( \zeta = \zeta_1 \):

\[
H_y = -\frac{2i}{c\sqrt{\zeta_1^2 - \eta^2}} \int_{-\infty}^{\infty} d\tau \Re[u(z - \tau)] \sum_{m=0}^{\infty} \left\{ \frac{1}{\Omega_m} \frac{\partial \Pi_m}{\partial \nu} \Re_m^{(3)}(\zeta, \zeta_0) \right\} \times \delta_m(\gamma, \eta_0) \frac{\partial}{\partial \nu} \delta_m(\gamma, \eta) + \frac{1}{\Omega_m} \frac{\partial \Pi_m}{\partial \nu} \Re_m^{(3)}(\gamma, \zeta_0) \left[ \delta_m(\gamma, \eta_0) \delta_m(\gamma, \eta) - \delta_m(\gamma, \eta_0) \delta_m(\gamma, \eta) \right],
\]

\[
H_z = -\frac{2}{k} \int_{-\infty}^{\infty} d\tau (k^2 - \tau^2)e^{i\omega(t - \tau)} \sum_{m=0}^{\infty} \left\{ \frac{1}{\Omega_m} \frac{\partial \Pi_m}{\partial \nu} \Re_m^{(3)}(\zeta, \zeta_0) \right\} \left[ \delta_m(\gamma, \eta_0) \delta_m(\gamma, \eta) + \frac{1}{\Omega_m} \left( \frac{\partial \Pi_m}{\partial \nu} \Re_m^{(3)}(\gamma, \zeta_0) \right) - \delta_m(\gamma, \eta_0) \delta_m(\gamma, \eta) \right].
\]

If \( z_0 = 0 \), in the far field \( (\xi \to \infty) \):

\[
E_x = 2\sqrt{2\pi k^2Z} \sin \theta \sum_{m=0}^{\infty} \left\{ \frac{1}{\Omega_m} \left[ \Re^{(1)}_m(c \sin \theta, \zeta_0) - \frac{\Re^{(1)}_m(c \sin \theta, \zeta_1) \Re^{(3)}_m(c \sin \theta, \zeta_0)}{\Re^{(3)}_m(c \sin \theta, \zeta_1)} \right] \delta_m(c \sin \theta, \eta_0) \delta_m(c \sin \theta, \eta) + \frac{1}{\Omega_m} \left[ \Re^{(1)}_m(c \sin \theta, \zeta_0) - \frac{\Re^{(1)}_m(c \sin \theta, \zeta_1) \Re^{(3)}_m(c \sin \theta, \zeta_0)}{\Re^{(3)}_m(c \sin \theta, \zeta_1)} \right] \times \delta_m(c \sin \theta, \eta_0) \delta_m(c \sin \theta, \eta) \right\},
\]

where \( \Omega_m^{(1,0)} \) are given by eq. (3.219), and \( r \) and \( \theta \) are spherical polar coordinates; \( \delta \) is the distance of the observation point from the origin, and \( \theta \) is the angle that the straight line from the source point to the observation point forms with the z-axis. If the longitudinal dipole is on the surface \( \zeta_0 = \zeta_1 \):

\[
\Pi_m = -\frac{2}{k} \int_{-\infty}^{\infty} d\tau \Re[u(z - \tau)] \sum_{m=0}^{\infty} \left\{ \frac{1}{\Omega_m} \Re_m^{(3)}(\gamma, \zeta) \delta_m(\gamma, \eta_0) \delta_m(\gamma, \eta) + \frac{1}{\Omega_m} \left( \Re_m^{(3)}(\gamma, \zeta) \Re_m^{(3)}(\gamma, \zeta_1) \delta_m(\gamma, \eta_0) \delta_m(\gamma, \eta) \right. \right. \]

\[
+ \left. \left. \frac{1}{\Omega_m} \left( \Re_m^{(3)}(\gamma, \zeta) \Re_m^{(3)}(\gamma, \zeta_1) \delta_m(\gamma, \eta_0) \delta_m(\gamma, \eta) \right) \right\},
\]

\[
\]

\[
\]

\[
\]
and, in particular, in the far field ($\xi \to \infty$) with $z_0 = 0$:

$$E_r = 2i\sqrt{2}\pi k^2 Z \sin \phi \frac{e^{ikr}}{kr} \sum_{m=0}^{\infty} (-i)^m \left[ \frac{S_{m}(c \sin \theta, \eta_0) S_{m}(c \sin \theta, \eta)}{\Omega_{m}^{(\alpha)}(\partial/\partial u_1) R_{m}^{(3)}(c \sin \theta, \xi_1)} \right. + $$

$$+ \frac{S_{m}(c \sin \theta, \eta_0) S_{m}(c \sin \theta, \eta)}{\Omega_{m}^{(\alpha)}(\partial/\partial u_1) R_{m}^{(3)}(c \sin \theta, \xi_1)} \right].$$

(3.228)

The total electromagnetic field components for a magnetic dipole parallel to $\hat{a}$ (radial dipole) or to $\hat{b}$ (transverse or circumferential dipole) can be derived from the general result (3.220). The far field patterns may also be obtained from the results for plane wave incidence by using the reciprocity theorem (Sinclair [1951]).

A comparison between theoretical and experimental radiation patterns in the plane $z = z_0$ has been given by Sinclair [1951] for a longitudinal and a transverse dipole at $(\xi_0 = \xi_1, \nu_0 = 0)$ with $c_1 = 1.274\pi$, $c_1/\sqrt{(\xi_1^2 - 1)} = 0.780\pi$, and a frequency of 1500 MHz.

The equivalence between magnetic dipoles at $\xi_0 = \xi_1$ and slots is not discussed here; the reader interested in radiation from slots is referred, for example, to Wait [1959] chapter 13.

3.4.2.2. LOW FREQUENCY APPROXIMATIONS

No specific results are available; however, low frequency expansions can be derived from the exact results of the previous section.

3.4.2.3. HIGH FREQUENCY APPROXIMATIONS

Although the geometrical and physical optics approximations to the scattered field are derivable by standard techniques, no specific results are available.

3.5. Point sources

3.5.1. Acoustically soft cylinder

3.5.1.1. Exact solutions

For a point source at $(\xi_0 \equiv \xi_1, \eta_0, z_0)$ such that

$$V^1 = \frac{e^{ikr}}{kr},$$

(3.229)

then

$$V^1 + V^2 = \frac{2i}{k} \int_{-\infty}^{\infty} dt e^{it(\tau - z_0)} \sum_{m=0}^{\infty} \left( \frac{1}{\Omega_{m}^{(2)}} R_{m}^{(3)}(\gamma, \xi_1) \right.$$ 

$$\times \left[ R_{m}^{(1)}(\gamma, \xi_2) - \frac{R_{m}^{(1)}(\gamma, \xi_1)}{R_{m}^{(2)}(\gamma, \xi_1)} R_{m}^{(3)}(\gamma, \xi_1) \right] S_{m}(\gamma, \eta_0) S_{m}(\gamma, \eta) +$$

$$+ \frac{1}{\Omega_{m}^{(2)}} R_{m}^{(3)}(\gamma, \xi_1) \left[ R_{m}^{(1)}(\gamma, \xi_2) - \frac{R_{m}^{(1)}(\gamma, \xi_1)}{R_{m}^{(2)}(\gamma, \xi_1)} R_{m}^{(3)}(\gamma, \xi_1) \right] S_{m}(\gamma, \eta_0) S_{m}(\gamma, \eta) \right],$$

(3.230)
where \( \Omega_m^{(s), (a)} \) and \( \gamma \) are given by eqs. (3.209) and (3.210); observe that \( V^l + V^s \) equals \( P_a \) of eq. (3.215).

On the surface \( \xi = \xi_1 \):

\[
\frac{\partial}{\partial n} (V^l + V^s) = \frac{2}{k} \int_{-\infty}^{\infty} dt e^{i\nu t z_0} \sum_{m=0}^{\infty} \left\{ \frac{1}{\Omega_m^{(s)}} \frac{R_m^{(3)}(y, \xi_0)}{Re_m^{(3)}(y, \xi_1)} Se_m(y, \eta_0)Se_m(y, \eta) + \right.
\]
\[
+ \frac{1}{\Omega_m^{(a)}} \frac{R_m^{(3)}(y, \xi_0)}{Re_m^{(3)}(y, \xi_1)} So_m(y, \eta_0)So_m(y, \eta) \right\}.
\] (3.231)

If the point source is at \((\xi_0, \eta_0, z_0 = 0)\), the total far field \((x \to \infty)\) is:

\[
V^l + V^s = 2 \sqrt{2\pi} \frac{e^{i kr}}{kr} \sum_{m=0}^{\infty} \left( \frac{1}{\Omega_m^{(s)}} \right)^m \left[ \frac{Re_m^{(1)}(c \sin \theta, \xi_0)}{Re_m^{(3)}(c \sin \theta, \xi_1)} \right] \frac{Se_m(c \sin \theta, \eta_0)Se_m(c \sin \theta, \eta) +}{\right.}
\]
\[
+ \frac{1}{\Omega_m^{(a)}} \left[ \frac{Re_m^{(1)}(c \sin \theta, \xi_0) - \frac{R_m^{(1)}(c \sin \theta, \xi_1)}{R_m^{(3)}(c \sin \theta, \xi_1)} \frac{Ro_m^{(3)}(c \sin \theta, \xi_0)}{Ro_m^{(3)}(c \sin \theta, \xi_1)} \right] \times \right.
\]
\[
So_m(c \sin \theta, \eta_0)So_m(c \sin \theta, \eta) \right\} \]. (3.232)

where \( \Omega_m^{(s), (a)} \) are given by eq. (3.219), and \( r \) and \( \theta \) are spherical polar coordinates; \( r \) is the distance of the observation point from the origin, and \( \theta \) is the angle that the straight line from the source point to the observation point forms with the z-axis.

If the point source is on the surface \((\xi_0 = \xi_1)\), the total field is identically zero everywhere.

3.5.1.2. LOW FREQUENCY APPROXIMATIONS

No specific results are available; however, low frequency expansions can be derived from the exact results of the previous section.

3.5.1.3. HIGH FREQUENCY APPROXIMATIONS

Although the geometrical optics approximation to the scattered field is derivable by standard techniques, no specific results are available.

3.5.2. Acoustically hard cylinder

3.5.2.1. EXACT SOLUTIONS

For a point source at \((\xi_0 \geq \xi_1, \eta_0, z_0)\), such that

\[
V^l = \frac{e^{ikR}}{kR},
\] (3.233)

then
\[ V^I + V^o = \frac{2i}{k} \int_{-\infty}^{\infty} dt e^{i(t-t_0)} \sum_{m=0}^{\infty} \left( \frac{1}{\Omega_m^o} \frac{R_m^{(3)}(y, \xi)}{R_m^{(3)}(y, \xi)} \right) \]

\[ \times \left[ R_m^{(1)}(y, \xi) - \frac{R_m^{(1)}(y, \xi)}{R_m^{(3)}(y, \xi)} \right] S_m(y, \eta_0) S_m(y, \eta) + \]

\[ + \frac{1}{\Omega_m^o} \frac{R_m^{(3)}(y, \xi)}{R_m^{(3)}(y, \xi)} \left[ R_m^{(1)}(y, \xi) - \frac{R_m^{(1)}(y, \xi)}{R_m^{(3)}(y, \xi)} \right] S_m(y, \eta_0) S_m(y, \eta) \right] \]

\[ (3.234) \]

where \( \Omega_m^o \) and \( \gamma \) are given by eqs. (3.209) and (3.210); observe that \( (V^I + V^o) \)

equals \( \Pi_m \) of eq. (3.222).

On the surface \( \xi = \xi_1 \):

\[ V^I + V^o = -\frac{2}{k} \int_{-\infty}^{\infty} dt e^{i(t-t_0)} \sum_{m=0}^{\infty} \left( \frac{1}{\Omega_m^o} \frac{R_m^{(3)}(y, \xi_0)}{(\partial/\partial \xi_1)R_m^{(3)}(y, \xi_1)} \right) S_m(y, \eta_0) S_m(y, \eta) + \]

\[ + \frac{1}{\Omega_m^o} \frac{R_m^{(3)}(y, \xi_0)}{(\partial/\partial \xi_1)R_m^{(3)}(y, \xi_1)} S_m(y, \eta_0) S_m(y, \eta) \right] \]

\[ (3.235) \]

If \( \xi_0 = 0 \), the total far field \( (\xi \rightarrow \infty) \) is:

\[ V^I + V^o = 2\sqrt{2\pi} \frac{e^{ikr}}{kr} \sum_{m=0}^{\infty} (-i)^m \left( \frac{1}{\Omega_m^o} \right) \]

\[ \times \left[ R_m^{(1)}(c \sin \theta, \xi_0) - \frac{R_m^{(1)}(c \sin \theta, \xi_1)}{R_m^{(3)}(c \sin \theta, \xi_1)} \right] S_m(c \sin \theta, \eta_0) S_m(c \sin \theta, \eta) + \]

\[ + \frac{1}{\Omega_m^o} \left[ R_m^{(1)}(c \sin \theta, \xi_0) - \frac{R_m^{(1)}(c \sin \theta, \xi_1)}{R_m^{(3)}(c \sin \theta, \xi_1)} \right] \]

\[ \times S_m(c \sin \theta, \eta_0) S_m(c \sin \theta, \eta) \right] \]

\[ (3.236) \]

where \( \Omega_m^o \) are given by eq. (3.219), and \( r \) and \( \theta \) are spherical polar coordinates;

\( r \) is the distance of the observation point from the origin, and \( \theta \) is the angle that the straight line from the source point to the observation point forms with the z-axis.

If the point source is on the surface \( (\xi_0 = \xi_1) \):

\[ V^I + V^o = -\frac{2}{k} \int_{-\infty}^{\infty} dt e^{i(t-t_0)} \sum_{m=0}^{\infty} \left( \frac{1}{\Omega_m^o} \frac{R_m^{(3)}(y, \xi)}{(\partial/\partial \xi_1)R_m^{(3)}(y, \xi_1)} \right) \]

\[ S_m(y, \eta_0) S_m(y, \eta) + \]

\[ + \frac{1}{\Omega_m^o} \frac{R_m^{(3)}(y, \xi)}{(\partial/\partial \xi_1)R_m^{(3)}(y, \xi_1)} S_m(y, \eta_0) S_m(y, \eta) \right] \]

\[ (3.237) \]

and, in particular, in the far field \( (\xi \rightarrow \infty) \) with \( \xi_0 = 0 \):

\[ V^I + V^o = 2i \sqrt{2\pi} \frac{e^{ikr}}{kr} \sum_{m=0}^{\infty} (-i)^m \left( \frac{1}{\Omega_m^o(\xi/\xi_1)R_m^{(3)}(c \sin \theta, \xi_1)} \right) \]

\[ \times S_m(c \sin \theta, \eta_0) S_m(c \sin \theta, \eta) \right] \]

\[ (3.238) \]
3.5.2.2. LOW FREQUENCY APPROXIMATIONS

No specific results are available; however, low frequency expansions can be derived from the exact results of the previous section.

3.5.2.3. HIGH FREQUENCY APPROXIMATIONS

Although the geometrical optics approximation to the scattered field is derivable by standard techniques, no specific results are available.
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Chapter 4

THE STRIP

J. S. ASVESTAS and R. E. KLEINMAN

The strip is the limit of an elliptic cylinder as the eccentricity tends to unity and, as such, the exact results for the elliptic cylinder apply directly. Because the strip is the simplest shape which exhibits multiple diffraction by (or mutual coupling between) edges, it has been the object of intensive study (e.g. Bouwkamp [1954]; Hönl et al. [1961]; Keller and Hansen [1965]). Of the many attempts to achieve a closed form solution comparable to the elegant integral representations for solutions of the half plane problem, none has been successful to date.

4.1. Strip geometry and preliminary considerations

The strip, of width \( d \), is defined in terms of rectangular Cartesian coordinates \((x, y, z)\) as \( y = 0, |x| \leq \frac{1}{2}d \). The edges are therefore parallel to the z-axis. In terms of the elliptic cylindrical coordinates \((u, v, z)\) shown in Fig. 4.1 and related to the rectangular Cartesian coordinates \((x, y, z)\) by

\[
\begin{align*}
    x &= \frac{1}{2}d \cosh u \cos v, \\
    y &= \frac{1}{2}d \sinh u \sin v, \\
    z &= z,
\end{align*}
\]  

Fig. 4.1. Geometry for the strip.
where \( 0 \leq u < \infty, 0 \leq v < 2\pi \) and \(-\infty < z < \infty\), the strip is the coordinate surface \( u = 0; 0 < v < \pi \) designates the upper face and \( \pi < v < 2\pi \) designates the lower. Instead of \( u \) and \( v \), it is often convenient to use the quantities
\[
\xi = \cosh u, \quad \eta = \cos v, \tag{4.2}
\]
with \( 1 \leq \xi < \infty \) and \(-1 \leq \eta \leq 1\). In addition to the circular cylindrical coordinates \((\rho, \phi, z)\), used for expressing the far field behavior \((u \to \infty, v \to \phi, \text{and} \ 2d \sinh u \sim \frac{1}{2}d \cosh u \sim \rho)\), it sometimes proves convenient to introduce a pair of cylindrical coordinates with origins at the edges of the strip (see Section 4.2.1.3).

The primary source is a plane wave propagating in the plane perpendicular to the \( z \)-axis and in a direction making an angle \( \pi + \phi_0 \) with the positive \( z \)-axis, or a line source parallel to the \( z \)-axis and located at \((\rho_0, \phi_0)\) or \((0, \phi_0)\) or \((x_0, y_0)\) or a point or dipole source located at \((\rho_0, \phi_0, z_0)\) or \((0, \phi_0, z_0)\). For convenience and without loss of generality it is assumed that \( 0 \leq \phi_0 \leq \frac{\pi}{2} \).

The elliptic cylinder coordinates and Mathieu function notation are the same as employed in Chapter 3 and discussed in Section 3.1. This discussion will not be repeated here except to note that the parameter \( c \) is the product of wave number and half strip width, i.e.
\[
c = \frac{1}{2}kd.
\]

The results presented for the perfectly conducting strip for plane wave or line source excitation may be used to obtain the fields scattered by a slit (of width equal to that of the strip) in a perfectly conducting infinite screen through Babinet's principle (see Introduction).

It has been the experience of the authors that errors in transforming formulae for the strip are minimized by avoiding the use of trigonometric identities involving half angles. Thus, \( \sqrt{1 + \cos \phi} \) appears consistently in place of \( \sqrt{2} \cos \frac{\phi}{2} \), and this is in contrast to the terminology adopted in Chapter 8.

4.2. Plane wave incidence

4.2.1 E-polarization

4.2.1.1. EXACT SOLUTIONS

For a plane wave whose direction of propagation is perpendicular to the \( z \)-axis, and forms the angle \( \phi_0 \) with the negative \( x \)-axis and the angle \((\frac{1}{2} \pi - \phi_0)\) with the negative \( y \)-axis \((0 \leq \phi_0 \leq \frac{1}{2} \pi)\), such that
\[
E^i = \hat{z} \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},
\]
\[
H^i = Y(-\sin \phi_0 \hat{x} + \cos \phi_0 \hat{y}) \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\}, \tag{4.3}
\]
the scattered electric field is:
\[
I^s_z = -\sqrt{\eta} \sum_{m=0}^{\infty} (-1)^m N_{m} \Re \left[ \chi_{m}(c, 1) \Re \left[ \chi_{m}(c, \xi) \right] \right] \Re \left[ \chi_{m}(c, \eta) \right] \tag{4.4}
\]
An alternate expression for the scattered field is (Grinberg [1958]):

\[
E_y(x, y) = \begin{cases} 
\frac{1}{2i} \frac{\partial}{\partial y} \left( \int_{-\infty}^{y} E_1'(y, 0)H_0^{(1)}(kR)dy + \int_{y}^{\infty} E_1'(y, 0)H_0^{(1)}(kR)dy - ight. \\
\left. - \int_{-\infty}^{y} e^{-iky\cos\phi}H_0^{(1)}(kR)dy \right), & \text{for } y \geq 0, \quad (4.5) \\
E_0'(x, -y), & \text{for } y \leq 0.
\end{cases}
\]

where

\[
R = \sqrt{(x-x')^2 + y^2},
\]

\[
E_0'(x, 0) =
\begin{align*}
&\begin{cases} 
1e^{ikx} \sqrt{\frac{2x}{d} - 1} \left[ \omega_+ \left( \frac{2x}{d} - 1 \right) + \omega_- \left( \frac{2x}{d} - 1 \right) \right], & \text{for } x \geq \frac{1}{4}d, \\
1e^{-ikx} \sqrt{\frac{2x}{d} - 1} \left[ \omega_+ \left( - \frac{2x}{d} - 1 \right) - \omega_- \left( - \frac{2x}{d} - 1 \right) \right], & \text{for } x \leq -\frac{1}{4}d,
\end{cases} \\
\quad (4.7)
\end{align*}
\]

\[
\omega_\pm(\tau) = \lim_{n \to \infty} \omega_\pm^{(n)}(\tau), \quad (\tau \geq 0), \quad (4.8)
\]

with

\[
\omega_\pm^{(n)}(\tau) = - \frac{1}{\pi} \int_{-1}^{1} e^{i\rho \cos\phi} \frac{e^{i\rho \cos\phi_0} \pm e^{-i\rho \cos\phi}}{(\tau + \rho + 1)^{\frac{1}{2}}} d\rho, \quad (4.9)
\]

and

\[
\omega_\pm^{(n)}(\tau) = \omega_\pm^{(n)}(\tau) \mp \frac{e^{2ic}}{\pi} \int_{0}^{\infty} \rho \omega_\pm^{(n-1)}(\rho) d\rho, \quad (n \geq 1). \quad (4.10)
\]

On the portions of the \( y = 0 \) plane not occupied by the strip, the scattered electric field is given by eq. (4.7), whereas the scattered magnetic field is zero. On the strip \((u = 0)\) the total magnetic field is:

\[
H_v = -\text{sgn} (\sin u)H_x
\]

\[
= \frac{Y}{c} \sqrt{\frac{8\pi}{1 - \eta^2}} \sum_{m=0}^{\infty} (-1)^m \left[ \frac{S_m(c, \cos\phi_0)S_m(c, \eta)}{N_m^{(1)}R_m^{(3)}(c, 1)} + \frac{S_m(c, \cos\phi_0)S_m(c, \eta)}{N_m^{(0)}R_m^{(1)}(c, 1)} \right]. \quad (4.11)
\]

In the far field \((\xi \to \infty)\):

\[
P = -2\pi \sum_{m=0}^{\infty} (-1)^m \frac{R_m^{(1)}(c, 1)}{N_m^{(0)}R_m^{(3)}(c, 1)} S_m(c, \cos\phi_0)S_m(c, \eta). \quad (4.12)
\]

Waterman [1963] has computed \(|P|^2\) and \(\text{arg } P\) as functions of \(\phi\) for \(\phi_0 = \frac{\pi}{4}\) with \(c = 1, 2, 5\) and 10. Typical results are shown in Fig. 4.2.

The total scattering cross section per unit length is:

\[
\sigma_T = \frac{8\pi}{k} \sum_{m=0}^{\infty} \frac{1}{N_m^{(e)}} \left| \frac{R_m^{(1)}(c, 1)}{S_m(c, \cos\phi_0)} \right|^2, \quad (4.13)
\]
Fig. 4.2. Far field amplitude (----) and phase (---) as a function of $\phi$ for $E$-polarization with $\phi_0 = \frac{1}{2} \pi$ (WATERMAN [1963]); (a) $c = 1$, (b) $c = 10$. 
and some numerical results based on this formula are shown in Fig. 4.3.

![Normalized total scattering cross section per unit length as a function of \( c \) for \( E \)-polarization (Morse and Rubenstein [1938]).](image)

At grazing incidence (\( \phi_0 = 0 \)):

\[
E_t^* = -\sqrt{8\pi} \sum_{m=0}^{\infty} \frac{(-i)^m}{N^{(s)}} \frac{R_{m}^{(1)}(c, 1)}{R_{m}^{(3)}(c, 1)} \text{Re}_{m}(c, \xi) \text{Se}_{m}(c, \eta). \tag{4.14}
\]

and on the strip (\( u = 0 \)):

\[
H_v = \frac{Y}{c} \sqrt{\frac{8\pi}{1-\eta^2}} \sum_{m=0}^{\infty} \frac{(-i)^m}{N^{(s)}_{m}} \frac{r}{R_{m}^{(3)}(c, 1)} \text{Se}_{m}(c, \eta). \tag{4.15}
\]

Mandlazzi [1962] has plotted the amplitude and phase of the surface current density for \( c = \frac{1}{2}, \sqrt{2}, 2 \) and \( 2\sqrt{2} \). The normalized amplitude of \( H_v \) has been computed as a function of \( c \) for \( c = 1 \) by Barai [1969] and is shown in Fig. 4.4.

In the far field (\( \xi \to \infty \)):

\[
P = -2\pi \sum_{m=0}^{\infty} \frac{(-1)^m}{N^{(s)_{m}}} \frac{r}{R_{m}^{(3)}(c, 1)} \text{Se}_{m}(c, \eta). \tag{4.16}
\]
The total scattering cross section per unit length is:

$$\sigma_T = \frac{8\pi}{k} \sum_{m=-\infty}^{\infty} \frac{1}{N_{2m}^{(e)}} \frac{|R_{m}^{(1)}(c, 1)|^2}{|R_{m}^{(3)}(c, 1)|^2},$$

(4.17)

and some numerical results based on this formula are shown in Fig. 4.3.

For broadside incidence ($\phi_0 = \frac{\pi}{2}$):

$$E_z = -\sqrt{\frac{8\pi}{1 - \eta^2}} \sum_{m=0}^{\infty} (-1)^m S_{2m}(c, 0) \frac{R_{2m}^{(1)}(c, 1)}{N_{2m}^{(e)}} R_{2m}^{(3)}(c, \xi) S_{2m}(c, \eta),$$

(4.18)

and on the strip ($\phi_0 = 0$):

$$H_e = \frac{Y}{c} \sqrt{\frac{8\pi}{1 - \eta^2}} \sum_{m=0}^{\infty} (-1)^m \left[ \frac{S_{2m}(c, 0)}{N_{2m}^{(e)} R_{2m}^{(1)}(c, 1)} S_{2m}(c, \eta) - i \frac{S_{2m+1}(c, 0)}{N_{2m+1}^{(e)} R_{2m+1}^{(1)}(c, 1)} S_{2m+1}(c, \eta) \right],$$

(4.19)
Fig. 4.6. Far field amplitude (---) and phase (---) as functions of $\phi$ for $E$-polarization with $\phi_0 = \frac{1}{4} \pi$ (Waterman [1963]); (a) $c = 1$, (b) $c = 10$. 
Mandrazhi [1962] has plotted the amplitude of the surface current density for $c = \frac{1}{2}$, and the phase for $c = \frac{1}{2}, \sqrt{2}, 2$ and $2\sqrt{2}$. Barakat [1969] has computed the normalized amplitude of $H_\nu$ as a function of $\nu$ for $c = 1$ and the results are shown in Fig. 4.5.

In the far field ($\xi \to \infty$):

\[
P = -2\pi \sum_{m=0}^{\infty} \frac{\text{Se}_{2m}(c, 0) R_{2m}^{(1)}(c, 1)}{N_{2m}^{(1)} R_{2m}^{(3)}(c, 1)} \text{Se}_{2m}(c, \eta).
\]  

(4.20)

Waterman [1963] has computed $|P|^2$ and $\arg P$ as functions of $\phi$ for $\phi = \frac{1}{2}\pi$ with $c = 1, 2, 5$ and 10. Typical results are shown in Fig. 4.6.

The total scattering cross section per unit length is:

\[
\sigma_T = \frac{8\pi}{\eta} \sum_{m=0}^{\infty} \left| \frac{R_{2m}^{(1)}(c, 1)}{N_{2m}^{(1)} R_{2m}^{(3)}(c, 1)} \text{Se}_{2m}(c, 0) \right|^2,
\]  

(4.21)

and some numerical results based on this formula are shown in Fig. 4.3.

4.2.1.2. Low Frequency Approximations

For a plane wave whose direction of propagation is perpendicular to the z-axis, and forms an angle $\phi_0$ with the negative x-axis and an angle ($\frac{1}{2}\pi - \phi_0$) with the negative y-axis ($0 \leq \phi_0 \leq \frac{1}{2}\pi$), such that

\[
E^1 = \hat{z} \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},
\]

\[
H^1 = Y(- \sin \phi_0 \hat{x} + \cos \phi_0 \hat{y}) \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},
\]  

(4.22)

Low frequency expansions have been obtained either directly (Strutt [1897a,b, 1913]; Miles [1949]; Müller and Westphahl [1953]; Sommerfeld [1954]; Bouwkamp [1954]; De Hoop [1955]; Pimenov [1959]; Millar [1960]) or by expansion of the Mathieu functions appearing in the exact series solution (Jones and Noble [1961]; Burke and Twersky [1964]; Burke et al. [1964]).

For arbitrary incidence the total magnetic field on the strip ($u = 0$) is (Millar [1960]):

\[
H_x = -\text{sgn} (\sin \nu) H_\nu,
\]

\[
= -Y \sin \phi_0 \exp \{-ic \cos \nu \cos \phi_0\} + \frac{iY}{c \sin -} \left[ \sum_{n=0}^{b} f_n e^n + o(c^n) \right].
\]  

(4.23)

where

\[
p = \log 4c + \gamma - \frac{1}{2}i\pi,
\]  

(4.24)

$\gamma = 0.5772157 \ldots$ is Euler's constant,

and

\[
t_n = \frac{1}{p}
\]  

(4.25)

\[
f_n = i \cos \phi_0 \cos \nu,
\]  

(4.26)
\[ f_2 = \frac{\sin^2 \phi_0}{4p} + \frac{1}{2} \left[ \cos^2 \phi_0 - \frac{1}{2} \left( 1 + \frac{1}{2p} \right) \right] \cos 2\nu, \] (4.27)

\[ f_3 = -\frac{i}{4} \left[ \cos^3 \phi_0 - \frac{1}{4} \cos^3 \phi_0 - \frac{1}{4} \cos \phi_0 \cos \phi \right] \cos \nu - \frac{i}{4} \left[ \cos^3 \phi_0 - \frac{1}{4} \cos \phi_0 \cos \phi \right] \cos 3\nu, \] (4.28)

\[ f_4 = \frac{\cos^4 \phi_0}{64p} + \frac{1}{32} \frac{1}{2} \left( 1 + \frac{3}{2p} \right) \cos^2 \phi_0 + \frac{1}{128} \left( \frac{1}{p^2} + \frac{3}{2p} - 2 \right) + \] \[ + \frac{1}{8} \left[ \cos^4 \phi_0 + \frac{1}{2} \left( 1 + \frac{1}{2p} \right) \cos^2 \phi_0 + \frac{1}{2} \left( \frac{1}{3} - \frac{1}{2p} \right) \right] \cos 2\nu + \] \[ + \frac{1}{48} \left[ -\cos^4 \phi_0 + \frac{1}{2} \cos^2 \phi_0 + \frac{1}{8} \left( 1 + \frac{3}{4p} \right) \right] \cos 4\nu, \] (4.29)

\[ f_5 = \frac{1}{2} \left[ \cos^3 \phi_0 - \frac{1}{4} \left( p + \frac{i}{3} \right) \cos^3 \phi_0 + \left( p^2 - \frac{1}{4} p + \frac{1}{3} \right) \cos \phi_0 \right] \cos \nu + \] \[ + \frac{1}{2} \left[ \cos^3 \phi_0 - \frac{1}{4} \cos^3 \phi_0 - \frac{1}{4} \cos \phi_0 \right] \cos 3\nu + \] \[ + \frac{1}{2} \left[ \cos^3 \phi_0 - \frac{1}{4} \cos^3 \phi_0 - \frac{1}{4} \cos \phi_0 \right] \cos 5\nu, \] (4.30)

\[ f_6 = -\frac{\cos^6 \phi_0}{2304p} - \frac{1}{384} \frac{1}{2p} \left( 1 + \frac{1}{2p} \right) \cos^4 \phi_0 + \frac{1}{768} \left( 1 + \frac{3}{4p} - \frac{3}{2p^2} \right) \cos^2 \phi_0 + \] \[ + \frac{1}{768} \left( 1 - \frac{20}{12p} + \frac{3}{2p^2} \right) + \] \[ + \frac{1}{256} \left[ \cos^6 \phi_0 + \frac{1}{2} \left( \frac{1}{p} + \frac{1}{3} \right) \cos^4 \phi_0 + \left( p - \frac{49}{24} + \frac{3}{2p^2} \right) \cos^2 \phi_0 - \right. \] \[ - \frac{1}{2} \left( p - \frac{13}{8} + \frac{5}{16p} + \frac{1}{2p^2} \right) \] \[ \cos 2\nu + \] \[ + \frac{1}{64} \left[ \cos^6 \phi_0 - \frac{1}{3} \cos^6 \phi_0 - \frac{1}{3} \cos^4 \phi_0 - \frac{1}{3} \cos^2 \phi_0 - \frac{5}{96p} - \frac{1}{16} \right] \cos 4\nu + \] \[ + \frac{1}{3840} \left[ \cos^6 \phi_0 - \frac{1}{4} \cos^4 \phi_0 - \frac{1}{4} \cos^2 \phi_0 - \frac{5}{96p} - \frac{1}{16} \right] \cos 6\nu. \] (4.31)

In the far field (\( \xi \rightarrow \infty \)) and for arbitrary incidence (MILLAR [1960]):

\[ P = \frac{1}{2} \sum_{n=0}^{\infty} T_n(\phi, \phi_0; p)c^{2n} + o(c^2), \] (4.32)

where

\[ T_0 = \frac{1}{2p}, \] (4.33)

\[ T_2 = \frac{1}{4} \left[ \cos^2 \phi - \cos \phi_0 \cos \phi - \frac{\sin^2 \phi_0}{2p} \right]. \] (4.34)
\[ T_\phi = \frac{\cos^4 \phi}{128p} - \frac{1}{2} \cos \phi_0 \cos^3 \phi - \frac{1}{32} \left( \frac{\sin^2 \phi_0}{p} + \cos^2 \phi_0 - \frac{1}{2} - \frac{1}{4p} \right) \cos^2 \phi + \]
\[ + \frac{1}{256} \left( \frac{1}{p^2} + \frac{3}{2p} - 2 \right) \right), \quad (4.35) \]

\[ T_\phi = - \frac{\cos^6 \phi}{4608p} + \frac{1}{8} \cos \phi_0 \cos^3 \phi + \frac{1}{384} \left( \frac{3 \sin^2 \phi_0}{4p} + \cos^2 \phi_0 - \frac{1}{4p} - \frac{1}{2} \right) \cos^4 \phi - \]
\[ - \frac{1}{128} \left[ \frac{1}{4p} \right] \cos^2 \phi_0 + \frac{1}{4} \left( \frac{1}{12p^2} - \frac{1}{4p} - \frac{1}{3} \right) \cos^2 \phi + \]
\[ + \frac{1}{768} \left[ - \frac{\cos^6 \phi_0}{6p} - \left( \frac{1}{12p^2} - \frac{3}{4p} - \frac{1}{2p^2} \right) \cos^2 \phi_0 + \frac{1}{2} \left( 1 - \frac{29}{12p} + \frac{3}{2p^2} \right) \right]. \quad (4.36) \]

An expression equivalent to eq. (4.32) was used by Burke and Twersky [1960] to compute the bistatic cross section per unit length as a function of \( \phi \), as shown in Fig. 4.7.

**Fig. 4.7.** Normalized bistatic cross section per unit length, \( JAr/ \), for \( E \)-polarization with \( \phi_0 = 1\pi \) and \( c = 1.1 \) (Burke and Twersky [1964]).

Additional computations for \( \phi_0 = 0, 1\pi \) and \( 1\pi \), and \( c = 0.3, 0.7 \) and 1.1 are given.
by Burke et al. [1964]. The normalized back scattering cross section per unit length is shown in Fig. 4.8 as a function of $\phi_0$ for $\varepsilon = 1.1$ and in Fig. 4.9 as a function of $\varepsilon$ for $\phi_0 = 0, \frac{1}{4}\pi$ and $\frac{1}{2}\pi$.

![Diagram showing normalized back scattering cross section](image)

Fig. 4.8. Normalized back scattering cross section per unit length, $\frac{1}{2}k\sigma$, as a function of $\phi_0$, with $\varepsilon = 1.1$ (Burke and Twersky [1964]).

The normalized total scattering cross section per unit length is (Millar [1960]):

$$
\sigma_t = \frac{\pi^2}{2d} \frac{1}{c_0} \left[ 1 - \frac{3}{2} \varepsilon^2 \cos 2\phi_0 + \frac{3}{2} \varepsilon^4 \right] \left[ 1 + \frac{16}{3} \frac{1}{q} \cos^2 \phi_0 + 8 \cos^4 \phi_0 \right] - \\
- \frac{1}{2} \frac{1}{q} \cos^6 \phi_0 \left[ \frac{29}{144} - \frac{1}{q} \left( \frac{q-1}{8} \left( q - \frac{2}{q} \right) \cos^2 \phi_0 + \frac{1}{8} (q-3) \cos^4 \phi_0 + \frac{5}{6} \cos^6 \phi_0 \right) \right] + o(\varepsilon^8), \quad (4.37)
$$

where:

$$
\delta = p + \frac{1}{4}\pi, \quad q = \pi^2 + 4\delta^2. \quad (4.38)
$$

The normalized cross section given by eq. (4.37) is plotted in Fig. 4.10; the discrepancy between these curves and the exact ones of Fig. 4.3 is less than 5 percent for $0.5 < c < 1$, and increases as $c$ decreases below 0.5. An independent calculation based
Fig. 4.9. Normalized back scattering cross section per unit length, $\frac{\Delta k}{\sigma_0}$, as a function of $c$ for $E$-polarization with $\phi_0 = 0$ (---), $\phi_0 = \frac{1}{2}\pi$ (-- --), and $\phi_0 = \frac{3}{4}\pi$ (-----) (Burke and Twersky [1964]).

Fig. 4.10. Normalized total scattering cross section per unit length as a function of $c$ for $E$-polarization;

--- Millar [1960], --- Morse and Rubenstein [1938].
on an exact analysis for broadside incidence (Skavlem [1951]) gives results which are in better agreement with those of Millar [1960].

For grazing incidence ($\phi_0 = 0$), the total magnetic field on the strip is (Millar [1960]):

$$H_x = -\text{sgn} (\sin v) H_0 = \frac{iV}{c \sin v} \left[ \sum_{n=0}^{6} f_n c^n + o(c^n) \right],$$

(4.39)

where:

$$f_0 = \frac{1}{p},$$

(4.40)

$$f_1 = i \cos v,$$

(4.41)

$$f_2 = \frac{1}{4} \left( 1 - \frac{1}{4p} \right) \cos 2v,$$

(4.42)

$$f_3 = -\frac{1}{2} i(\frac{1}{4} - p) \cos v - \frac{1}{16} i \cos 3v,$$

(4.43)

$$f_4 = \frac{1}{64} \left( 1 - \frac{5}{2p} + \frac{1}{2p^2} \right) + \frac{1}{128} \left( -1 + \frac{3}{4p} \right) \cos 4v,$$

(4.44)

$$f_5 = \frac{1}{128} (\frac{1}{16} - \frac{1}{4p} + p^2) \cos v + \frac{1}{128} \left( 1 - \frac{1}{6} \right) \cos 5v,$$

(4.45)

$$f_6 = \frac{1}{512} \left( p - \frac{17}{8} - \frac{27}{16p} - \frac{1}{2p^2} \right) \cos 2v + \frac{1}{12288} \left( 1 - \frac{1}{6p} \right) \cos 6v.$$ 

(4.46)

In the far field ($\xi \to \infty$) and for grazing incidence (Millar [1960]):

$$P = i\pi \sum_{n=0}^{3} T_{2n}(\phi, 0; p)c^{2n} + o(c^n).$$

(4.47)

where:

$$T_0 = \frac{1}{2p},$$

(4.48)

$$T_2 = \frac{1}{4} \left( \cos \phi - \cos^2 \phi \right),$$

(4.49)

$$T_4 = \frac{\cos^4 \phi}{128p} - \frac{1}{64} \left( \frac{1}{2p} - 1 \right) \cos^2 \phi + \frac{1}{64} \left( \frac{1}{2p} - 1 / 4p + 1 \right) \cos^2 \phi +$$

(4.50)

$$T_6 = -\frac{\cos^6 \phi}{4608p} + \frac{1}{512} \sum_{n=1}^{3} \cos^5 \phi + \frac{1}{768} \left( 1 - \frac{1}{2p} \right) \cos^4 \phi +$$

$$- \frac{1}{512} \left( 1 - \frac{5}{4p} + 1 \right) \cos^2 \phi + \frac{1}{512} \left( p^2 - \frac{3}{4p} + \frac{3}{16} \right) \cos \phi.$$
BURKE et al. [1964] have plotted the normalized bistatic cross section per unit length, $\frac{\sigma_T c}{\pi d}$, as a function of $\phi$ for $c = 0.3, 0.7$ and $1.1$. The normalized back scattering cross section per unit length as a function of $c$ is shown in Fig. 4.9. The normalized total scattering cross section per unit length is (MILLAR [1960]):

$$\sigma_T = \frac{\pi^2}{2d} \left( 1 - \frac{1}{3} c^2 + \frac{1}{3} \frac{\delta}{q} \right) \left( 1 + \frac{16}{3} \frac{\delta}{q} + \frac{8}{3} q \right) +$$

$$+ \frac{1}{3} c^6 \left[ \frac{2}{3} q \frac{\delta}{q} + \frac{5}{2} q + \left( q - \frac{1}{q} \right) \delta \right] + \delta(c^2). \quad (4.52)$$

At broadside incidence ($\phi_0 = \frac{1}{2} \pi$), the total magnetic field on the strip is (MILLAR [1960]):

$$H_x = -\text{sgn} (\sin \nu) H_y = -Y + \frac{iY}{c \sin \nu} \left( \sum_{n=0}^{3} f_2 e^{2\pi n + \delta(c^2)} \right), \quad (4.53)$$

where:

$$f_0 = \frac{1}{p}, \quad (4.54)$$

$$f_2 = \frac{1}{4p} - \frac{1}{2p} \left( 1 + \frac{1}{2p} \right) \cos 2\nu, \quad (4.55)$$

$$f_4 = \frac{1}{128} \left( \frac{1}{p^2} + \frac{3}{2p} - 2 \right) + \frac{1}{16} \left( \frac{1}{3} - \frac{1}{2p} \right) \cos 2\nu + \frac{1}{384} \left( 1 + \frac{3}{4p} \right) \cos 4\nu, \quad (4.56)$$

$$f_6 = \frac{1}{768} \left( 1 - \frac{29}{12p} + \frac{3}{2p^2} \right) - \frac{1}{512} \left( p - \frac{13}{8} + \frac{1}{16p} + \frac{1}{2p^2} \right) \cos 2\nu +$$

$$+ \frac{1}{2048} \left( 1 - \frac{4}{5} \right) \cos 4\nu - \frac{1}{61440} \left( \frac{5}{6p} - 1 \right) \cos 6\nu. \quad (4.57)$$

In the far field ($\xi \to \infty$) (MILLAR [1960]):

$$P = i\pi \sum_{n=0}^{3} T_2 e^{2\pi n + \delta(c^2)}, \quad (4.58)$$

with

$$T_0 = \frac{1}{2p}, \quad (4.59)$$

$$T_2 = \frac{1}{8p}, \quad (4.60)$$

$$T_4 = \cos^4 \phi \frac{128p}{64} \left( 1 - \frac{3}{2p} \right) \cos^2 \phi + \frac{1}{256} \left( \frac{1}{p^2} + \frac{3}{2p} - 2 \right). \quad (4.61)$$
4.2 PLANE WAVE INCIDENCE

\[ T_6 = -\frac{\cos^6 \phi}{4608 p} + \frac{1}{768} \left( \frac{1}{p} - 1 \right) \cos^4 \phi + \frac{1}{512} \left( \frac{1}{3} + \frac{1}{4p} - \frac{1}{2p^2} \right) \cos^2 \phi + \frac{1}{1536} \left( 1 - \frac{29}{12p} + \frac{3}{2p^2} \right). \]  (4.62)

Burke et al. [1964] have plotted the normalized bistatic cross section per unit length, \( \frac{\xi k a(\phi)}{c} \), as a function \( \phi \) for \( c = 0.3, 0.7 \) and 1.1. The normalized back scattering cross section per unit length as a function \( c \) appears in Fig. 4.9. The normalized total scattering cross section per unit length is (Millar [1960]):

\[ \frac{\sigma_t}{2d} = \frac{\pi^2}{c q} \left( 1 + \frac{16}{3} \frac{c^2}{q} \right) - \frac{1}{8} c^6 \left( \frac{29}{144} - \frac{\delta}{q} \right) + o(c^6). \]  (4.63)

### 4.2.1.3. HIGH FREQUENCY APPROXIMATIONS

For a plane wave whose direction of propagation is perpendicular to the \( z \)-axis and forms the angle \( \phi_0 \) with the negative \( x \)-axis and the angle (\( \frac{\pi}{2} - \phi_0 \)) with the negative \( y \)-axis \( (0 \leq \phi_0 \leq \frac{\pi}{2}) \), such that

\[ E^1 = i \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\}, \]

\[ H^1 = Y(-\sin \phi_0 x + \cos \phi_0 y) \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\}, \]  (4.64)

the scattered electric field is (Karp and Keller [1961])

\[ E^2 = -\frac{i}{\pi k \rho_1} \sqrt{\frac{2}{\pi k \rho_1}} \sqrt{\frac{(1 + \cos \psi_1)(1 + \cos \phi_0)}{\cos \psi_1 + \cos \phi_0}} \exp \{ik \rho_1 - \frac{i}{2} \pi - ic \cos \phi_0\} \times \left\{ 1 - \frac{i}{2k \rho_1} \frac{1 + \cos \psi_1 \cos \phi_0}{(\cos \psi_1 + \cos \phi_0)^2} + O[(k \rho_1)^{-2}] \right\} + \]

\[ + \frac{i}{\pi k \rho_2} \sqrt{\frac{2}{\pi k \rho_2}} \sqrt{\frac{(1 - \cos \psi_2)(1 - \cos \phi_0)}{\cos \psi_2 + \cos \phi_0}} \exp \{ik \rho_2 - \frac{i}{2} \pi + ic \cos \phi_0\} \times \left\{ 1 - \frac{i}{2k \rho_2} \frac{1 + \cos \psi_2 \cos \phi_0}{(\cos \psi_2 + \cos \phi_0)^2} + O[(k \rho_2)^{-2}] \right\}, \]  (4.65)

where:

\[ \rho_{1,2} \gg d, \quad \psi_{1,2} \neq \pi \pm \phi_0, \quad \phi_0 \neq 0, \]  (4.66)

and the geometric variables are defined as:

\[ \rho_1 \cos \psi_1 = \frac{1}{4} d(\cosh u \cos v - 1) = \rho \cos \phi - \frac{1}{4} d, \]

\[ \rho_1 \sin \psi_1 = \frac{1}{4} d \sinh u \sin v = \rho \sin \phi, \]

\[ \rho_2 \cos \psi_2 = \frac{1}{4} d(\cosh u \cos v + 1) = \rho \cos \phi + \frac{1}{4} d, \]

\[ \rho_2 \sin \psi_2 = \frac{1}{4} d \sinh u \sin v = \rho \sin \phi, \]  (4.67)
as illustrated in Fig. 4.11.

Fig. 4.11. Strip geometry for the geometrical theory of diffraction.

The expression in eq. (4.65) is based on analysis of singly diffracted rays only. An expression of the scattered field which includes contributions from multiply diffracted rays but to a lower order in \( k \rho_{1,2} \) is (Karp and Keller [1961]):

\[
E_x = -\frac{2}{\pi k \rho_1} e^{ikp_1 - \frac{1}{2} i \pi} \left\{ -\frac{1}{2} i e^{-ic \cos \phi_0} \sqrt{(1 + \cos \psi_1)(1 + \cos \phi_0)} \frac{\cos \psi_1 + \cos \phi_0}{\cos \psi_1 + \cos \phi_0} \right. \\
+ \frac{1}{32c} \frac{\sqrt{2}}{\pi c} e^{2ic + \frac{1}{2} i \pi} \left( 1 + i e^{4ic} \right)^{-1} \frac{(1 + \cos \psi_1)}{1 - \cos \psi_1} \frac{\sin \frac{1}{2} \phi_0 e^{ic \cos \phi_0} - \cos \frac{1}{2} \phi_0 \exp \{2ic - \frac{1}{2} i \pi - ic \cos \phi_0\}}{16c \sqrt{\pi c}} + O \left( \frac{1}{k \rho_1} \right) \\
+ \frac{2}{\pi k \rho_2} e^{ikp_2 - \frac{1}{2} i \pi} \left( 1 + i e^{4ic} \right)^{-1} \frac{(1 - \cos \psi_2)(1 - \cos \phi_0)}{1 + \cos \psi_2} \frac{\cos \frac{1}{2} \phi_0 e^{-ic \cos \phi_0} - \sin \frac{1}{2} \phi_0 \exp \{2ic - \frac{1}{2} i \pi + ic \cos \phi_0\}}{16c \sqrt{\pi c}} + O \left( \frac{1}{k \rho_2} \right). \tag{4.68}
\]

where

\[
\rho_{1,2} \gg d, \quad \psi_{1,2} \neq \pi \pm \phi_0, 0, \pi, 2\pi; \quad \phi_0 \neq 0. \tag{4.69}
\]

On the strip \((u = 0)\) the total magnetic field for non-grazing \((c \sin \phi \gg 1)\) but otherwise arbitrary incidence is (Lübnerg and Westpfahl [1968]):

\[
H_z = -Y \sin \phi_0 e^{-ic \cos \phi_0} + Y \text{sgn} (\sin \nu) \{-\sin \phi_0 e^{-ic \cos \phi_0} + \\
+ \sum_{n=0}^{3} \left[ h_n(\cos \phi_0, \eta) + h_n(-\cos \phi_0, \eta) \right] e^{-in} + O(c^{-i}) \}. \tag{4.70}
\]
where

\[ h_0(\cos \phi_0, \eta) = -\sqrt{1 - \cos \phi_0} e^{i\cos \phi_0} A[-\cos \phi_0, c(1 + \eta)]. \] (4.71)

\[ h_1(\cos \phi_0, \eta) = \frac{1}{8\sqrt{\pi}} \frac{\sqrt{1 + \cos \phi_0}}{1 - \cos \phi_0} \exp \{2i e - i \cos \phi_0 + \frac{1}{4}i\} A[-1, c(1 + \eta)]. \] (4.72)

\[ h_2(\cos \phi_0, \eta) = 0. \] (4.73)

\[ h_3(\cos \phi_0, \eta) = \frac{3}{32\sqrt{\pi}} \frac{\sqrt{1 + \cos \phi_0}}{1 - \cos \phi_0} \exp \{2i e - i \cos \phi_0 - \frac{1}{4}i\} \times \left(\frac{1}{4} + \frac{1}{1 - \cos \phi_0}\right) A[-1, c(1 + \eta)] + B[-1, c(1 + \eta)]. \] (4.74)

\[ A[\alpha, \beta] = \frac{e^{i\beta + \frac{1}{2}i\pi}}{\sqrt{\pi} \beta} - \frac{2}{\pi} e^{i\alpha - \frac{1}{2}i\pi} \sqrt{1 - \alpha} F(\sqrt{\beta(1 - \alpha)}). \] (4.75)

\[ B[-1, \beta] = -(\beta/\pi) e^{i\beta - \frac{1}{2}i\pi} + \frac{1 - 4i\beta}{\sqrt{2\pi}} e^{-i\beta - \frac{1}{2}i\pi} F(\sqrt{2\beta}). \] (4.76)

and \( F(\cdot) \) is the Fresnel integral defined in the Introduction. Neglecting the summation in eq. (4.70), the geometric optics approximation to the magnetic field is obtained. The above expressions are valid uniformly in \( \eta \); however, they may be simplified in restricted regions of the surface. In particular, away from the edges, such that \( c|\sin \psi| \gg 1 \) (LÜNEBURG and WESTPFAHL [1968]), the magnetic field on the surface is given by eq. (4.70) with the summation replaced by:

\[ \sum_{n=0}^{3} [h_n(\cos \phi_0, \eta) + h_n(-\cos \phi_0, -\eta)] e^{-i(\alpha + \frac{1}{3})} + O(e^{-2}), \] (4.77)

where:

\[ h_0(\cos \phi_0, \eta) = \frac{e^{-i\pi}}{2\sqrt{\pi}} \sqrt{1 - \cos \phi_0} \exp \{i(1 + \cos \phi_0 + \eta)\} \] (4.78)

\[ h_1(\cos \phi_0, \eta) = 0. \] (4.79)

\[ h_2(\cos \phi_0, \eta) = \frac{-3e^{i\pi}}{4\sqrt{\pi}} \sqrt{1 - \cos \phi_0} \exp \{i(1 + \cos \phi_0 + \eta)\} \] (4.80)

\[ h_3(\cos \phi_0, \eta) = \frac{e^{i\pi}}{32\pi} \sqrt{1 - \cos \phi_0} \exp \{-i(3 + \cos \phi_0 - \eta)\} \] (4.81)

On the other hand, near the edges, such that \( c(1 + \eta) \ll 1 \), the magnetic field on the surface is (LÜNEBURG and WESTPFAHL [1968]):

\[ H_z = -Y \sin \phi_0 e^{-i\phi \cos \phi_0} + Y \text{sgn} \sin \psi) h, \] (4.82)
where
\[ h = \frac{i}{c} \left[ \psi_1(\cos \phi_o) \sqrt{1 + \eta} + \psi_2(\cos \phi_o) \sqrt{1 - \eta} \right], \quad \text{for } c(1 + \eta) \ll 1 \text{ and } c \gg 1, \tag{4.83} \]
\[ h = \frac{i}{c} \left[ \psi_1(\cos \phi_o) \sqrt{1 - \eta} + \psi_2(\cos \phi_o) \sqrt{1 + \eta} \right], \quad \text{for } c(1 - \eta) \ll 1 \text{ and } c \gg 1, \tag{4.84} \]
with
\[ \psi_1(\cos \phi_o) = \sqrt{\frac{c}{\pi}} (1 - \cos \phi_o) \exp \left\{ ic \cos \phi_o + \frac{1}{2} \text{Im} \right\} \left[ 1 - \frac{3i}{4c} \left( \frac{1}{4} + \frac{1}{1 - \cos \phi_o} \right) \right], \tag{4.85} \]
\[ \psi_2(\cos \phi_o) = -c \sqrt{\frac{c}{\pi}} (1 - \cos \phi_o) \exp \left\{ ic \cos \phi_o + \frac{1}{2} \text{Im} \right\} \left[ 1 - \frac{1}{8\pi} \left( \frac{1}{1 - \cos \phi_o} \right) \right], \tag{4.86} \]
Alternative but equivalent representations of the surface field are given by MILLAR [1953a,b].

For arbitrary incidence, the scattered electric field on the portions of the plane \( y = 0 \) outside the strip (\(|x| > \frac{1}{2}d\)) is (GRINBERG [1958]):
\[ E_x = i e^{im \xi} \sqrt{\frac{c}{\pi}} [\omega_+(\xi - 1) \pm \omega_-(\xi - 1)], \quad [\text{+ for } v = 0, (x > \frac{1}{2}d); \]
\[ -\text{for } v = \pi, (x < -\frac{1}{2}d)], \tag{4.87} \]
where
\[ \omega_\pm(\tau) \sim \omega_\pm^{(0)}(\tau) \pm \frac{e^{2i\nu}}{\pi} \int_0^\infty e^{2i\nu \sqrt{\rho/(\rho + 2)}} \omega_\pm^{(0)}(\rho) d\rho, \tag{4.88} \]
with
\[ \omega_+^{(0)}(\tau) = -\frac{2i}{\pi} \int_{-1}^{1} e^{ic \rho \cos (c \rho \cos \phi_o)} d\rho, \tag{4.89} \]
\[ \omega_-^{(0)}(\tau) = -\frac{2i}{\pi} \int_{-1}^{1} e^{ic \rho \sin (c \rho \cos \phi_o)} d\rho. \tag{4.90} \]

The order of the approximation in eq. (4.88) is difficult to assess, but the error is at least \( O(c^{-1}) \).
In the far field \((\xi \rightarrow \infty)\) and for arbitrary incidence (Fialkovskiy [1966]):

\[
P = \frac{i}{2(\cos \phi + \cos \phi_o)} \left\{ \exp \left\{ i(c \cos \phi_o + \cos \phi) \right\} \sqrt{1 - \cos \phi_o} \right. \\
\times \left[ 1 + \Gamma(c, \cos \phi) \right] \left( 1 + \Gamma(c, -\cos \phi) \right) - \exp \left\{ -i(c \cos \phi_o + \cos \phi) \right\} \sqrt{1 + \cos \phi_o} \\
\times \left[ 1 + \Gamma(c, -\cos \phi) \right] \left( 1 + \Gamma(c, \cos \phi) \right) + O(c^{-2}),
\]

(4.91)

where:

\[
\Gamma(c, \cos \phi_o) = K(c, \cos \phi_o) - 2c \sqrt{\frac{1 + \cos \phi_o}{1 - \cos \phi_o}} e^{-2ic \cos \phi_o} H_0^{(1)}(2c) - i H_1^{(1)}(2c),
\]

(4.92)

\[
K(c, \cos \phi_o) = \sqrt{1 - \cos^2 \phi_o} \int_0^\infty H_0^{(1)}(2t) e^{-2it \cos \phi_o} dt,
\]

(4.93)

and

\[
K(c, 1) = -1, \quad K(c, -1) = 0.
\]

(4.94)

The far field result of eq. (4.91) is valid uniformly in \(\phi\) and \(\phi_o\). Computations of the backscattered far field have been made by Ufimtsev [1958] for \(c = \sqrt{28}\) and \(c = \sqrt{80}\) using a cruder version of eq. (4.91), in which the quantity \(\Gamma\) differed from the value of eq. (4.92) by a factor varying monotonically from 1 for \(\phi_o = 0\) to \(2\sqrt{2}\) for \(\phi_o = \pi\). The results are shown in Fig. 4.12.

![Fig. 4.12. Normalized back scattered far field coefficient as a function of \(\phi_o\) for E-polarization with \(c = \sqrt{28}\) (---) and \(c = \sqrt{80}\) (---) (Ufimtsev [1958]).](image)

Away from grazing angles, \((c \sin \phi \gg 1, c \sin \phi_o \gg 1)\), the far field is (Lüneburg and Westphaul [1968]):

\[
P = p_0 + c^{-1} p_1 + c^{-3} p_2 + c^{-5} p_3 + O(c^{-7}).
\]

(4.95)
where:

\[
p_0 = \frac{i}{2(\cos \phi + \cos \phi_0)} \{\sqrt{((1 - \cos \phi)(1 - \cos \phi_0))} \exp \{i(c(\cos \phi + \cos \phi_0)) - \sqrt{((1 + \cos \phi)(1 + \cos \phi_0))} \exp \{-ic(\cos \phi + \cos \phi_0))}\},
\]

\[
p_1 = \frac{e^{2ic - \frac{4i\pi}{3}}}{16\sqrt{\pi}} \{\sqrt{((1 - \cos \phi)(1 + \cos \phi_0))} \exp \{i(c(\cos \phi - \cos \phi_0)) + \sqrt{((1 + \cos \phi)(1 - \cos \phi_0))} \exp \{-ic(\cos \phi - \cos \phi_0))\} \right.
\]

\[
= \frac{3e^{2ic + \frac{4i\pi}{3}}}{64\sqrt{\pi}} \{\sqrt{((1 - \cos \phi)(1 + \cos \phi_0))} \left(\frac{1}{4} + \frac{1}{1 - \cos \phi_0} \right) \exp \{ic(\cos \phi - \cos \phi_0)) + \sqrt{((1 + \cos \phi)(1 - \cos \phi_0))} \right.
\]

\[
\times \left(\frac{1}{4} + \frac{1}{1 - \cos \phi_0} + \frac{1}{1 + \cos \phi_0} \right) \exp \{-ic(\cos \phi - \cos \phi_0))\} \right),
\]

\[
p_2 = \frac{e^{4ic}}{256\pi} \{\sqrt{((1 - \cos \phi)(1 - \cos \phi_0))} \exp \{ic(\cos \phi + \cos \phi_0)) + \sqrt{((1 + \cos \phi)(1 + \cos \phi_0))} \exp \{-ic(\cos \phi + \cos \phi_0))\} \right.
\]

A result equivalent to that of eq. (4.95) was given by MILLAR [1958]. The first term, \(p_0\), was obtained by KELLER [1957] using singly diffracted rays.

---

Fig. 4.13. First order far field coefficient as a function of \(\phi\) at broadside incidence (\(\phi_b = \frac{\pi}{2}\)) for E-polarization with \(c = 8\) (---) and \(c = 10\) (---) (KELLER [1957]).
The second and fourth terms $p_1$ and $p_3$, were given by Karp and Keller [1961] using multiply diffracted rays; however, their treatment did not produce the third term $p_2$. The amplitude of $p_0$ is shown as a function of $\phi$ for broadside incidence ($\phi_0 = \frac{\pi}{2}$) with $c = 8$ and $c = 10\pi$ in Fig. 4.13.

In particular, for backscattering ($\phi = \phi_0$) and non-grazing incidence ($c \sin \phi_0 \gg 1$), the coefficients in eq. (4.95) become:

$$p_0 = -\frac{\sin \left(2c \cos \phi_0\right)}{2 \cos \phi_0} - \frac{1}{2} i \cos \left(2c \cos \phi_0\right),$$

(4.100)

$$p_1 = \frac{e^{2ic - \frac{1}{2}i\pi}}{8\sqrt{\pi} \sin \phi_0},$$

(4.101)

$$p_2 = \frac{3e^{2ic + \frac{1}{2}i\pi}}{32\sqrt{\pi} \sin \phi_0} \left(\frac{1}{4} + \frac{2}{\sin^2 \phi_0}\right),$$

(4.102)

$$p_3 = \frac{e^{4ic}}{256\pi} \left[\frac{1 - \cos \phi_0}{(1 + \cos \phi_0)^2} \frac{e^{2ic \cos \phi_0}}{(1 + \cos \phi_0)^2} + \frac{1 + \cos \phi_0}{(1 - \cos \phi_0)^2} e^{-2ic \cos \phi_0}\right],$$

(4.103)

which for broadside incidence ($\phi_0 = \frac{\pi}{2}$) reduce to:

$$p_0 = -c - \frac{1}{2} i,$$

(4.104)

$$p_1 = \frac{e^{2ic - \frac{1}{2}i\pi}}{8\sqrt{\pi}},$$

(4.105)

$$p_2 = \frac{27e^{2ic + \frac{1}{2}i\pi}}{128\sqrt{\pi}},$$

(4.106)

$$p_3 = \frac{e^{4ic}}{128\pi}.$$

(4.107)

On the other hand, for forward scattering ($\phi = \phi_0 + \pi$) and non-grazing incidence ($c \sin \phi_0 \gg 1$), the coefficients in eq. (4.95) become:

$$p_0 = -c \sin \phi_0 - \frac{i}{2 \sin \phi_0},$$

(4.108)

$$p_1 = \frac{e^{2ic - \frac{1}{2}i\pi}}{16\sqrt{\pi} \sin \phi_0} \left[\frac{1 + \cos \phi_0}{(1 - \cos \phi_0)^2} e^{-2ic \cos \phi_0} + \frac{1 - \cos \phi_0}{(1 + \cos \phi_0)^2} e^{2ic \cos \phi_0}\right],$$

(4.109)

$$p_2 = \frac{3e^{2ic + \frac{1}{2}i\pi}}{64\sqrt{\pi} \sin \phi_0} \left[\frac{1 + \cos \phi_0}{(1 - \cos \phi_0)^2} \left(\frac{1}{4} + \frac{2}{1 - \cos \phi_0}\right) e^{-2ic \cos \phi_0} + \frac{1 - \cos \phi_0}{(1 + \cos \phi_0)^2} \left(\frac{1}{4} + \frac{2}{1 + \cos \phi_0}\right) e^{2ic \cos \phi_0}\right],$$

(4.110)

$$p_3 = \frac{e^{4ic}}{128\pi \sin \phi_0}.$$

(4.111)
which for broadside ($\phi_0 = \frac{\pi}{2}$) reduce to the values given in eqs. (4.104) through (4.107).

The physical optics approximation to the far field coefficient is:

$$P = -\frac{\sin \phi_0 \sin \left[ c(\cos \phi + \cos \phi_0) \right]}{\cos \phi + \cos \phi_0},$$  

(4.112)

which differs from $p_0$ of eq. (4.95) except for forward scattering, and for back scattering at broadside incidence.

The normalized total scattering cross section per unit length for non-grazing incidence ($\sin \phi_0 \gg 1$) is (Seshadri [1958b]):

$$\frac{\sigma_1}{2d} = \sigma_0 + \sigma_1 e^{-1} + \sigma_2 e^{-2} + \sigma_3 e^{-3} + O(e^{-4}),$$  

(4.113)

where:

$$\sigma_0 = \sin \phi_0,$$  

(4.114)

$$\sigma_1 = \frac{\sin^2 \phi_0}{16\sqrt{\pi}} \left( \frac{\cos \left[ 2c(1 + \cos \phi_0) + \frac{1}{2}\pi \right]}{(1 + \cos \phi_0)^3} + \frac{\cos \left[ 2c(1 - \cos \phi_0) + \frac{1}{2}\pi \right]}{(1 - \cos \phi_0)^3} \right),$$  

(4.115)

$$\sigma_2 = \frac{3 \sin^2 \phi_0}{32\sqrt{\pi}} \left( \frac{9 + \cos \phi_0}{8(1 + \cos \phi_0)^4} \cos \left[ 2c(1 + \cos \phi_0) - \frac{1}{2}\pi \right] + \frac{(9 - \cos \phi_0)}{8(1 - \cos \phi_0)^4} \cos \left[ 2c(1 - \cos \phi_0) - \frac{1}{2}\pi \right] \right),$$  

(4.116)

$$\sigma_3 = -\frac{\cos 4c}{128\pi \sin \phi_0}.$$  

(4.117)

The factor $\sin \phi_0$ in the denominator of the coefficient $\sigma_3$ of eq. (4.116) represents a correction due to Lüneburg and Westphahl [1968]. Results of computations based on eq. (4.113) are shown in Fig. 4.14; although the incorrect expression for $\sigma_3$ was used, the error does not affect the curves appreciably.

In particular, for broadside incidence ($\phi_0 = \frac{\pi}{2}$), eq. (4.113) reduces to:

$$\frac{\sigma_1}{2d} = 1 + \frac{\cos \left( 2c + \frac{1}{2}\pi \right)}{8c^2} + \frac{27 \cos \left( 2c - \frac{1}{2}\pi \right)}{128c^3} \cos 4c + O(e^{-5}).$$  

(4.118)

Extensive computations of $\sigma_1/2d$, including terms through $e^{-9}$, have been given by Wu [1958]; however, Wu's term in $e^{-9}$ disagrees with that in eq. (4.118), which was also independently derived by Millar [1957] and Lüneburg and Westphahl [1968].

On the other hand, for grazing incidence ($\phi_0 = 0$) the normalized total scattering cross section is (Seshadri and Wu [1960]):
\[
\frac{\sigma_T}{2d} = \sqrt{\frac{2}{\pi c}} \left( 1 - \frac{1}{2^2 c^2} + \frac{3}{2^3 c^3} \left[ \frac{15}{2^6} - \frac{\sin \left( 4c + \frac{1}{4} \pi \right)}{\pi / 2} \right] - \frac{1}{2^{11} c^4} \left[ \frac{525}{2^8} - \frac{21 \cos \left( 4c + \frac{1}{4} \pi \right)}{\pi / 2} \right] - \frac{1}{2^{16} c^5} \left[ \frac{6615}{2^7} - \frac{861 \sin \left( 4c + \frac{1}{4} \pi \right)}{\pi / 2} \right] \right) + O(e^{-6}). \tag{4.119}
\]

The curve for grazing incidence \((\phi_0 = 0)\) in Fig. 4.14 has been computed using the first five terms in eq. (4.119) (King and Wu [1959]).

![Fig. 4.14. Normalized total scattering cross section per unit length, \(\sigma_T/2d\), for E-polarization as a function of \(c\) for various angles of incidence (King and Wu [1959]).](image)

4.2.2. H-polarization

4.2.2.1. EXACT SOLUTIONS

For a plane wave whose direction of propagation is perpendicular to the \(z\)-axis, and forms the angle \(\phi_0\) with the negative \(x\)-axis and the angle \((\frac{1}{2} \pi - \phi_0)\) with the negative \(y\)-axis \((0 \leq \phi_0 \leq \frac{1}{2} \pi)\) such that

\[
H^i = z \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},
\]

\[
E^i = Z(\sin \phi_0 \xi - \cos \phi_0 \xi) \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\}. \tag{4.120}
\]

the scattered magnetic field is:

\[
H^s = -8\pi \sum_{m=0}^\infty (-1)^m N^{(0)}(c, 1) R^{(1)}_m(c, 1) R^{(4)}(c, \xi) S_m(c, \cos \phi_0) S_m(c, \eta). \tag{4.121}
\]

An alternate expression for the scattered field is (Grinberg [1957]):
\[ H'_2(x, y) = \begin{cases} \frac{1}{2i} \int_{-\infty}^{+\infty} \frac{\partial}{\partial \delta} H'_2(y, \delta) \bigg|_{\delta=0} H'_0(\delta) \, dy + \frac{1}{2i} \int_{-\infty}^{\infty} \frac{\partial}{\partial \delta} H'_2(y, \delta) \bigg|_{\delta=0} H'_0(\delta) \, dy - \\ -\frac{1}{2} k \sin \phi_0 \int_{-\infty}^{+\infty} H'_0(\delta) e^{-iky \cos \phi} \, dy, & \text{for } y \geq 0, \\
-H'_2(x, -y), & \text{for } y \leq 0, \end{cases} \] (4.122)

where

\[ R = \sqrt{((x-\gamma)^2 + y^2)}, \] (4.123)

\[ \frac{\partial H'_2(y, \delta)}{\partial \delta} \bigg|_{\delta=0} = \begin{cases} e^{iky} \left[ \omega_+ \left( \frac{2y}{d} - 1 \right) + \omega_- \left( \frac{2y}{d} - 1 \right) \right], & \text{for } \gamma \geq \frac{1}{2} d, \\
\frac{e^{-iky}}{2\sqrt{(2\gamma/d - 1)}} \left[ \omega_+ \left( -\frac{2y}{d} - 1 \right) - \omega_- \left( -\frac{2y}{d} - 1 \right) \right], & \text{for } \gamma \leq -\frac{1}{2} d, \end{cases} \] (4.124)

\[ \omega_\pm(\gamma) = \lim_{\tau \to \infty} \omega_\pm^{(\tau)}(\gamma), & \text{for } \gamma \geq 0, \] (4.125)

\[ \omega_\pm^{(\tau)}(\gamma) = -\frac{ik}{\pi} \int_{-1}^{1} e^{ic\rho \sqrt{(\rho+1)}} \frac{[e^{ic\rho \cos \phi_0} \pm e^{-ic\rho \cos \phi_0}]}{\rho} \, d\rho, \] (4.126)

and

\[ \omega_\pm^{(n)}(\gamma) = \omega_\pm(\gamma) + \frac{e^{2ic\rho \sqrt{(\rho+1)}}}{\pi} \int_{0}^{\infty} \frac{e^{2ic\rho}}{(\rho+2)\rho} \omega_\pm^{(n-1)}(\rho) \, d\rho, & \text{for } n \geq 1. \] (4.127)

For normal incidence, \( \omega_- = 0 \). In this case GRINBERG [1957] has calculated the first two iterates in eq. (4.127) for \( c = \pi \). The results appear in Fig. 4.15.

![Fig. 4.15. Real (---) and imaginary (-- - -) parts of \( \tau 2k \cos \phi_0 \) for \( \phi_0 \) \( \leq \pi \) and \( c = \pi \) (GRINBERG [1957]).](image-url)
Fig. 4.16. Scattered magnetic field, $H_1^s(x)$, on the strip as a function of $x$ for $H$-polarization for 
$\phi_0 = \frac{1}{4} \pi$ (---), $\phi_0 = \frac{1}{2} \pi$ (-----), $\phi_0 = \frac{3}{4} \pi$ (-----) (Hsu [1959]).
(a) $H_1^s$ for $d = 0.45\lambda$; (b) $H_1^s$ for $d = 1.27\lambda$; (c) arg $H_1^s$ for $d = 0.45\lambda$; (d) arg $H_1^s$ for $d = 1.27\lambda$. 

Since

$$\frac{\partial H_z^s(x, y)}{\partial y} \bigg|_{y=0} = -ikYE_x^s(x, 0), \tag{4.128}$$

the scattered electric field on the portions of the $y = 0$ plane not occupied by the strip is given by eq. (4.124), whereas the scattered magnetic field is zero. On the strip ($u = 0$) the total magnetic field is:

$$H_z = \sqrt{8\pi} \sum_{m=0}^{\infty} (-1)^m \left[ \frac{Se_m(c, \cos \phi_0)Se_m(c, \eta)}{N_m^{(c)} \frac{\partial}{\partial u} Ro_m^{(3)}(c, \cosh u)} \right] + \frac{So_m(c, \cos \phi_0)So_m(c, \eta)}{N_m^{(c)} \frac{\partial}{\partial u} Ro_m^{(3)}(c, \cosh u)} \bigg|_{u=0} \tag{4.129}$$

Hsu [1959, 1960] has computed $|H_z|^2$ and $\arg H_z^s$ on the strip for $c = 0.45\pi$, $1.27\pi$, and $2.21\pi$, and $\phi_0 = \frac{\pi}{4}, \frac{3\pi}{4}$ and $\frac{5\pi}{4}$. Some of these results for the upper face ($y = 0^+$) are shown in Fig. 4.16; on the lower face ($y = 0^-), |H_z|^2$ is the same as that shown, whereas $\arg H_z^s$ is obtained by adding $180^\circ$ to the values in Fig. 4.16.

In the far field ($\xi \to \infty$):

$$P = -2\pi \sum_{m=0}^{\infty} \frac{(-1)^m}{N_m^{(c)}} \frac{Ro_{m-1}^{(1)}(c, 1)}{Ro_{m-1}^{(3)}(c, 1)} So_m(c, \cos \phi_0)So_m(c, \eta). \tag{4.130}$$

The total scattering cross section per unit length is:

$$\sigma_T = \frac{8\pi}{k} \sum_{m=0}^{\infty} \frac{1}{N_m^{(c)}} \left| \frac{Ro_{m-1}^{(1)}(c, 1)}{Ro_{m-1}^{(3)}(c, 1)} So_m(c, \cos \phi_0) \right|^2. \tag{4.131}$$

The normalized total cross section is shown as a function of $c$ for various values of $\phi_0$ in Fig. 4.17.

For grazing incidence ($\phi_0 = 0$):

$$H_z = 0, \tag{4.132}$$

thus

$$H_z = H_z^s = e^{-ikx} = \sqrt{8\pi} \sum_{m=0}^{\infty} (-i)^m \frac{Ro_{m-1}^{(1)}(c, 1)}{N_m^{(c)}} Se_m(c, \eta). \tag{4.133}$$

For broadside incidence ($\phi_0 = \frac{\pi}{2}$) the scattered magnetic field is:

$$H_z^s = i\sqrt{8\pi} \sum_{m=0}^{\infty} (-1)^m \frac{So_{2m+1}(c, 0)}{N_{2m+1}^{(c)}} \frac{Ro_{2m+1}^{(1)}(c, 1)}{Ro_{2m+1}^{(3)}(c, 1)} \frac{Ro_{2m+1}^{(3)}(c, \xi)}{Ro_{2m+1}^{(3)}(c, 1)} So_{2m+1}(c, \eta). \tag{4.134}$$
Fig. 4.17. Normalized total scattering cross section per unit length, $\sigma_T/2\pi$, as a function of $c$ for $H$-polarization (Morse and Rubenstein [1938]).

while on the strip ($u = 0$) the total magnetic field is:

$$H_z = \sqrt{8\pi} \sum_{m=0}^{\infty} (-1)^m \left[ i \frac{S_{2m}(c, 0) S_{2m}(c, \eta)}{N_{2m}^{(1)} \frac{c}{\epsilon} R_{2m}^{(1)}(c, \cosh u)} \right] + \left. \frac{S_{2m+1}(c, 0) S_{2m+1}(c, \eta)}{N_{2m+1}^{(0)} \frac{c}{\epsilon} R_{2m+1}^{(3)}(c, \cosh u)} \right|_{u=0}.$$ (4.135)

The amplitude and phase of $H_z$ on the strip are shown in Fig. 4.16 for $c = 0.45\pi$ and $1.27\pi$. The amplitude of the total magnetic field $H_z$ is shown in Fig. 4.18 for various values of $c$.

In the far field ($x \to \infty$):

$$P = 2\pi \sum_{m=0}^{\infty} \frac{1}{N_{2m+1}^{(0)}} \frac{R_{2m+1}^{(1)}(c, 1)}{R_{2m+1}^{(3)}(c, 1)} S_{2m+1}(c, \eta).$$ (4.136)

The total scattering cross section per unit length is:

$$\sigma_T = \frac{8\pi}{k} \sum_{m=0}^{\infty} \frac{1}{N_{2m+1}^{(0)}} \frac{R_{2m+1}^{(1)}(c, 1)}{R_{2m+1}^{(3)}(c, 1)} S_{2m+1}(c, 0)^2.$$ (4.137)
and some numerical results based on this formula are shown in Fig. 4.17.

4.2.2.2. LOW FREQUENCY APPROXIMATIONS

For a plane wave whose direction of propagation is perpendicular to the z-axis, and forms the angle $\phi_0$ with the negative x-axis and the angle $(\pi - \phi_0)$ with the negative y-axis ($0 \leq \phi_0 \leq \pi$), such that

$$
\mathbf{H}^I = \hat{z} \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},
$$

$$
\mathbf{E}^I = Z(\sin \phi_0 \hat{x} - \cos \phi_0 \hat{y}) \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},
$$

low frequency expansions have been obtained either directly (Strutt [1897a, b, 1913]; Groschwitz and Hönl [1952]; Hönl and Zimmer [1953]; Müller and Westpfahl [1953]; Bouwkamp [1954]; Sommerfeld [1954]; Tranter [1954]; De Hoop [1955]; Pimenov [1959]; Millar [1960]) or by expansion of the Mathieu functions appearing in the exact series solution (Burke and Twersky [1964]; Burke et al. [1964]).

For arbitrary incidence, the scattered magnetic field on the strip ($\mu = 0$) is (Millar [1960]):

$$
H_z^I = c \sum_{n=0} g_n e^n + o(e^0),
$$

where:

$$
p = \log 1 + \gamma - \frac{1}{2}i\pi.
$$

$\gamma = 0.5772157 \ldots$ is Euler's constant.
4.2 PLANE WAVE INCIDENCE

and

\[ g_0 = -i \sin \phi_0 \sin \nu, \]  
(4.141)

\[ g_1 = v \frac{1}{8} \sin 2\phi_0 \sin 2\nu, \]  
(4.142)

\[ g_2 = \frac{1}{2} \sin \phi_0 (p - \frac{1}{4} + \frac{1}{4} \cos^2 \phi_0) \sin \nu + \frac{1}{2} \sin \phi_0 (4 + \cos^2 \phi_0) \sin 3\nu, \]  
(4.143)

\[ y_3 = -\frac{1}{12} \sin^3 \phi_0 \cos \phi_0 \sin 2\nu + \frac{1}{12} \sin 2\phi_0 \sin 2\nu + \frac{1}{12} \cos \phi_0 \sin 4\nu, \]  
(4.144)

\[ g_4 = -\frac{1}{12} i \sin \phi_0 [p^2 - \frac{1}{4} p (\frac{3}{2} - \cos^2 \phi_0) + \frac{1}{2} \cos^2 \phi_0 + \frac{1}{2} \cos^2 \phi_0] \sin \nu - \frac{1}{12} i \sin \phi_0 (p - \frac{1}{2} + \frac{1}{2} \cos^2 \phi_0 + \frac{1}{2} \cos^4 \phi_0) \sin 3\nu - \frac{1}{12} i \sin \phi_0 (1 + \frac{1}{2} \cos^2 \phi_0 + \frac{3}{2} \cos^4 \phi_0) \sin 5\nu, \]  
(4.145)

\[ g_5 = \frac{1}{12} \sin 2\phi_0 (p - \frac{1}{2} + \frac{1}{2} \cos^2 \phi_0 - \frac{1}{2} \cos^4 \phi_0) \sin 2\nu + \frac{1}{12} \sin 2\phi_0 (3 - \cos^2 \phi_0 - 2 \cos^4 \phi_0) \sin 4\nu - \frac{1}{12} \sin 2\phi_0 (\frac{1}{2} \cos^2 \phi_0 + \cos^4 \phi_0) \sin 6\nu, \]  
(4.146)

\[ g_6 = -\frac{1}{12} i \sin \phi_0 [4p^3 - 7p^2 + \frac{1}{4} p (\frac{3}{2} - \cos^2 \phi_0) + \frac{1}{2} \cos^2 \phi_0 + \frac{1}{2} \cos^2 \phi_0] \sin \nu - \frac{1}{12} i \sin \phi_0 (3 - \cos^2 \phi_0 - 2 \cos^4 \phi_0) \sin 3\nu - \frac{1}{12} i \sin \phi_0 (5 - 3 \cos^2 \phi_0 + \frac{1}{2} \cos^2 \phi_0 + \frac{3}{2} \cos^4 \phi_0) \sin 5\nu + \frac{1}{12} i \sin \phi_0 (\frac{3}{2} \cos^2 \phi_0 + \frac{3}{2} \cos^4 \phi_0 + \frac{3}{2} \cos^6 \phi_0) \sin 7\nu. \]  
(4.147)

In the far field ($\xi \rightarrow \infty$) and for arbitrary incidence (Millar [1960]):

\[ P = i \pi c^2 \sum_{n=0}^{3} T_{2n}(\phi, \phi_0; p) c^{2n} + o(c^8), \]  
(4.148)

where

\[ T_0 = -\frac{1}{12} i \sin \phi_0 \sin \phi, \]  
(4.149)

\[ T_2 = \frac{1}{12} \sin \phi_0 \sin \phi \left[ 4 \cos^2 \phi + \frac{1}{2} \cos \phi_0 \cos \phi + (p - \frac{1}{4} + \frac{1}{4} \cos^2 \phi_0) \right], \]  
(4.150)

\[ T_4 = -\frac{1}{12} \cos \phi_0 \sin \phi \left( \frac{1}{2} \cos^4 \phi + \frac{1}{6} \cos \phi_0 \cos^3 \phi + \frac{1}{12} \cos^2 \phi_0 + \frac{1}{2} p - \frac{1}{2} \right) \cos^2 \phi - \frac{1}{2} \sin^2 \phi_0 \cos \phi_0 \cos \phi + (p^2 - p (\frac{1}{2} - \frac{1}{2} \cos^2 \phi_0) + \frac{1}{8} \cos^2 \phi_0 + \frac{1}{2} \cos^4 \phi_0), \]  
(4.151)

\[ T_6 = \frac{1}{12} \cos \phi_0 \sin \phi \left( \frac{1}{2} \cos^4 \phi + \frac{1}{4} \cos \phi_0 \cos^3 \phi + \frac{1}{2} p - \frac{1}{2} \right) \cos^2 \phi - \frac{1}{8} \sin^2 \phi_0 \cos \phi_0 - \frac{1}{8} \sin \phi_0 \cos \phi_0 - \frac{1}{8} \sin \phi_0 \cos \phi_0 + (p^2 - p (\frac{1}{2} - \frac{1}{2} \cos^2 \phi_0) + \frac{1}{8} \cos^2 \phi_0 + \frac{1}{2} \cos^4 \phi_0) \cos^2 \phi - \frac{1}{8} \cos \phi_0 \cos \phi_0 - \frac{1}{8} \sin \phi_0 \cos \phi_0 - \frac{1}{8} \sin \phi_0 \cos \phi_0 + (p - \frac{1}{8} \cos^2 \phi_0 + \frac{1}{8} \cos^4 \phi_0). \]  
(4.152)
An expression equivalent to eq. (4.148) was used by Burke and Twersky [1960, 1964] to compute the bistatic cross section per unit length as a function of \( \phi \) as shown in Fig. 4.19. Additional computations for \( \phi_0 = 0, \frac{1}{4} \pi \) and \( \frac{1}{2} \pi \) with \( c = 0.3, 0.7 \) and 1.1 are given by Burke et al. [1964]. The normalized back scattering cross section per unit length is shown in Fig. 4.20 as a function of \( \phi_0 \) for \( c = 1.1 \) and in Fig. 4.21 as a function of \( c \) for \( \phi_0 = \frac{1}{4} \pi \) and \( \frac{1}{2} \pi \).

The normalized total scattering cross section per unit length is (Boersma [1964]):

\[
\sigma_T = \frac{1}{2} \pi^2 c^3 \sin^2 \phi_0 (1 + \frac{1}{6} c^2 (1 - 2 \delta - \frac{4}{3} \cos^2 \phi_0)) + \\
\frac{1}{4} \pi^2 [\frac{1}{6} \delta^4 + \frac{1}{2} \pi^2 (109 - 336 \delta + 288 \delta^2 - 24 \pi^2)] + \\
\frac{1}{8} \pi^2 \left[ (-\frac{4}{3} \delta^5 + \frac{1}{2} \pi^2 \delta^2 - \frac{1}{3} \varphi^2 \delta + \frac{5}{2} \pi^2 \delta^2 + \frac{2}{3} \delta^2 \pi^2 - \frac{1}{2} \pi^2 \delta^2) \cos^2 \phi_0 + \\
+(-\frac{4}{3} \delta^5 + \frac{1}{2} \pi^2 \delta^2 - \frac{1}{3} \varphi^2 \delta + \frac{5}{2} \pi^2 \delta^2 + \frac{2}{3} \delta^2 \pi^2) \cos^2 \phi_0 \right] + O(c^{10}),
\]

where

\[
\delta = \rho + \frac{1}{2} \pi.
\]
The normalized total scattering cross section calculated using the first three terms (including $O(c^7)$) of eq. (4.153) is shown in Fig. 4.22 as a function of $c$ for various values of $\phi_0$ whereas the closed form results of Burke and Twersky [1964] are shown in Fig. 4.23 as a function of $\phi_0$ for $c = 1.1$.

For grazing incidence ($\phi_0 = 0$), no scattering occurs: $H_s^r \equiv 0$.

At broadside incidence ($\phi_0 = \frac{\pi}{2}$), the scattered magnetic field on the strip ($u = 0$) is given by eq. (4.139) in which the coefficients $g_{2n+1}$ are identically zero and

\begin{align*}
g_0 &= -i \sin r, \quad (4.155) \\
g_2 &= \frac{1}{2} i (p^3 - \frac{7}{2} p + \frac{5}{2} i) \sin r + \frac{1}{4} i \sin 3r, \quad (4.156) \\
g_4 &= -\frac{1}{8} i (p^5 - \frac{5}{2} p^2 + \frac{3}{4} i) \sin r - \frac{1}{4} i (p - \frac{3}{2} i) \sin 3r - \frac{1}{2} \sin 5r, \quad (4.157) \\
g_6 &= -\frac{1}{16} i (4 p^3 - 7 p^2 + \frac{19}{4} p - \frac{15}{8} i) \sin r + \frac{1}{16} i (p^5 - \frac{3}{2} p^2 + \frac{3}{4} i) \sin 3r + \frac{1}{8} i \sin 5r. \quad (4.158)
\end{align*}
Fig. 4.22. Normalized total scattering cross section per unit length, $\sigma_T/2d$, as a function of $\epsilon$ for $H$-polarization (MILLAR [1960]).

Fig. 4.23. Normalized total scattering cross section per unit length, $\sigma_T/2d$, as a function of $\phi_0$ for $H$-polarization with $\epsilon = 1.1$ (BURKE and TWERSKY [1964]).
In the far field ($\zeta \to \infty$) (MILLAR [1960]):

$$P = inc^2 \sum_{n=0}^{3} T_{2n}(\phi, \frac{1}{2} \pi; \rho)c^{2n} + o(c^8),$$  \hspace{1cm} (4.159)

with

$$T_0 = -\frac{1}{2} \sin \phi,$$  \hspace{1cm} (4.160)

$$T_2 = \frac{1}{6} \sin \phi \left( \frac{1}{2} \cos^2 \phi + p - \frac{1}{2} \right),$$  \hspace{1cm} (4.161)

$$T_4 = -\frac{1}{4} \sin \phi \left[ \frac{1}{2} \cos^4 \phi + \left( \frac{1}{4} - \frac{1}{2} \right) \cos^2 \phi + \left( p^2 - \frac{5}{2} p + \frac{7}{2} \right) \right],$$  \hspace{1cm} (4.162)

$$T_6 = \frac{1}{3} \sin \phi \left[ \frac{1}{2} \cos^6 \phi + \frac{1}{2} \left( p - \frac{1}{2} \right) \cos^4 \phi + \frac{1}{2} \left( p^2 - \frac{9}{2} p + \frac{25}{8} \right) \cos^2 \phi + \right.$$

$$+ \frac{1}{4} (4p^3 - 7p^2 + \frac{10}{8} p - \frac{3}{5} \delta)]].$$  \hspace{1cm} (4.163)

BURKE et al. [1964] have plotted the normalized bistatic cross section per unit length, $rac{1}{4} k^2 \sigma(\phi)$, as a function of $\phi$ for $c = 0.3, 0.7$ and 1.1. The normalized back scattering cross section per unit length as a function of $c$ is shown in Fig. 4.21. The normalized total scattering cross section per unit length is (BOERSMA [1964]):

$$\sigma_T = \frac{1}{2} \pi \sigma^2 \left( 1 + \frac{5}{16} \sigma^2 (1 - \frac{3}{2} \delta) + \delta (109 - 336 \sigma^2 + 288 \delta^2 - 24 \pi^2) \right) +$$

$$+ c^o \left( -\frac{1}{6} \delta^3 + \frac{2}{5} \delta^2 \sigma - \frac{4}{9} \delta^1 \sigma^2 - \frac{1}{2} \delta \sigma^3 + \delta \sigma^4 \right) + O(c^8).$$  \hspace{1cm} (4.164)

A plot of the first three terms of this expression appears in Fig. 4.22.

4.2.2.3. HIGH FREQUENCY APPROXIMATIONS

For a plane wave whose direction of propagation is perpendicular to the $x$-axis, and forms the angle $\phi_0$ with the negative $x$-axis and the angle $(\frac{1}{2} \pi - \phi_0)$ with the negative $y$-axis $(0 \leq \phi_0 \leq \frac{1}{2} \pi)$, such that

$$H^i = 2 \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},$$

$$E^i = Z(\sin \phi_0 \cos \phi_0) \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},$$  \hspace{1cm} (4.165)

the scattered magnetic field is (KARP and KELLER [1961]):

$$H_s^i = \frac{1}{\pi} \text{sgn} (\sin \psi_1) \left\{ \frac{1}{\pi k \rho_1} \exp \{ik \rho_1 - \frac{1}{2} \rho_1 \cos \phi_0 \} \right\} \sqrt{1 - \frac{i}{2 \rho_1} \cos \psi_1 \cos \phi_0} \right\} \left( 1 - \frac{1 + \cos \psi_1 \cos \phi_0}{\cos \psi_1 + \cos \phi_0} \right) -$$

$$- \frac{1}{\pi k \rho_2} \exp \{ik \rho_2 - \frac{1}{2} \rho_2 \cos \phi_0 \} \sqrt{1 + \cos \psi_2 \cos \phi_0} \left( 1 + \frac{1 + \cos \psi_2 \cos \phi_0}{\cos \psi_2 + \cos \phi_0} \right) \right\} \left(1 - \frac{1 + \cos \psi_2 \cos \phi_0}{\cos \psi_2 + \cos \phi_0} \right).$$  \hspace{1cm} (4.166)

where:

$$\rho_1, 2 \cdots \rho_d, \quad \psi_1, 2 \neq \pi \pm \phi_0, \quad \phi_0 \neq 0.$$  \hspace{1cm} (4.167)
and the geometric variables are defined in eqs. (4.67) and illustrated in Fig. 4.11. The expression in eq. (4.166) is based on analysis of singly diffracted rays only. An expression of the scattered magnetic field which includes contributions from multiply diffracted rays but to a lower order in \( k\rho_{1,2} \) is (Karp and Keller [1961]):

\[
H_z^s = \text{sgn} (\sin \psi_1) \left[ \sqrt{\frac{2}{\pi k\rho_1}} e^{ik\rho_1 - i\pi} \left( \frac{-\frac{1}{2}i e^{-i\cos \phi_0}}{\cos \psi_1 + \cos \phi_0} \sqrt{(1 - \cos \psi_1)(1 - \cos \phi_0)} + \right) + \right.
\]

\[
+ \frac{1}{4} \left[ \sqrt{\frac{2}{\pi} e^{2ic - i\pi}} \left( \frac{1 - \frac{i e^{4ic}}{16\pi c}}{c_0} \right) \frac{1}{(1 - \cos \psi_1)^{-\frac{1}{2}}} \frac{1}{(1 + \cos \phi_2)(1 + \cos \phi_0)} + \frac{1}{4\sqrt{\pi} \sin \frac{1}{2} \phi_0} \right]
\]

\[
\times \left( \frac{1}{4\sqrt{\pi} \cos \frac{1}{2} \phi_0} \right) + O \left( \frac{1}{k\rho_1} \right) \right] \right]
\]

where:

\[
\rho_{1,2} \gg d; \quad \psi_{1,2} \neq \pm \phi_0, 0, \pi, 2\pi; \quad \phi_0 \neq 0. \quad (4.169)
\]

An expression which is still approximate but includes terms of all orders in \( k\rho_{1,2} \) based on successive interactions of half plane fields, is (Karp and Russek [1956]):

\[
H_z = \begin{cases} 
\exp \{-ik\rho \cos(\phi + \phi_0)\} + V_{11} + V_{21} + C_1 V_{12} + C_2 V_{22}, & \text{for} \ 0 \leq \phi \leq \pi \ (0 \leq \psi_{1,2} \leq \pi). \\
-H_z^s (2\pi - \phi, 2\pi - \psi_1, 2\pi - \psi_2), & \text{for} \ \pi \leq \phi \leq 2\pi \ (\pi \leq \psi_{1,2} \leq 2\pi).
\end{cases} \quad (4.170)
\]

where:

\[
V_{11} = \frac{e^{i\psi_1}}{2\pi} \left[ \exp \{-ik\rho \cos(\phi + \phi_0)\} F(\sqrt{2k\rho_1} \cos \frac{1}{2}(\psi_1 + \phi_0)) + \right.
\]

\[
\left. + \exp \{-ik\rho \cos(\phi + \phi_0)\} F(-\sqrt{2k\rho_1} \cos \frac{1}{2}(\psi_1 + \phi_0)) \right] \quad (0 \leq \psi_1 \leq \pi). \quad (4.172)
\]

\[
V_{21} = \frac{e^{-i\psi_1}}{2\pi} \left[ \exp \{-ik\rho \cos(\phi + \phi_0)\} F(\sqrt{2k\rho_2} \cos \frac{1}{2}(\psi_2 + \phi_0)) + \right.
\]

\[
\left. + \exp \{-ik\rho \cos(\phi + \phi_0)\} F(-\sqrt{2k\rho_2} \cos \frac{1}{2}(\psi_2 + \phi_0)) \right] \quad (0 \leq \psi_2 \leq \pi). \quad (4.173)
\]

\[
V_{12} = -2e^{ik\rho_2} \int_{m}^{m_1} e^{im' \mu} \left( \mu^2 + 2k\rho_2 \right)^{-m} \frac{1}{\rho_1 + \rho_2 + d} \quad (4.174)
\]
\[ V_{21} = -2e^{ik_0} \int_{\infty}^{\infty} \frac{e^{i\mu} d\mu}{\sqrt{(\mu^2 + 2k_0^2)}} , \quad m' = 2 \sqrt{\frac{cp_2(1 + \cos \psi_2)}{\rho_1 + \rho_2 + d}} , \quad (4.175) \]

\[ C_1 = -\frac{1}{\pi} \left[ 1 - \frac{e^{4ic}}{4\pi c} \right] ^{-1} \left( \exp \left\{ ic \cos \phi_0 \right\} - \exp \left\{ \frac{2ic + \frac{1}{2}i\pi - ic \cos \phi_0}{2\sqrt{\pi c} \sin \frac{1}{2} \phi_0} \right\} \right) , \quad (4.176) \]

\[ C_2 = -\frac{1}{\pi} \left[ 1 - \frac{e^{4ic}}{4\pi c} \right] ^{-1} \left( \frac{\exp \left\{ -ic \cos \phi_0 \right\} - \exp \left\{ 2ic + \frac{1}{2}i\pi + ic \cos \phi_0 \right\}}{2\sqrt{\pi c} \cos \frac{1}{2} \phi_0} \right) , \quad (4.177) \]

and \( F(\tau) \) is the Fresnel integral defined in the Introduction. The geometric variables are given by eqs. (4.67) and illustrated in Fig. 4.11. Eqs. (4.170) and (4.171) are not valid for grazing incidence. On the strip \( (u = 0) \) the total magnetic field for arbitrary incidence is (MILLAR [1958a]):

\[ H_z = \exp \left\{ -i\eta \cos \phi_0 \right\} + \text{sgn} \left( \sin \eta \right) \left\{ \exp \left\{ -ic \cos \phi_0 \right\} + \sin \phi_0 \sum_{n=0}^{3} \left[ h_n(\cos \phi_0, \eta) + h_n(-\cos \phi_0, -\eta) \right] e^{i(3-n)} + O(e^{-1}) \right\} , \quad (4.178) \]

where:

\[ h_0(\cos \phi_0, \eta) = -\exp \left\{ -\frac{1}{2i} + i\eta \cos \phi_0 \right\} \sqrt{\pi} \sin \phi_0 \quad (4.179) \]

\[ h_1(\cos \phi_0, \eta) = \frac{\exp \left\{ 2ic + i\eta \cos \phi_0 \right\}}{\sqrt{\pi c}} \left\{ 2A_0[2c(1 - \cos \phi_0)] + \frac{1}{c} \left[ F(\sqrt{2c(1 - \eta)}) \right] \left( \left\{ \frac{1}{1 + \cos \phi_0} \right\} + \frac{1}{c} \left( \frac{1}{2c(1 - \eta)} \right) \right) \right\} , \quad (4.180) \]

\[ h_2(\cos \phi_0, \eta) = \frac{-\exp \left\{ \frac{1}{2i} + 4ic - i\eta \cos \phi_0 \right\}}{\sqrt{\pi c}} \left\{ A_0[2c(1 - \cos \phi_0)] + \frac{1}{c} F(\sqrt{2c(1 - \eta)}) \right\} + \frac{1}{c} \left\{ \frac{1}{2c(1 - \cos \phi_0)} \right\} \left( \frac{1}{1 + \cos \phi_0} \right) \right\} , \quad (4.181) \]

\[ h_3(\cos \phi_0, \eta) = \frac{i \exp \left\{ 6ic + i\eta \cos \phi_0 \right\}}{2\pi^2 c} A_0[2c(1 + \cos \phi_0)] F(\sqrt{2c(1 - \eta)}) , \quad (4.182) \]

\[ G(\eta) = \left[ c(1 - \eta) - i\pi \right] F(\sqrt{2c(1 - \eta)}) e^{-ic \eta \cdot x} - i2c \frac{1}{1 - \eta} e^{ic \eta \cdot x} - i2c \frac{1}{1 - \eta} e^{ic \eta \cdot x}. \quad (4.183) \]

\[ A_0(z) = -2iz \cdot e^{-iz} F(\sqrt{z}) , \quad (4.184) \]

\[ A_1(z) = -2iz \cdot e^{-iz} F(\sqrt{z}) . \quad (4.185) \]

and \( F(\tau) \) is the Fresnel integral defined in the Introduction. Higher order terms may be derived following MILLAR [1958a]. By neglecting the summation in eq. (4.178), the
geometric optics approximation to the magnetic field is obtained. The above expressions are valid uniformly in \( \eta \); however, they may be simplified in restricted regions of the surface. In particular, away from the edges, such that \( |\sin \eta| \gg 1 \), the field on the surface is given by eq. (4.178) with the quantity \( \sin \phi \sum_{n=1}^{\infty} \) replaced by:

\[
\frac{e^{-ikz+ic}}{\sqrt{\pi c}} \left[ \frac{\exp \{ic(\cos \phi_0 + \eta)\}}{\sqrt{(1 + \cos \phi_0)(1 + \eta)}} + \frac{\exp \{-ic(\cos \phi_0 + \eta)\}}{\sqrt{(1 - \cos \phi_0)(1 - \eta)}} \right] + \frac{i \sin \phi_0 e^{4ic}}{2\pi c} \left[ \frac{\exp \{i\cos(\cos \phi - 2\eta)\}}{(1 + \cos \phi_0)\sqrt{(1 - \cos \phi_0)(1 + \eta)}} \right] + \frac{\exp \{-ic(\cos \phi - 2\eta)\}}{(1 - \cos \phi_0)\sqrt{(1 + \cos \phi_0)(1 + \eta)}} + O(c^{-1}).
\] (4.186)

For arbitrary incidence, the scattered electric field on the portions of the plane \( y = 0 \) outside of the strip \( |x| > \frac{1}{2}d \) is (GRINBERG [1957]):

\[
E_x = \frac{iZ}{k} \frac{\partial H_z^x}{\partial y} \bigg|_{y=0} = Z \frac{e^{iz}}{\sqrt{(\xi - 1)}} \left[ \omega_x(\xi - 1) \pm \omega_x(\xi - 1) \right],
\] (4.187)

where:

\[
\omega_x(\xi) = \omega_x^{(1)}(\xi) + \frac{\sqrt{2k^2 + i\xi}}{\pi} \omega_x^{(0)}(\xi) e^{2ic\rho - \frac{i}{4}\rho^4} d\rho.
\] (4.188)

\[
\omega_x^{(1)}(\tau) = \sin \phi_0 \int_{-1}^{1} \frac{e^{ic\rho}}{\sqrt{\rho + 1}} \cos(\rho \cos \phi_0) d\rho,
\] (4.189)

and \( F[\tau] \) is the Fresnel integral defined in the Introduction. The order of the approximation in eq. (4.187) is not known.

In the far field \( (\xi \to \infty) \) and for arbitrary incidence (KHASKIND and VAINSHTEYN [1964]):

\[
P = -i \text{sgn} (\sin \phi) \frac{\exp \{i(\cos \phi + \cos \phi_0)\}}{2(\cos \phi + \cos \phi_0)} \sqrt{(1 + \cos \phi)(1 + \cos \phi_0)} \times \left[ 1 + f'(c, \cos \phi) \right] \left[ 1 + f'(c, \cos \phi_0) \right] - \exp \{-ic(\cos \phi + \cos \phi_0)\} \sqrt{(1 - \cos \phi)(1 - \cos \phi_0)} \times \left[ 1 + f'(c, -\cos \phi) \right] \left[ 1 + f'(c, -\cos \phi_0) \right] + O(c^{-1}).
\] (4.191)

where:

\[
f'(c, z) = 1 - z^2 \int_{z}^{\infty} H_0^{(1)}(2t) e^{-2zt} dt.
\] (4.192)
and
\[ \Gamma(c, 1) = -1, \quad \Gamma(c, -1) = 0. \] (4.193)

The expression in eq. (4.191) is uniformly valid in \( \phi \) and \( \phi_0 \) and equivalent results are given by MILLAR [1958a]. Computations of \(|P|\) as a function of \( \phi \) for \( \phi_0 = \frac{\pi}{4} \)

Fig. 4.24. Normalized far field amplitude, \(|P|/c\), as a function of \( \phi \) for \( H \)-polarization with \( c = \sqrt{28} \), \( \phi_0 = \frac{\pi}{4} \) (-----) and \( \phi_0 = \frac{3\pi}{4} \) (---) (UFIMTSEV [1958]).
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Fig. 4.25. Normalized back scattered far field, \(|P|/c\) as a function of \( \phi_0 \) for \( H \)-polarization with \( c = \sqrt{28} \) (-----) and \( c = \sqrt{80} \) (---) (UFIMTSEV [1958]).
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and \( \frac{\pi}{4} \) and \( c = \sqrt{28} \) are shown in Fig. 4.24, whereas Fig. 4.25 presents the backscattered field as a function of \( \phi_0 \) for \( c = \sqrt{28} \) and \( c = \sqrt{80} \). These results are rigorous (UFIMTSEV [1958]); however, the method of derivation has not been indicated. Away from grazing angles \((c|\sin \phi| \gg 1, \ c \sin \phi_0 \gg 1)\), the far field is:
\[ P = -\text{sgn} (\sin \phi) \left( \frac{i}{2(\cos \phi + \cos \phi_0)} \times \frac{\exp \{ i \cdot \cos \phi_0 \}}{\sqrt{(1 + \cos \phi)(1 + \cos \phi_0)}} - \right. \]

\[ - \exp \{ -i(\cos \phi + \cos \phi_0) \} \sqrt{(1 - \cos \phi)(1 - \cos \phi_0)} \]

\[ + \frac{e^{2ic-\frac{1}{\pi} \phi}}{2\sqrt{\pi c}} \left[ \frac{\exp \{ i \cdot \cos \phi_0 \}}{\sqrt{(1 - \cos \phi)(1 + \cos \phi_0)}} + \frac{\exp \{ -i(\cos \phi_0 - \cos \phi) \}}{\sqrt{(1 - \cos \phi_0)(1 + \cos \phi)}} \right] + O(c^{-1}). \]

(4.194)

The first term, \( O(c^0) \), in this expression was obtained by KELLER [1957] using singly diffracted rays; its amplitude is the same as the corresponding term for \( E \)-polarization (eq. (4.96)), which is plotted for \( c = 8 \) and \( c = 10\pi \) in Fig. 4.13. The second term in eq. (4.194) of order \( c^{-1} \) has been obtained by KARP and KELLER [1961].

![Diagram](image_url)

**Fig. 4.26.** Amplitude of the far field coefficient, \( P_{\phi} \), as a function of \( \phi \) for \( H \)-polarization with \( c = 8 \) (KELLER [1957]).

and it can also be obtained by specializing the results of either eq. (4.170) or eq. (4.191). The amplitude of \( P \) for broadside incidence, computed from an expression which agrees with that of eq. (4.194) to order \( c^{-1} \), is shown in Fig. 4.26. In particular, for back scattering (\( \phi = \phi_0 \)) and non-grazing incidence (\( c \sin \phi_0 \gg 1 \)), the far field is:

\[ P = \frac{\sin (2c \cos \phi_0)}{2 \cos \phi_0} - \frac{i}{2} \cos (2c \cos \phi_0) - \frac{e^{2ic-\frac{1}{\pi} \phi}}{\sqrt{\pi c}} + O(c^{-1}). \]

(4.195)

which for broadside incidence reduces to:

\[ P = e^{-\frac{1}{2}i - \frac{e^{2ic-\frac{1}{\pi} \phi}}{\sqrt{\pi c}}} + O(c^{-1}). \]

(4.196)

On the other hand, for forward scattering (\( \phi = \phi_0 + \pi \) and non-grazing incidence
(\sin \phi_0 \geq 1), the far field is:

\[
P = -c \sin \phi_0 + \frac{i}{2 \sin \phi_0} \left[ e^{2ic \cos \phi_0} + 2\sqrt{\pi c} \left( \frac{1 + \cos \phi_0}{1 - \cos \phi_0} \right) \right] + O(c^{-1}).
\]  

(4.197)

which for broadside incidence (\phi_0 = \frac{\pi}{2}) reduces to the negative of the result of eq. (4.196).

The physical optics approximation to the far field coefficient is:

\[
P = \text{sgn} (\sin \phi) \sin \phi_0 \frac{\sin [c(\cos \phi + \cos \phi_0)]}{\cos \phi + \cos \phi_0}.
\]  

(4.198)

which differs from the leading term in eq. (4.194) except for forward scattering, and for back scattering at broadside incidence.

The normalized total scattering cross section per unit length for non-grazing incidence (\sin \phi_0 \geq 1) is (Seshadri [1958a]; Kieburz [1965]):

\[
\sigma_t = \sin \phi_0 \frac{1}{2d} \left\{ \cos \left[ 2c(1 + \cos \phi_0) - \frac{\pi}{2} \right] + \cos \left[ 2c(1 - \cos \phi_0) - \frac{\pi}{2} \right] \right\} +
\]

\[
\frac{\cos 4c}{2\pi^2 \sin \phi_0} \left\{ \cos \left[ 2c(3 + \cos \phi_0) + \frac{\pi}{2} \right] + \cos \left[ 2c(3 - \cos \phi_0) + \frac{\pi}{2} \right] \right\} -
\]

\[
\frac{\pi(7 - \cos \phi_0) \cos \left[ 2c(1 + \cos \phi_0) + \frac{\pi}{2} \right]}{4(1 + \cos \phi_0)^2} \cos \left[ 2c(1 - \cos \phi_0) + \frac{\pi}{2} \right] +
\]

\[
\frac{\pi(7 + \cos \phi_0) \cos \left[ 2c(1 - \cos \phi_0) + \frac{\pi}{2} \right]}{4(1 - \cos \phi_0)^2} + O(c^{-3}).
\]  

(4.199)

Results of computations based on eq. (4.199) are shown in Fig. 4.27.

![Fig. 4.27. Normalized total scattering cross section per unit length, \(\sigma_t / 2d\), as a function of \(c\) for H-polarization and various angles of incidence (Kings and Wu [1959]).](image)
For broadside incidence ($\phi_0 = \frac{\pi}{2}$), a higher order approximation is (MILLAR [1958a]):

\[
\frac{\sigma_r}{2d} = 1 - \frac{\cos (2c - \frac{\pi}{2})}{c^2 \pi e} + \frac{\cos 4c}{2 \pi e^2} - \frac{1}{4 \pi e^2 \sqrt{\pi e}} \left[ \cos (6c + \frac{\pi}{2}) - \frac{7}{2} \pi \cos (2c + \frac{\pi}{2}) \right] - \frac{1}{8 \pi^2 e^3} \left[ \sin 8c - \frac{5}{2} \pi \sin 4c \right] + O(e^{-\frac{1}{4}}). \tag{4.200}
\]

Near grazing incidence, conflicting expressions for the total scattering cross section have been obtained by MILLAR [1958a] and KIEBURTZ [1965].

4.3. Line sources

4.3.1. E-polarization

4.3.1.1. EXACT SOLUTIONS

For an electric line source parallel to the z-axis and located at $(u_0, v_0)$, such that

\[
E^1 = \hat{z} H_0^{(1)}(kR),
\]

the total electric field is:

\[
E_z = 4 \sum_{m=0}^{\infty} \left\{ \frac{1}{N_m^{(0)}} \left[ \frac{R e_m^{(1)}(c, \xi, \eta) - R e_m^{(3)}(c, 1)}{R e_m^{(1)}(c, 1)} \right] \right\} \times R e_m^{(3)}(c, \xi, \eta) S e_m(c, \eta) S e_m(c, \eta) +
\]

An alternate expression for the scattered field is (GRINBERG [1958]):

\[
\left\{ \begin{array}{ll}
1 \frac{\partial}{\partial y} \left\{ \int_{-x}^{-1} E_2^z(\gamma, 0) H_0^{(1)}(kR) d\gamma + \int_{1}^{x} E_2^z(\gamma, 0) H_0^{(1)}(kR) d\gamma \right. \\
- \int_{-1}^{1} H_0^{(1)}(kR_0) H_0^{(1)}(kR) d\gamma \right. \\
E_2^z(x, y), \quad \text{for } y \geq 0, \quad (4.203) \\
E_2^z(x, -y), \quad \text{for } y \leq 0,
\end{array} \right.
\]

where:

\[
R = \sqrt{(x - \gamma)^2 + y^2},
\]

\[
R_0 = \sqrt{(x_0 - \gamma)^2 + y_0^2},
\]

\[
E_2^z(x, 0) = \begin{cases}
1 e^{i k x} + \frac{2x}{d} - 1 \left[ \omega_+ \left( \frac{2x}{d} - 1 \right) + \omega_- \left( \frac{2x}{d} - 1 \right) \right], & \text{for } x \geq \frac{1}{d}, \\
1 e^{-i k x} - \frac{2x}{d} - 1 \left[ \omega_+ \left( \frac{-2x}{d} - 1 \right) - \omega_- \left( \frac{-2x}{d} - 1 \right) \right], & \text{for } x \leq \frac{-1}{d},
\end{cases} \tag{4.206}
\]
4.3 LINE SOURCES

\[ \omega_\pm(\tau) = \lim_{\eta \to \infty} \omega_{\pm}^{(\eta)}(\tau), \]  
(4.207)

\[ \omega_{\pm}^{(0)}(\tau) = -\frac{1}{\pi} \int_{-1}^{1} \frac{\mathrm{e}^{\pm \mathrm{i} \pi}}{(\tau + \rho + 1)\sqrt{(\rho + 1)}} \left[ H_0^{(1)}(k\sqrt{(\tau \rho + x_0)^2 + y_0^2}) \right] \pm \left[ H_0^{(1)}(k\sqrt{(\tau \rho - x_0)^2 + y_0^2}) \right] \mathrm{d}\rho, \]  
(4.208)

and

\[ \omega_{\pm}^{(0)}(\tau) = \omega_{\pm}^{(0)}(\tau) \pm \frac{\mathrm{e}^{2\mathrm{i}\pi}}{\pi} \int_{0}^{\infty} \frac{\mathrm{e}^{2\mathrm{i}\pi \rho}}{\rho + 2} \omega_{\pm}^{(\tau - 1)}(\rho)\mathrm{d}\rho. \]  
(4.209)

The quantity \( E_z(x, 0) \) given in eq. (4.206) is the scattered electric field on the portions of the \( y = 0 \) plane not occupied by the strip, whereas the scattered magnetic field is zero there.

On the strip \( (u = 0) \):

\[ H_c = \frac{4Y}{c|\sin \theta|} \sum_{m=0}^{\infty} \left[ \frac{1}{N_m^{(e)}} \frac{R_{m}^{(3)}(c, \xi_0)}{R_{m}^{(3)}(c, 1)} \right] S_{m}(c, \eta_0)S_{m}(c, \eta) + \frac{1}{N_m^{(e)}} \frac{R_{m}^{(3)}(c, \xi_0)}{R_{m}^{(3)}(c, 1)} \right] S_{m}(c, \eta_0)S_{m}(c, \eta). \]  
(4.210)

In the far field \( (\xi \to \infty) \):

\[ E_z = \sqrt{\frac{2}{\pi c} \xi^{-\frac{3}{2}}} \sum_{m=0}^{\infty} \frac{1}{N_m^{(e)}} \left[ \frac{R_{m}^{(1)}(c, \xi_0)}{R_{m}^{(1)}(c, 1)} - \frac{R_{m}^{(3)}(c, \xi_0)}{R_{m}^{(3)}(c, 1)} \right] S_{m}(c, \eta_0)S_{m}(c, \eta) + \frac{1}{N_m^{(e)}} R_{m}^{(1)}(c, \xi_0)S_{m}(c, \eta_0)S_{m}(c, \eta). \]  
(4.211)

If the line source lies on either portion of the \( y = 0 \) plane not occupied by the strip then:

\[ E_z = 4 \sum_{m=0}^{\infty} \frac{1}{N_m^{(e)}} \left[ \frac{R_{m}^{(1)}(c, \xi_0)}{R_{m}^{(1)}(c, 1)} - \frac{R_{m}^{(3)}(c, \xi_0)}{R_{m}^{(3)}(c, 1)} \right] R_{m}^{(3)}(c, \xi_0)S_{m}(c, \eta). \]  
(4.212)

and on the strip \( (u = 0) \):

\[ H_c = \frac{4Y}{c|\sin \theta|} \sum_{m=0}^{\infty} \frac{1}{N_m^{(e)}} \frac{R_{m}^{(3)}(c, \xi_0)}{R_{m}^{(3)}(c, 1)} \right] S_{m}(c, \eta). \]  
(4.213)

MANDRAZHI [1962] has plotted the amplitude of the surface current density for \( c = 2 \) and the phase for \( c = 4, 2, 2, 2, 2 \), with \( u_0 = 0.4 \). For a line source at \( (|x_0| > \frac{1}{2}d, \tau_0 = 0) \), the scattered magnetic field on the strip is (GRINBERG [1960]):
\[ H_x^* = \begin{cases} \pm \frac{Y}{ik} j(x+\frac{1}{2}d, -x_0-\frac{1}{2}d), & \text{for } x_0 < -\frac{1}{2}d, \\ \pm \frac{Y}{ik} j(-x+\frac{1}{2}d, x_0-\frac{1}{2}d), & \text{for } x_0 > \frac{1}{2}d, \end{cases} \]  

where the plus sign is to be used for the upper face of the strip, the minus sign for the lower, and

\[ j(y, R) = \lim_{\eta \to 0} j^{(0)}(y, R), \quad (0 \leq y \leq d; R > 0), \]  

where:

\[ j^{(0)}(y, R) = -\frac{2i}{\pi} \sqrt{\frac{R}{y + y}} e^{iR + \gamma}, \]  

\[ j^{(n)}(y, R) = j^{(0)}(y, R) + \frac{1}{\pi} \int_0^\infty j^{(n-1)}(d - y, R) \sqrt{\frac{R}{\rho + d}} R + \rho + d \, d\rho. \]  

In the far field ($\xi \to \infty$):

\[ E_z = \sqrt{\frac{2}{\pi c_0^2}} e^{i\xi - 1 + \frac{2\pi}{m = 0} \sum_{c, \xi < 0} \left( \frac{(-i)^m}{N_m^{(k)}} \left[ \frac{R_m^{(1)}(c, \xi_0) - R_m^{(1)}(c, 1)}{R_m^{(2)}(c, 1)} \right] \right) \frac{S_m(c, \eta)}{2\pi} \} \]  

If the line source lies in the half plane $v_0 = \frac{1}{2} \pi$ (i.e. $x_0 = 0, y_0 > 0$), then:

\[ E_z = 4 \sum_{m, n} \left[ \frac{R_m^{(1)}(c, \xi) - R_m^{(1)}(c, 1)}{R_m^{(2)}(c, 1)} \right] \frac{S_m^{(1)}(c, 0)}{N_m^{(1)}} \frac{S_m^{(1)}(c, \xi)}{N_m^{(1)}} \frac{S_m^{(1)}(c, \xi)}{N_m^{(1)}} \right) \frac{S_m^{(1)}(c, \xi)}{N_m^{(1)}} \frac{S_m^{(1)}(c, \xi)}{N_m^{(1)}} \right) \right]. \]  

On the strip ($u = 0$):

\[ H_x = -\frac{4Y}{c \sin t} \sum_{m = 0}^{\infty} \left[ \frac{S_{2m}(c, 0) - R_{2m}^{(1)}(c, \xi_0)}{N_{2m}^{(1)}} \frac{S_{2m}^{(1)}(c, \xi_0)}{N_{2m}^{(1)}} \right] \frac{S_{2m+1}(c, \xi)}{N_{2m+1}^{(1)}} \frac{S_{2m+1}^{(1)}(c, \xi)}{N_{2m+1}^{(1)}} \right) \right]. \]  

MANDRAZI [1962] has plotted the amplitude of the surface current density for $c = 2, 2$ and the phase for $c = \frac{1}{2}$ and $2, 2$, with $u_0 = 0.7213$. In the far field ($\xi \to \infty$):

\[ E_z = \left[ \frac{2}{\pi c_0^2} e^{i\xi - 1 + \frac{2\pi}{m = 0} \sum_{c, \xi < 0} \left( \frac{(-1)^m}{N_m^{(k)}} \left[ \frac{R_m^{(1)}(c, 0) - R_m^{(1)}(c, \xi_0)}{R_m^{(2)}(c, 1)} \right] \right) \frac{S_m(c, \eta)}{2\pi} \right] \]  

(4.221)
4.3 LINE SOURCES

4.3.1.2. LOW FREQUENCY APPROXIMATIONS

For an electric line source parallel to the z-axis and located at \((u_0, v_0)\), such that

\[ E' = 2H_0^{(1)}(kR), \]

the total electric field in the static limit \(k = 0\) is:

\[ E_z = \frac{i}{\pi} \log \frac{\cosh(u-u_0) - \cos(v-v_0)}{\cosh(u+u_0) - \cos(v-v_0)} + o(k^0). \]

(4.223)

No other explicit results are available; however, low frequency approximations can be obtained either from the exact results of the previous section or by established techniques (MILLAR [1960]; NOBLE [1962]; PIMENOV [1959]).

4.3.1.3. HIGH FREQUENCY APPROXIMATIONS

For an electric line source parallel to the z-axis, located at \((u_0, v_0)\), and sufficiently removed from the strip so that near its surface

\[ E' = 2H_0^{(1)}(kR) \]

(4.224)

can be approximated by

\[ E' \approx \frac{2}{\pi kR} e^{ikR - i\pi}. \]

(4.225)

then, for non-grazing incidence \((c \sin v_0 \gg 1)\), the total field derived using Keller's geometrical theory of diffraction and taking into account only singly diffracted rays is:

\[ E_z = \begin{cases} 
H_0^{(1)}(kR) + G, & \text{in regions I}_a \text{ and I}_b, \\
H_0^{(1)}(kR) - H_0^{(1)}(kR') + G, & \text{in region II,} \\
G, & \text{in region III.}
\end{cases} \]

(4.226)

where

\[ G = \frac{e^{ik(p_2 + p_0)}}{\pi k \rho_2 \rho_1 \phi_1 \phi_2^{(0)}} \left( 1 - \cos \psi_2 (1 - \cos \phi_2^{(0)}) \right) - \frac{e^{ik(p_1 + p_0)}}{\pi k \rho_1 \rho_2 \phi_1 \phi_2^{(0)}} \left( 1 + \cos \psi_1 (1 + \cos \phi_1^{(0)}) \right) + O(k^{-4}). \]

(4.227)

the regions are defined as (see Fig. 4.28):

- region I\(_a\): \(\pi + \phi_1^{(0)} < \psi_1 < 2\pi\) or \(\pi < \psi_2 < \pi + \phi_2^{(0)}\).
- region I\(_b\): \(0 < \psi_1 < \pi - \phi_1^{(0)}\) or \(\pi - \phi_2^{(0)} < \psi_2 < \pi\).
- region II: \(\pi - \phi_1^{(0)} < \psi_1 < \pi\) and \(0 < \psi_2 < \pi - \phi_2^{(0)}\).
- region III: \(\pi < \psi_1 < \pi + \phi_1^{(0)}\) and \(\pi + \phi_2^{(0)} < \psi_2 < 2\pi\).

(4.228)
and the geometric variables are given by:

\[ \begin{align*}
\rho_1 \cos \psi_1 &= \rho \cos \phi - \frac{1}{2} d, \\
\rho_1 \sin \psi_1 &= \rho \sin \phi, \\
\rho_2 \cos \psi_2 &= \rho \cos \phi + \frac{1}{2} d, \\
\rho_2 \sin \psi_2 &= \rho \sin \phi.
\end{align*} \]

as illustrated in Fig. 4.28. HANSEN [1962] has shown eq. (4.227) to be the leading term in an asymptotic expansion of the field in the geometrical shadow (region III). In the far field \((\xi \to \infty)\):

\[
G \sim e^{ikr_{\rho_0}} \left[ \frac{1}{\pi \rho \rho_0} \frac{\sqrt{((1 - \cos \phi)(1 - \cos \phi_0)) \exp \{i(\cos \phi + \cos \phi_0)\}}}{\cos \phi + \cos \phi_0} 
- \frac{1}{\sqrt{((1 + \cos \phi)(1 + \cos \phi_0)) \exp \{-i(\cos \phi + \cos \phi_0)\}}} \right] + O(k^{-1}).
\]

For an incident field given by eq. (4.225), the total magnetic field on the surface of the strip is (GOODRICH and KAZARINOFF [1963]):

\[
H_z \sim -Y \sqrt{\frac{8c}{\pi}} e^{i(\xi_0 - 1)} \sum_{n=0}^{\infty} \frac{(-c)^n}{\sqrt{\xi_0 - 1} \xi_0^{n+1}} G(k, r_0; -c\sigma_n^{(1)}).
\]
where $N$ is a non-negative integer much smaller than $c$ but otherwise unspecified, and
\[ \sigma^{(1)}_* = -i(4n + 3). \] (4.232)

If
\[ \nu_0 = 0, \quad v > 0, \quad c \sin v \gg 1, \] (4.233)
then
\[ G(v, 0; -c \sigma) \sim \frac{i}{8cT_i^2} (1 - R_i^2 e^{4ic})^{-1} \times \left\{ \exp \left\{ i\left( \frac{1}{\sin \frac{1}{4}v} \right) \right\} (\tan \frac{1}{2}v)^{-z} + R_i \frac{\exp \left\{ i\left( \frac{1}{\cos \frac{1}{4}v} \right) \right\}}{\cos \frac{1}{2}v} \right\}; \] (4.234)

if
\[ \nu_0 = 0, \quad |v - \pi| \ll 1, \quad c|\sin v| \ll 1, \] (4.235)
then
\[ G(v, 0; -c \sigma) \sim \frac{1}{8cT_i} (1 - R_i^2 e^{4ic})^{-1} \exp \left\{ i\left( \frac{1}{\cos v} \right) \right\}; \] (4.236)

if
\[ 0 < \nu_0 \leq \frac{1}{4} \pi, \quad -\pi < \psi < 0, \quad c|\sin v| \gg 1, \] (4.237)
then
\[ G(v, \nu_0; -c \sigma) \sim \frac{i(R_u - R_i) \exp \left\{ i\left( 1 - \xi_0 \right) \right\}}{8c(1 - R_i^2 e^{4ic})(1 - R_u^2 e^{4ic})} \left\{ (1 + R_i R_u e^{4ic}) \times \left[ \exp \left\{ i\left( \frac{1}{\cos \frac{1}{2}v} \right) \right\} \exp \left\{ i\left( \frac{1}{\sin \frac{1}{2}v} \right) \right\} \right. \right. \] (4.238)

and, in particular, for $r_0 = \frac{1}{4} \pi$:
\[ G(r, \frac{1}{4} \pi; -c \sigma) \sim \frac{i(R_u - R_i)e^{4ic}}{2i(1 - R_i e^{2ic})(1 - R_u e^{2ic})} \times \left[ \exp \left\{ i\left( \frac{1}{\sin \frac{1}{2}v} \right) \right\} (\tan \frac{1}{2}v)^{-z} - \exp \left\{ i\left( 1 - \cos \psi \right) \right\} (\tan \frac{1}{2}v)^{-z} \right\}; \] (4.239)

if
\[ r_0 = \frac{1}{4} \pi, \quad \psi = 1, \quad c|\sin v| \gg 1, \] (4.240)
then

\[ G(v, \frac{1}{2} \pi; -c\sigma) \sim \frac{i \exp \{i(1 + \cos \phi)\}}{2\sqrt{c}} \left[ \frac{1}{T_i(1 - R_i e^{2i\sigma})} + \frac{2 \sin \frac{1}{2} \phi}{T_{ii}(1 - R_{ii} e^{2i\sigma})} \right]; \quad (4.241) \]

where

\[ T_i = \frac{\pi^4 (4e)^{1/4} e^{-i\pi \sigma}}{I(\frac{1}{2} + \alpha)}, \quad (4.242) \]
\[ R_i = \frac{\Gamma(\frac{1}{2} + \alpha) e^{-i\pi \sigma}}{2^{2\alpha + 1} e^{i\pi \alpha} \Gamma(-\frac{1}{2} + \alpha)}, \quad (4.243) \]
\[ T_{ii} = \frac{\pi^4 (4e)^{1/4} e^{i(1 - \alpha)\pi}}{2c^4 \Gamma(1 + \frac{1}{2} \alpha)}, \quad (4.244) \]
\[ R_{ii} = \frac{\Gamma(1 + \frac{1}{2} \alpha) e^{-i\pi \sigma}}{4^{2\alpha + 1} \Gamma(\frac{1}{2}(1 - \alpha))}, \quad (4.245) \]

\[ \psi = \begin{cases} \psi, & \text{for } \psi < \pi, \\ \psi - 2\pi, & \text{for } \psi > \pi, \end{cases} \quad (4.246) \]
\[ \alpha = \frac{1}{2}(i\sigma - 1), \quad \left( \sigma = \sigma_k^{(0)} \right), \quad (4.247) \]
\[ \cos \beta_1 = \frac{\xi_0 - \eta_0}{\xi_0 + \eta_0}, \quad \left( \beta_1 \sim \psi_0 \right), \quad (4.248) \]
\[ \cos \beta_2 = -\frac{\xi_0 + \eta_0}{\xi_0 - \eta_0}, \quad \left( \beta_2 \sim \pi - \psi_0 \right). \quad (4.249) \]

For an incident field given by eq. (4.224), the scattered electric field is given by eqs. (4.203) through (4.209), where now all quantities \( \omega_k^{(n)}(\tau) \) can be approximated by (GRINBERG [1958]):

\[ e^{2i\tau} \int_0^{\infty} \sqrt{\rho}/(\alpha + 2\rho)^{2i\tau} \omega_k^{(0)}(\rho) d\rho \]

\[ \omega_k^{(0)}(\tau) = \omega_k^{(0)}(\tau) + \pi(i + 2\tau) \Gamma \left\{ \left[ (i + 2\tau) H_0^{(1)}(2\tau) - 2i \tau H_0^{(1)}(2\tau) \right] \right\}, \quad (r \geq i), \quad (4.250) \]

which is independent of \( n \). The order of the approximation is not known.

4.3.2. H-polarization

4.3.2.1. EXACT SOLUTIONS

For a magnetic line source parallel to the z-axis and located at \( (k_0, \psi_0) \), such that

\[ H^\prime = 2k H_0^{(1)}(kR), \quad (4.251) \]

the total magnetic field is:
4.3 LINE SOURCES

\[ H_z = 4 \sum_{m=0}^{\infty} \left( \frac{1}{4L_{m}} \right) \frac{R_{m}^{(1)}(c, \xi \phi)R_{m}^{(3)}(c, \xi \phi)S_{m}(c, \eta_0)S_{m}(c, \eta) + \frac{1}{4L_{m}} \left[ R_{m}^{(1)}(c, \xi \phi) - \frac{R_{m}^{(1)}(c, 1)}{R_{m}^{(3)}(c, 1)} R_{m}^{(3)}(c, \xi \phi) \right] R_{m}^{(3)}(c, \xi \phi)S_{m}(c, \eta_0)S_{m}(c, \eta) \right). \]  

(4.252)

An alternate expression for the scattered magnetic field is (GRINBERG [1957]):

\[ H'(x, y) = \begin{cases} 
\frac{1}{2i} \int_{-R}^{R} - \frac{\partial}{\partial \delta} H_0^{(1)}(kR)dy + \frac{1}{2i} \int_{-R}^{R} \frac{\partial}{\partial \delta} H_0^{(1)}(kR)dy + \\
\frac{1}{2i} \int_{-R}^{R} H_0^{(1)}(kR) - \frac{\partial}{\partial \delta} H_0^{(1)}(kR)dy, & \text{for } y \geq 0, \\
-H_0^*(x, -y), & \text{for } y \leq 0,
\end{cases} 
\]

(4.253)

where:

\[ R = \sqrt{(x-y)^2 + y^2}, \]

(4.254)

\[ R_0 = \sqrt{(x_0 - y)^2 + y_0^2}. \]

(4.255)

\[ \frac{\partial H_z^*(c, \delta)}{\partial \delta} = \begin{cases} 
e^{ikx}
\begin{pmatrix} \omega_+ \left( - \frac{2x}{d} - 1 \right) + \omega_- \left( \frac{2x}{d} - 1 \right) \end{pmatrix}, & \text{for } x \geq \frac{1}{4d}, \\
ne^{-ikx} \begin{pmatrix} \omega_+ \left( - \frac{2x}{d} - 1 \right) - \omega_- \left( - \frac{2x}{d} - 1 \right) \end{pmatrix}, & \text{for } x \leq -\frac{1}{4d},
\end{cases} \]

(4.256)

\[ \omega_+ (\tau) = \lim_{n \to \infty} \omega_{+n}(\tau). \]

(4.257)

\[ \omega_{+0}(\tau) = - \frac{1}{\pi} \int_{1}^{1} e^{i\tau \rho} \rho \left[ \frac{\partial}{\partial \gamma_0} H_{0}^{(1)}(k\gamma_0 \sqrt{(\frac{1}{4d} + x_0)^2 + y_0^2}) \right] \pm \\
\left[ \frac{\partial}{\partial \gamma_0} H_{0}^{(1)}(k\gamma_0 \sqrt{(\frac{1}{4d} - x_0)^2 + y_0^2}) \right] \right] d\rho. \]

(4.258)

and

\[ \omega_{+n}^{(n)}(\tau) = \omega_{+n}^{(n)}(\tau) + \frac{1}{\pi^n (\tau + \rho + 2)} \int_{1}^{1} e^{2i\tau (\rho + 1)} \left[ \rho + 2 \omega_{+n-1}^{(n)}(\rho) \right] d\rho. \]

(4.259)

Since

\[ \frac{\partial H_z^*(x, \delta)}{\partial \delta} = -ik \nabla E^*(x, 0). \]

(4.260)

the quantity in eq. (4.256) is proportional to the scattered electric field on the portions.
of the \( y = 0 \) plane not occupied by the strip; in contrast, the scattered magnetic field is zero there.

On the strip \((u = 0)\):

\[
H_z = 4i \sum_{m=0}^{\infty} \left[ \frac{1}{N_m^{(e)}} \frac{\text{Re}^{(3)}(c, \xi_0)}{(\partial^2 u) \text{Re}^{(3)}(c, \cosh u)_{u=0}} \text{Se}_m(c, \eta_0) \text{Se}_m(c, \eta) + \frac{1}{N_m^{(o)}} \frac{\text{Re}^{(3)}(c, \xi_0)}{(\partial^2 u) \text{Re}^{(3)}(c, \cosh u)_{u=0}} \text{So}_m(c, \eta_0) \text{So}_m(c, \eta) \right].
\]  \(4.261\)

In the far field \((\xi \rightarrow \infty)\):

\[
H_z = \sqrt{\frac{-2}{\pi c \xi}} e^{i c - \frac{i}{2} \pi} \sqrt{\frac{8}{\pi}} \sum_{m=0}^{\infty} (-i)^m \left[ \frac{1}{N_m^{(e)}} \text{Re}^{(1)}(c, \xi_0) \text{Se}_m(c, \eta_0) \text{Se}_m(c, \eta) + \frac{1}{N_m^{(o)}} \left[ \text{Ro}_m^{(1)}(c, \xi_0) - \frac{\text{Ro}_m^{(1)}(c, 1)}{\text{Ro}_m^{(3)}(c, 1)} \text{Ro}_m^{(3)}(c, \xi_0) \right] \text{So}_m(c, \eta_0) \text{So}_m(c, \eta) \right].
\]  \(4.262\)

If the line source lies on either portion of the \( y = 0 \) plane not occupied by the strip then:

\[
H_z = 4 \sum_{m=0}^{\infty} \frac{1}{N_m^{(e)}} \text{Re}^{(1)}(c, \xi) \text{Re}^{(3)}(c, \xi) \text{Se}_m(c, \eta).
\]  \(4.263\)

and on the strip \((u = 0)\):

\[
H_z = 4 \sum_{m=0}^{\infty} \frac{\text{Re}^{(1)}(c, 1)}{N_m^{(e)}} \text{Re}^{(3)}(c, \xi_0) \text{Se}_m(c, \eta).
\]  \(4.264\)

In the far field \((\xi \rightarrow \infty)\):

\[
H_z = \sqrt{\frac{-2}{\pi c \xi}} e^{i c - \frac{i}{2} \pi} \sqrt{\frac{8}{\pi}} \sum_{m=0}^{\infty} (-i)^m \left[ \text{Re}^{(1)}(c, \xi_0) \text{Se}_m(c, \eta_0) \text{Se}_m(c, \eta) \right].
\]  \(4.265\)

If the line source lies in the half plane \(v_0 = \frac{1}{2} \pi\) (i.e. \(\xi_0 = 0, y_0 > 0\), then:

\[
H_z = 4 \sum_{m=0}^{\infty} \frac{i \text{So}_{2m+1}(c, 0)}{N_m^{(e)}} \text{Ro}^{(1)}_{2m+1}(c, \xi) \text{Ro}^{(3)}_{2m+1}(c, \xi) \text{Se}_{2m+1}(c, \eta) + \frac{1}{N_m^{(o)}} \left[ \text{Ro}^{(1)}_{2m+1}(c, \xi_0) - \frac{\text{Ro}^{(1)}_{2m+1}(c, 1)}{\text{Ro}^{(3)}_{2m+1}(c, 1)} \text{Ro}^{(3)}_{2m+1}(c, \xi_0) \right] \text{So}_{2m+1}(c, \eta) \right].
\]  \(4.266\)

On the strip \((u = 0)\):

\[
H_z = 4i \sum_{m=0}^{\infty} \left[ \text{So}_{2m+1}(c, 0) \text{Re}^{(3)}_{2m+1}(c, \xi_0) \right] \text{Se}_{2m+1}(c, \eta) + \frac{1}{N_m^{(o)}} \left[ \text{Ro}^{(1)}_{2m+1}(c, \xi_0) \right] \text{So}_{2m+1}(c, \eta) \right].
\]  \(4.267\)
and in the far field ($\xi \to \infty$):

$$H_z = \sqrt{\frac{2}{\pi c \xi}} e^{i k \xi - \frac{1}{2} k^2 \xi} \sqrt{\delta m} \sum_{m=0}^{\infty} \frac{(-1)^m}{N^{(e)}_{2m}} \left( \text{Re} e^{i(2m)(\xi, \xi_0)} \text{Se}_{2m}(c, \eta) - \right)$$

$$- i \frac{S_{2m+1}(c, \eta)}{N^{(e)}_{2m+1}} \left[ \text{Ro}^{(1)}_{2m+1}(c, \xi_0) - \frac{\text{Ro}^{(1)}_{2m+1}(c, 1)}{\text{Ro}^{(3)}_{2m+1}(c, 1)} \text{Ro}^{(3)}_{2m+1}(c, \xi_0) \right] S_{2m+1}(c, \eta).$$

(4.268)

4.3.2.2. LOW FREQUENCY APPROXIMATIONS

No explicit results are available; however, low frequency approximations can be obtained either from the exact solutions of the previous section or by established techniques (Millar [1960]; Noble [1962]; Pimenov [1959]).

4.3.2.3. HIGH FREQUENCY APPROXIMATIONS

For a magnetic line source parallel to the z-axis, located at ($u_0$, $v_0$), and sufficiently removed from the strip so that near its surface

$$H^1 = 2H^1_0(kR)$$

(4.269)

can be approximated by

$$H^1 \sim 2 \sqrt{\frac{2}{\pi k R}} e^{i k R - \frac{1}{2} k^2 R},$$

(4.270)

then, for non-grazing incidence ($c \sin \nu_0 > 1$), the total magnetic field derived using Keller's geometrical theory of diffraction and taking into account only singly diffracted rays is:

$$H_z = \begin{cases} H^{(1)}_0(kR) + G, & \text{in region I}, \\ H^{(1)}_0(kR) - G, & \text{in region I'}, \\ H^{(1)}_0(kR) + H^{(1)}_0(kR') - G, & \text{in region II}, \\ G, & \text{in region III}, \end{cases}$$

(4.271)

where

$$G = - \exp \left\{ i k (\rho_1 + \rho_2^0) \right\} \sqrt{\left\{ 1 - \cos \psi_1 \right\} \left\{ 1 - \cos \phi_1^0 \right\}} + \pi k \sqrt{\rho_1 \rho_2^0 \left( \cos \psi_1 + \cos \phi_1^0 \right)}$$

$$+ \exp \left\{ i k (\rho_2 + \rho_2^0) \right\} \sqrt{\left\{ 1 + \cos \psi_2 \right\} \left\{ 1 + \cos \phi_2^0 \right\}} + \pi k \sqrt{\rho_2 \rho_2^0 \left( \cos \psi_2 + \cos \phi_2^0 \right)} + O(k^{-1}),$$

(4.272)

the various regions and the geometric variables are defined in eqs. (4.228) and (4.229), and are illustrated in Fig. 4.28. Hansen [1962] has shown eq. (4.272) to be the leading term in an asymptotic expansion of the field in the geometrical shadow (region III).

In the far field ($\xi \to \infty$):
\[ G \sim \frac{\exp \left[ i(k\rho + \rho_0) \right]}{\pi k \sqrt{\rho_0}} \left[ \sqrt{(1 + \cos \phi)(1 + \cos \phi_0)} \exp \left\{ i(c \cos \phi + \cos \phi_0) \right\} - \sqrt{(1 - \cos \phi)(1 - \cos \phi_0)} \exp \left\{ -i(c \cos \phi + \cos \phi_0) \right\} \right] + O(k^{-4}). \] (4.273)

For an incident field given by eq. (4.270), the total magnetic field on the surface of the strip is (Goodrich and Kazarinoff [1963]):

\[ H_z \sim 8i \sqrt{c} \exp \left[ i(c \xi_0 - 1) \right] \frac{(-c)^n}{\sqrt{(\xi_0^2 - 1)}} \sum_{n=0}^{N} \frac{n!}{n!} G(v, v_0; -c\sigma_a^{(2)}). \] (4.274)

where \( N \) is a non-negative integer much smaller than \( c \) but otherwise unspecified,

\[ \sigma_a^{(2)} = -i(4n + 1), \] (4.275)

and \( G \) is given by eqs. (4.233) through (4.249) with \( \sigma = \sigma_a^{(2)} \).

For an incident field given by eq. (4.269), the scattered magnetic field is given by eqs. (4.253) through (4.260), where now all quantities \( \omega_n^{(s)}(r) \) can be approximated by (Grinberg [1957]):

\[ \omega_n^{(s)}(r) = \omega_n^{(0)}(r) + \sqrt{2e^{2ic}} \int_0^{\infty} \omega_n^{(0)}(\rho) e^{-\frac{2ic}{\rho}} d\rho \] (n \( \geq 1 \) \( (4.276) \)

which is independent of \( n \). \( \tilde{\tau}(\tau) \) is the Fresnel integral defined in the Introduction. The order of the approximation is not known.

4.4. Dipole sources

4.4.1. Electric dipoles

4.4.1.1. Exact solutions

For an arbitrarily oriented electric dipole located at \( r_0 \equiv (u_0, v_0, w_0) \) with moment \( (4\pi\epsilon/k)\hat{e} \), the total electric field at \( r \equiv (u, v, w) \) is:

\[ E(r) = 4\pi k G_e(r|r_0) \cdot \hat{e}, \] (4.277)

where \( G_e(r|r_0) \) is the electric dyadic Green's function for the strip (Tai [1954]):

\[ G_e(r|r_0) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt k^2 - t^2 \sum_{m=-0}^{\infty} \left[ \frac{1}{\Omega^0_m} \left( M^{(2)}_{em}(t, r) M^{(1)}_{em}(-t, r_0) + N^{(3)}_{em}(t, r) \left[ N^{(1)}_{em}(-t, r_0) + h_{em} N^{(3)}_{em}(-t, r_0) \right] \right) + \right] \] \[ + \frac{1}{\Omega^0_m} \left( M^{(2)}_{em}(t, r) [M^{(1)}_{em}(-t, r_0) + d_{em} M^{(3)}_{em}(-t, r_0)] + N^{(3)}_{em}(t, r) N^{(1)}_{em}(-t, r_0) \right), \] for \( u > u_0 \). (4.278)
4.4 DIPOLE SOURCES

\[ \mathcal{G}_e(r, r_0) = \frac{i}{2\pi} \int_{-\infty}^{\infty} \frac{dr}{k^2 - \xi^2} \sum_{m=0}^{\infty} \left[ \frac{1}{\Omega_m^{(e)}} \left( M^{(1)}_{em}(t, r) M^{(3)}_{em}(-t, r_0) + \right. \right. \\
\left. \left. + [N^{(1)}_{em}(t, r) + b_{em} N^{(3)}_{em}(t, r)] N^{(3)}_{om}(-t, r_0) \right) + \right. \right. \\
\left. \left. + \frac{1}{\Omega_m^{(o)}} \left( [M^{(1)}_{om}(t, r) + a_{om} M^{(3)}_{om}(t, r)] M^{(3)}_{om}(-t, r_0) + \right. \right. \\
\left. \left. + N^{(1)}_{om}(t, r) N^{(3)}_{om}(-t, r_0) \right) \right], \quad \text{for } t < t_0, \quad (4.279) \]

with

\[ a_{om} = - \frac{R_{om}^{(1)}(\gamma, 1)}{R_{om}^{(3)}(\gamma, 1)}, \quad b_{em} = - \frac{R_{em}^{(1)}(\gamma, 1)}{R_{em}^{(3)}(\gamma, 1)}, \quad (4.280) \]

\[ \Omega_m^{(o)} = \int_0^{2\pi} \left[ S_{om}(\gamma, \cos \psi) \right] d\psi, \quad \Omega_m^{(e)} = \int_0^{2\pi} \left[ S_{em}(\gamma, \cos \psi) \right] d\psi, \quad (4.281) \]

\[ \gamma = c \sqrt{\left(1 - \frac{t^2}{k^2}\right)}, \quad (4.282) \]

\[ M_{om}^{(j)}(t, r) = \frac{k e^{iuz}}{c \sqrt{\varepsilon_0 - \eta^2}} \left[ \hat{u} R_{om}^{(j)}(\gamma, \xi) \frac{\partial}{\partial \psi} S_{em}(\gamma, \cos \psi) - \hat{v} S_{om}(\gamma, \eta) \frac{\partial}{\partial \psi} R_{em}^{(j)}(\gamma, \cosh \psi) \right]. \quad (4.283) \]

\[ N_{om}^{(j)}(t, r) = - \frac{i e^{iuz}}{c \sqrt{\varepsilon_0 - \eta^2}} \left[ \hat{u} S_{om}(\gamma, \eta) \frac{\partial}{\partial \psi} R_{em}^{(j)}(\gamma, \cosh \psi) + \hat{v} R_{om}^{(j)}(\gamma, \xi) \frac{\partial}{\partial \psi} S_{em}(\gamma, \cos \psi) \right] + \]
\[ + \frac{\gamma}{k} R_{em}^{(j)}(\gamma, \xi) S_{om}(\gamma, \eta), \quad (4.284) \]

\[ j = 1 \text{ or } 3, \text{ and the unit vectors } \hat{u} \text{ and } \hat{v} \text{ are given by:} \]

\[ \hat{u} = \frac{1}{\sqrt{\varepsilon_0 - \eta^2}} \left( \sqrt{\varepsilon_0 - \eta^2} \cos \psi \hat{\xi} + \xi \sin \psi \hat{\eta} \right), \quad (4.285) \]

\[ \hat{v} = \frac{1}{\sqrt{\varepsilon_0 - \eta^2}} \left( \sqrt{\varepsilon_0 - \eta^2} \cos \psi \hat{\eta} - \xi \sin \psi \hat{\xi} \right). \quad (4.286) \]

In particular, for a longitudinal electric dipole at \((u_0, v_0, z_0)\) with moment \((4\pi e/k)\hat{z}\), corresponding to an incident electric Hertz vector \((e^{iuz}/kr)\hat{z}\), the total electromagnetic field components can be derived from the total electric Hertz vector

\[ \Pi(e) = \Pi(e) \hat{z} = \hat{z} \int_{-\infty}^{\infty} \frac{dr}{k} \int_{-\infty}^{\infty} \frac{dz}{\pi} \sum_{m=0}^{\infty} \left[ \frac{1}{\Omega_m^{(e)}} R_{em}^{(3)}(\gamma, \xi) \right] \]
\[ \times \left[ R_{em}^{(1)}(\gamma, \xi) - R_{em}^{(1)}(\gamma, 1) \right] S_{om}(\gamma, \eta_0) S_{em}(\gamma, \eta) + \]
\[ + \frac{1}{\Omega_m^{(o)}} \left( R_{om}^{(3)}(\gamma, \xi) R_{om}^{(1)}(\gamma, \xi) S_{om}(\gamma, \eta_0) S_{om}(\gamma, \eta) \right] \quad (4.287) \]
by the relations,

\[ E_u = \frac{k}{c\sqrt{\left(\xi^2 - \eta^2\right)}} \frac{\partial^2 \Pi_u}{\partial u \partial z}, \quad E_v = \frac{k}{c\sqrt{\left(\xi^2 - \eta^2\right)}} \frac{\partial^2 \Pi_v}{\partial v \partial z}, \quad E_z = \left(\frac{\partial^2}{\partial z^2} + k^2\right) \Pi_{\varepsilon}, \]

(4.288)

\[ H_u = -\frac{ik^2}{c\sqrt{\left(\xi^2 - \eta^2\right)}} \frac{\partial \Pi_u}{\partial v}, \quad H_v = \frac{ik^2}{c\sqrt{\left(\xi^2 - \eta^2\right)}} \frac{\partial \Pi_v}{\partial u}, \quad H_z = 0. \]

On the surface \( w = 0 \):

\[ H_e = \frac{2ikY}{c|\sin \vartheta|} \int_{-\infty}^{+\infty} dt e^{i(t+\tau-z_0)} \sum_{m=0}^{\infty} \left\{ \frac{1}{\Omega_m^{(e)}} \frac{R_m^{(3)}(\gamma, \xi_0)}{R_m^{(3)}(\gamma, 1)} S_m(\gamma, \eta_0)S_m(\gamma, \eta) + \frac{1}{\Omega_m^{(o)}} \frac{R_m^{(3)}(\gamma, \xi_0)}{R_m^{(5)}(\gamma, 1)} S_m(\gamma, \eta_0)S_m(\gamma, \eta) \right\}. \]

(4.289)

If the longitudinal dipole lies on the strip \( (u_0 = 0) \) both the electric and the magnetic fields are zero everywhere. If the longitudinal dipole is at \( (u_0, v_0, z_0 = 0) \), the total far field \( (\xi \to \infty) \) is:

\[ E_\theta = -2\sqrt{2\pi} \frac{e^{ikr}}{kr} \sin \theta \sum_{m=0}^{\infty} (-i)^m \left[ \frac{1}{\Omega_m^{(e)}} \frac{R_m^{(1)}(c \sin \theta, \xi_0)}{R_m^{(3)}(c \sin \theta, 1)} S_m(c \sin \theta, \eta_0)S_m(c \sin \theta, \eta) + \frac{1}{\Omega_m^{(o)}} \frac{R_m^{(1)}(c \sin \theta, \xi_0)}{R_m^{(5)}(c \sin \theta, 1)} S_m(c \sin \theta, \eta_0)S_m(c \sin \theta, \eta) \right]. \]

(4.290)

where

\[ \Omega_m^{(e), (o)} = \left[ \Omega_m^{(e), (o)} \right]_{-c \sin \theta}, \]

(4.291)

and \( r \) and \( \theta \) are spherical polar coordinates: \( r \) is the distance from the origin to the point of observation and \( \theta \) the angle measured from the positive \( z \)-axis to the line between the origin and the observation point. Radiation patterns in the azimuthal plane \( \vartheta = \frac{1}{2} \pi \) have been published by Lucke [1951] for a longitudinal dipole at \( v_0 = \frac{1}{2} \pi \) and by Kocherzhievski [1955] for longitudinal dipoles at \( v_0 = 0 \) and \( v_0 = \frac{1}{2} \pi \) and special values of \( c \) and \( u_0 \). [There appears to be a discrepancy between Lucke's figure and Fig. 8 of Kocherzhievski; the source of the error can only be determined by computation of eq. (4.290).]

The total electromagnetic field components for an electric dipole parallel to \( \hat{u} \) (radial dipole) or to \( \hat{\varepsilon} \) (transverse or circumferential dipole) can be derived from eq. (4.277). The far field patterns may also be obtained by using the reciprocity theorem.

The shape of the far field amplitude pattern, \( |H_z| \) as a function of \( v \), in the azimuthal plane \( \vartheta = \frac{1}{2} \pi \) has been computed by Lucke [1951] for a radial dipole with \( u_0 = 0 \), \( v_0 = \frac{1}{2} \pi \) and \( c = 0.2, 1.0, 2.5 \) and 4.5. The shape of the far field amplitude pattern,
4.4 DIPOLE SOURCES

$|E_0|$ as a function of $v$, in the azimuthal plane $\theta = \frac{1}{2}\pi$ has been computed by Korchzhevski [1955] for a transverse dipole with $v_0 = 0$ and $\frac{1}{2}\pi$, and special values of $c$ and $u_0$.

4.4.1.2. LOW FREQUENCY APPROXIMATIONS

No specific results are available; low frequency expansions, however, can be derived from . . . results of the previous section.

4.4.1.3. HIGH FREQUENCY APPROXIMATIONS

No specific results are available although geometrical and physical optics approximations are derivable by standard techniques.

4.4.2. Magnetic dipoles

4.4.2.1. EXACT SOLUTIONS

For an arbitrarily oriented magnetic dipole located at $r_0 = (u_0, v_0, z_0)$ with moment $(4\pi/k)\hat{c}$, the total magnetic vector at $r = (u, v, z)$ is:

$$H(r) = 4\pi k G_m(r|r_0) \cdot \hat{c},$$

where $G_m(r|r_0)$ is the magnetic dyadic Green's function for the strip, and is related to the electric dyadic Green's function of eqs. (4.278) and (4.279) by (Tal [1954]):

$$G_m(r|r_0) = \frac{1}{k^2} \nabla \wedge \left[ \left( \nabla \wedge (r|r_0) \right)^T \right];$$

here $\nabla \wedge$ operates on $r_0$ and $T$ indicates the transposed dyadic.

In particular, for a longitudinal magnetic dipole at $(u_0, v_0, z_0)$ with moment $(4\pi/k)\hat{c}$, corresponding to an incident Hertz vector $(e^{ikr}/kr)\hat{z}$, the total electromagnetic field components can be derived from the total magnetic Hertz vector

$$\Pi_m = \Pi_m \hat{z} = \frac{2i}{k} \int_{-\infty}^{\infty} \frac{e^{ikr_0}}{r_0} \sum_{m=0}^{\infty} \left\{ \frac{1}{\Omega_m} \Re^3_{m}(\gamma, \xi) \right\}
\times \Re^{1}_{m}(\gamma, \xi) S_m(\gamma, \eta_0) S_m(\gamma, \eta) + \frac{1}{\Omega_m} \Re^{2}_{m}(\gamma, \xi)$$

$$\times \left[ \Re^{3}_{m}(\gamma, \xi) - \Re^{1}_{m}(c, 1) \Re^{2}_{m}(\gamma, \xi) \right] S_m(\gamma, \eta_0) S_m(\gamma, \eta) \right\}$$

(4.294)

by the relations:

$$E_u = \frac{i k^2 Z}{c_0 (\xi^2 - \eta^2)} \frac{\partial \Pi_m}{\partial \xi}, \quad E_v = \frac{-i k^2 Z}{c_0 (\xi^2 - \eta^2)} \frac{\partial \Pi_m}{\partial \eta}, \quad E_z = 0,$$

$$H_u = \frac{k}{c_0 (\xi^2 - \eta^2)} \frac{\partial^2 \Pi_m}{\partial u^2}, \quad H_v = \frac{k}{c_0 (\xi^2 - \eta^2)} \frac{\partial^2 \Pi_m}{\partial v^2}, \quad H_z = \left( \frac{\xi^2}{c_0^2} + k^2 \right) \Pi_m.$$
On the surface \( u = 0 \):

\[
H_v = -\frac{2i}{c|\sin v|} \int_{-\infty}^{\infty} dt e^{iuz - zo} \sum_{m=0}^{\infty} \left\{ \frac{1}{\Omega_m^{(e)}} \frac{R_m^{(3)}(y, \xi_0)}{(\partial/\partial u)R_m^{(3)}(y, \cosh u)|_{u=0}} \times S_m(y, \eta_0) \frac{\partial}{\partial v} S_m(y, \cos v) + \frac{1}{\Omega_m^{(o)}} \frac{R_m^{(3)}(y, \xi_0)}{(\partial/\partial u)R_m^{(3)}(y, \cosh u)|_{u=0}} \times \text{So}_m(y, \eta_0) \frac{\partial}{\partial v} \text{So}_m(y, \cos v) \right\},
\]

\[ (4.296) \]

\[
H_z = -\frac{2}{k} \int_{-\infty}^{\infty} dt (k^2 - r^2)e^{iuz - zo} \sum_{m=0}^{\infty} \left\{ \frac{1}{\Omega_m^{(e)}} \frac{R_m^{(3)}(y, \xi_0)}{(\partial/\partial u)R_m^{(3)}(y, \cosh u)|_{u=0}} \times S_m(y, \eta_0)S_m(y, \eta) + \frac{1}{\Omega_m^{(o)}} \frac{R_m^{(3)}(y, \xi_0)}{(\partial/\partial u)R_m^{(3)}(y, \cosh u)|_{u=0}} \times \text{So}_m(y, \eta_0)\text{So}_m(y, \eta) \right\}.
\]

\[ (4.297) \]

If \( z_0 = 0 \), in the far field (\( \xi \to \infty \)):

\[
E_v = 2\sqrt{2}\pi k^2 L \sin \theta e^{ikr} \sum_{m=0}^{\infty} \frac{1}{\Omega_m^{(e)}} \left\{ \frac{R_m^{(1)}(\cosh u)}{R_m^{(1)}(\sin \theta, \xi_0) - \frac{R_m^{(3)}(\cosh u) - \frac{R_m^{(3)}(\cosh u)}{R_m^{(1)}(\sin \theta, 1)}}{R_m^{(3)}(\sin \theta, 1)}} \times S_m(c \sin \theta, \eta_0)S_m(c \sin \theta, \eta) + \frac{1}{\Omega_m^{(o)}} \left\{ \frac{R_m^{(3)}(\cosh u)}{(\partial/\partial u)R_m^{(3)}(\cosh u)|_{u=0}} \times S_m(c \sin \theta, \eta_0)\text{So}_m(c \sin \theta, \eta) \right\} \right\}.
\]

\[ (4.298) \]

where \( \Omega_m^{(e),(o)} \) are given by eq. (4.291) and \( r \) and \( \theta \) are spherical polar coordinates: \( r \) is the distance from the origin to the point of observation and \( \theta \) the angle measured from the positive z-axis to the line between the origin and the observation point. If the longitudinal dipole is on the surface (\( u_0 = 0 \)):

\[
H_m = -\frac{2}{k} \int_{-\infty}^{\infty} dt e^{iuz - zo} \sum_{m=0}^{\infty} \left\{ \frac{1}{\Omega_m^{(e)}} \left( \frac{R_m^{(3)}(\cosh u)}{(\partial/\partial u)R_m^{(3)}(\cosh u)|_{u=0}} \times S_m(y, \eta_0)S_m(y, \eta) + \frac{1}{\Omega_m^{(o)}} \left( \frac{R_m^{(3)}(\cosh u)}{(\partial/\partial u)R_m^{(3)}(\cosh u)|_{u=0}} \times \text{So}_m(y, \eta_0)\text{So}_m(y, \eta) \right) \right\}.
\]

\[ (4.299) \]

and, in particular, in the far field (\( \xi \to \infty \)) with \( z_0 = 0 \):

\[
E_v = 2i\sqrt{2}\pi k^2 Z \sin \theta e^{ikr} \sum_{m=0}^{\infty} \left\{ \frac{S_m(c \sin \theta, \eta_0)S_m(c \sin \theta, \eta)}{\Omega_m^{(e)}} \left( \frac{\partial}{\partial u}R_m^{(3)}(c \sin \theta, \cosh u)|_{u=0} + \frac{\text{So}_m(c \sin \theta, \eta_0)\text{So}_m(c \sin \theta, \eta)}{\Omega_m^{(o)}} \left( \frac{\partial}{\partial u}R_m^{(3)}(c \sin \theta, \cosh u)|_{u=0} \right) \right) \right\}.
\]

\[ (4.300) \]

The total electromagnetic field components for a magnetic dipole parallel to \( \hat{u} \) (radial dipole) or to \( \hat{\theta} \) (transverse or circumferential dipole) can be derived from the
4.5 Point sources

4.5.1 Acoustically soft strip

4.5.1.1 Exact solutions

For a point source at \((u_0, v_0, \xi_0)\), such that

\[
V^i = \frac{e^{ikR}}{kR},
\]

then

\[
V^i + V^\infty = 2i \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i(r^2 - z_0^2)} \sum_{m=0}^{\infty} \frac{1}{\Omega_m^{(m)}} \Re_{m}^{(3)}(\eta, \xi_0) \]

\[
\times \left[ \Re_{m}^{(1)}(\eta, \xi_0) - \frac{\Re_{m}^{(3)}(\eta, 1)}{\Re_{m}^{(3)}(\eta, 1)} \right] S_{m}(\eta, \eta_0)S_{m}(\eta, \eta) + \frac{1}{\Omega_m^{(m)}} R_{m}^{(3)}(\eta, \xi_0)R_{m}^{(1)}(\eta, \xi_0)S_{m}(\eta, \eta_0)S_{m}(\eta, \eta) \Bigg],
\]

where \(\Omega_m^{(m)}(\eta)\) and \(\eta\) are given by eqs. (4.281) and (4.282).

On the surface \(u = 0\):

\[
\hat{c}_u(V^i + V^\infty) = 2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i(r^2 - z_0^2)} \sum_{m=0}^{\infty} \frac{1}{\Omega_m^{(m)}} \Re_{m}^{(3)}(\eta, \xi_0) S_{m}(\eta, \eta_0)S_{m}(\eta, \eta) + \frac{1}{\Omega_m^{(m)}} \Re_{m}^{(3)}(\eta, \xi_0)R_{m}^{(3)}(\eta, 1)S_{m}(\eta, \eta_0)S_{m}(\eta, \eta) \Bigg].
\]

If the point source is at \((u_0, v_0, \xi_0 = 0)\), the total far field \((\xi \to \infty)\) is:

\[
V^i + V^\infty = 2\pi \frac{e^{ikt}}{kr} \sum_{m=0}^{\infty} (-i)^m \frac{1}{\Omega_m^{(m)}} \left[ \Re_{m}^{(1)}(c \sin \theta, \xi_0) - \frac{\Re_{m}^{(3)}(c \sin \theta, 1)}{\Re_{m}^{(3)}(c \sin \theta, 1)} \right] S_{m}(c \sin \theta, \eta_0)S_{m}(c \sin \theta, \eta) + \frac{1}{\Omega_m^{(m)}} \Re_{m}^{(3)}(c \sin \theta, \xi_0)S_{m}(c \sin \theta, \eta_0)S_{m}(c \sin \theta, \eta) \Bigg].
\]
where \( \Omega^{(s), (0)}_{m} \) are given by eq. (4.291) and \( r \) and \( \theta \) are spherical polar coordinates: \( r \) is the distance from the origin to the observation point and \( \theta \) the angle measured from the positive \( z \)-axis to the line between the origin and the observation point. If the point source is on the surface \( (u_0 = 0) \), the total field is identically zero everywhere.

4.5.1.2. LOW FREQUENCY APPROXIMATIONS

No specific results are available; low frequency expansions, however, can be derived from the results of the previous section.

4.5.1.3. HIGH FREQUENCY APPROXIMATIONS

No specific results are available although the geometrical optics approximation is derivable by standard techniques.

4.5.2. Acoustically hard strip

4.5.2.1. EXACT SOLUTIONS

For a point source at \((u_0, v_0, z_0)\), such that

\[
V^i = \frac{e^{ikR}}{kR},
\]

then

\[
V^i + V^\nu = 2i \sum_{m=0}^{\infty} \frac{1}{\Omega^{(s), (0)}_{m}} \int_{r}^{r+\infty} dt e^{it(z-z_0)} \left\{ \Re_{m}^{(3)}(\gamma, \xi) Re_{m}^{(1)}(\gamma, \xi) S_{m}(\gamma, \eta) S_{m}(\gamma, \eta) + \right. \\
\left. \frac{1}{\Omega^{(s)}_{m}} \left[ Re_{m}^{(1)}(\gamma, \xi) - Re_{m}^{(1)}(\gamma, 1) \right] Re_{m}^{(3)}(\gamma, \xi) S_{m}(\gamma, \eta) S_{m}(\gamma, \eta) \right\}.
\]

(4.306)

where \( \Omega^{(s), (0)} \) and \( \gamma \) are given by eqs. (4.281) and (4.282).

On the surface \( u = 0 \):

\[
V^i + V^\nu = -2 \sum_{m=0}^{\infty} \frac{1}{\Omega^{(s), (0)}_{m}} \int_{r}^{r+\infty} dt e^{it(z-z_0)} \left\{ \Re_{m}^{(3)}(\gamma, \xi) \right. \\
\left. \frac{1}{\Omega^{(s), (0)}_{m}} \left( \tilde{\gamma} / \tilde{u} \right) Re_{m}^{(3)}(\gamma, \cosh u) \right\}.
\]

(4.307)

If the point source is at \((u_0, v_0, z_0 = 0)\), the total far field \( (\xi \to \infty) \) is:
\[ V^i + V^r = 2\sqrt{2\pi} \frac{e^{ikr}}{kr} \sum_{m=0}^{\infty} (-i)^m \left\{ \frac{1}{\Omega_m^{(e)}} \frac{R_m^{(1)}(c \sin \theta, \xi_0)}{R_0^{(1)}(c \sin \theta, 1)} \frac{R_m^{(3)}(c \sin \theta, \xi_0)}{R_0^{(3)}(c \sin \theta, 1)} \right\} \times S_m(c \sin \theta, \eta_0)S_m(c \sin \theta, \eta) \]

where \( \Omega_m^{(e),o} \) are given by eq. (4.291) and \( r \) and \( \theta \) are spherical polar coordinates: \( r \) is the distance from the origin to the observation point and \( \theta \) the angle measured from the positive z-axis to the line between the origin and the observation point. If the point source is on the surface (\( \eta_0 = 0 \)):

\[ V^i + V^r = -\frac{2}{k} \int_{-\infty}^{+\infty} dt e^{i(kr-z_0)} \sum_{m=0}^{\infty} \left\{ \frac{1}{\Omega_m^{(e)}} \frac{R_m^{(1)}(\gamma, \xi)}{R_0^{(1)}(\gamma, \cosh u)} \times S_m(\gamma, \eta_0) \right\} \times S_m(\gamma, \eta) + \frac{1}{\Omega_m^{(e)}} \frac{R_m^{(3)}(\gamma, \xi)}{R_0^{(3)}(\gamma, \cosh u)} \times S_m(\gamma, \eta_0)S_m(\gamma, \eta) \]

and, in particular, in the far field (\( \xi \to \infty \)) with \( z_0 = 0 \):

\[ V^i + V^r = 2i\sqrt{2\pi} \frac{e^{ikr}}{kr} \sum_{m=0}^{\infty} (-i)^m \left\{ \frac{S_m(c \sin \theta, \eta_0)S_m(c \sin \theta, \eta)}{\Omega_m^{(e)}} \frac{R_m^{(1)}(c \sin \theta, \eta)}{R_0^{(1)}(c \sin \theta, \cosh u)} \right\} + \frac{S_m(c \sin \theta, \eta_0)S_m(c \sin \theta, \eta)}{\Omega_m^{(e)}} \frac{R_m^{(3)}(c \sin \theta, \eta)}{R_0^{(3)}(c \sin \theta, \cosh u)} \]

4.5.2.2 LOW FREQUENCY APPROXIMATIONS

No specific results are available; low frequency expansions, however, can be derived from the results of the previous section.

4.5.2.3 HIGH FREQUENCY APPROXIMATIONS

No specific results are available although the geometrical optics approximation is derivable by standard techniques.
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THE HYPERBOLIC CYLINDER

P. L. E. USLENGHI

The only exact result presently known for the hyperbolic cylinder is for the field produced by a line source parallel to the generators of a convex hard cylinder. A few high-frequency approximation formulas are available; numerical data are non-existent.

The hyperbolic cylinder becomes a wedge in the limiting case of an interfocal distance equal to zero.

5.1. Hyperbolic cylinder geometry

The elliptic cylindrical coordinates have already been introduced in Chapter 3, and are shown in Fig. 3.1. The reader is referred to Section 3.1 for the definitions of the coordinate systems and of the primary sources, and for definitions, notation and bibliography on the Mathieu functions. However, the only Mathieu functions needed in this chapter are non-periodic in the angular variable, and their definitions and notation are explicitly given in Section 5.3.2.1.

The scattering body is the hyperbolic cylinder of one sheet with surface $\eta = \eta_1 \geq 0$. The primary source is usually located on the convex side of the cylinder ($\eta_0 \leq \eta_1$); thus, in the case of plane wave incidence one has that $\nu_1 < \phi_0 \leq \pi$, where $\phi = \nu_1$ is the angle that the asymptotes to the hyperbola $\eta = \eta_1$ form with the $x$-axis. An exception is made for the case of a concave hyperbolic mirror with a line source at the focus ($x_0 = \frac{1}{4}a$, $y_0 = 0$). Without loss of generality, it will be assumed that $y_0 \geq 0$. We shall depart from this notation only in Section 5.3.2.1.

5.2. Plane wave incidence

5.2.1. E-polarization

No exact results are available. For incidence at an angle $\phi_0$ with respect to the negative $x$-axis, such that

$$E^i = \hat{z} \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\},$$

the geometrical optics scattered field at a point $P$ located in the illuminated region is

$$E^s_{\mathbf{E} \cdot \mathbf{E}} = - \left[ 1 + \frac{2(P, P)}{D \cos \phi_1} \right]^{-1} \exp \{ik[(P, P) - x_1 \cos \phi_0 - y_1 \sin \phi_0]\}.$$
where \((P_1, P)\) is the distance between the reflection point \(P_i(x_1, y_1, z)\) and the observation point \(P(x, y, z)\),
\[
(P_1, P) = [(x-x_1)^2 + (y-y_1)^2]^{1/2},
\]
the reflection angle \(\phi_i\) of Fig. 5.1 is given by
\[
x - x_1 = (P_1, P) \cos (\phi_0 + 2\phi_1), \quad y - y_1 = (P_1, P) \sin (\phi_0 + 2\phi_1),
\]
and \(D\) is the radius of curvature of the scatterer at \(P_1\):
\[
D = \frac{1}{2} d \frac{(\xi_1^2 - \eta_1^2)^{1/2}}{\eta_1 \sqrt{1 - \eta_1^2}}.
\]

![Fig. 5.1. Geometry for the reflected field with plane wave incidence.](image)

Formula (5.2) is applicable if \(kD \gg 1\). In the shadowed region, \((E_z)_{k.o.} = 0\). If \(\phi_0 \geq \pi - \epsilon_1\), there is no shadowed region.

In particular, for incidence along the positive x-axis \((\phi_0 = \pi)\) the back scattered field \((y = 0)\) is
\[
(E_z)_{k.o.} = -\left[ \frac{1 - \eta_1^2}{1 + \eta_1^2 + (4\eta_1/d)|x|} \right] \exp (-ikx + 2iv_1). \quad (5.6)
\]

In the physical optics approximation, the total magnetic field at the surface \(\eta = \eta_1\) is
\[
(H_z)_{p.o.} = \begin{cases} 
2Y (\pm \xi \sqrt{1 - \eta_1^2} \cos \phi_0 - \eta_1 \sqrt{\xi^2 - 1} \sin \phi_0) \\
(\xi^2 - \eta_1^2) \times \exp \{ -ic[\xi \eta_1 \cos \phi_0 \pm \sqrt{\xi^2 - 1}(1 - \eta_1^2) \sin \phi_0] \}, & \text{in the illuminated region}, \ (\pm \text{if } y_1 \geq 0) \\
0, & \text{in the shadowed region}.
\end{cases} \quad (5.7)
\]
A more refined approximation, in which an asymptotic expression for the diffracted field in the shadowed region is retained, can be derived from the results of KELLER [1956]. The total electric field at a point \( P(x, y, z) \) located in the shadowed region away from the surface \( \eta = \eta_1 \) is:

\[
E_z \sim \frac{1}{\sqrt{2\pi k(P_2 P)}} \frac{c}{2n_1 \sqrt{(1-\eta_1^2)}} \left[ (\xi_1^2 - \eta_1^2)(\xi_2^2 - \eta_1^2) \right]^{1/2} \exp \left\{ \frac{ik}{2} \left[ x_1 \cos \phi_0 - y_1 \sin \phi_0 \right] + ic \int_{(P_1 P_2)} d\xi \sqrt{\frac{x_1^2 - \eta_1^2}{\xi^2 - 1}} \right\} \times \exp \left\{ \frac{i}{2} \left[ t_1 \cos \phi_0 + k \left[ (P_2 P) - x_1 \cos \phi_0 - y_1 \sin \phi_0 \right] + ic \int_{(P_1 P_2)} d\xi \sqrt{\frac{x_1^2 - \eta_1^2}{\xi^2 - 1}} \right\} \times \sum_{n=1}^{\infty} \left[ \text{Ai}'(-\alpha_n) \right]^{-2} \exp \left\{ \alpha_n (\xi - \eta_1 \sqrt{(1-\eta_1^2)}) \right\} \exp \left\{ \frac{ic}{2} \int_{(P_1 P_2)} \frac{d\xi}{\sqrt{(\xi^2 - 1)(\xi^2 - \eta_1^2)}} \right\},
\]

where \( P_1 \equiv (x_1, y_1, z) \equiv (\xi_1, \eta_1, z) \) and \( P_2 \equiv (x_2, y_2, z) \equiv (\xi_2, \eta_1, z) \) are the points of Fig. 5.2 at which the incident ray, and the diffracted ray passing through \( P, \)

![Fig. 5.2. Geometry for the diffracted field with plane wave incidence.](image)

are tangent to the scatterer \( \eta = \eta_1; \alpha_n \) are the zeros of the Airy function \( \text{Ai}(-\alpha_n) = 0) \),

\[ (P_2 P) = [(x-x_2)^2+(y-y_2)^2]^{1/2}, \]

and

\[
\int_{(P_1 P_2)} = \begin{cases} \int_{\xi_1}^{\xi_2} & \text{if } y_1 \text{ and } y_2 \text{ have the same sign,} \\ \int_{\xi_1}^{\xi_2} + \int_{\xi_2}^{\xi_1} & \text{if } y_1 \text{ and } y_2 \text{ have opposite signs,} \end{cases}
\]

where \( \xi_\text{<}(\xi_\text{>}) \) is the smaller (greater) of \( \xi_1 \) and \( \xi_2 \). A correction to the leading term (5.8) that depends upon the derivative of the curvature has been found by
KELLER and LEVY [1959]. The total field in the shadowed region near the surface \( \eta = \eta_1 \) is of the order \( k^4 \) greater than the field of eq. (5.8) (see KELLER [1956]).

### 5.2.2. H-polarization

No exact results are available. For incidence at an angle \( \phi_0 \) with respect to the negative \( x \)-axis, such that

\[
H^1 = \hat{z} \exp \{-i k(x \cos \phi_0 + y \sin \phi_0)\},
\]

the geometrical optics scattered field at a point \( P \) located in the illuminated region is

\[
(H^1_{\text{g.o.}}) = \left[ 1 + \frac{2P(P, P)}{D \cos \phi_1} \right] \exp \{i k [(P, P) - x \cos \phi_0 - y \sin \phi_0]\},
\]

where the distance \( P \) between the reflection point \( P_1(x_1, y_1, z) \) and the observation point \( P(x, y, z) \), the angle \( \phi_1 \) of Fig. 5.1, and the radius \( D \) of curvature of the scatterer at \( P_1 \) are given by eqs. (5.3), (5.4), and (5.5), respectively. Formula (5.11) is applicable if \( kD \gg 1 \). In the shadowed region, \( (H^1_{\text{g.o.}}) = 0 \). If \( \phi_0 \approx \pi - \phi_1 \), there is no shadowed region.

In particular, for incidence along the positive \( x \)-axis (\( \phi_0 = \pi \)) the back scattered field \( (y = 0) \) is:

\[
(H^1_{\text{g.o.}}) = \left[ 1 + \frac{1-\eta_1^2}{1+\eta_1^2+(4 \eta_1/(d))} \right] \exp \{i k x + 2i c \eta_1\}.
\]

In the physical optics approximation, the total magnetic field at the surface \( \eta = \eta_1 \) is

\[
(H^2_{\text{p.o.}}) = \begin{cases} 
2 \exp \{i c \eta_1 \cos \phi_0 \pm \sqrt{(e^2-1)(1-\eta_1^2)} \sin \phi_0\} & \text{in the illuminated region, } (\pm \text{i} y_1 \gtrless 0), \\
0 & \text{in the shadowed region.}
\end{cases}
\]

A more refined approximation, in which an asymptotic expression for the diffracted field in the shadowed region is retained, can be derived from the results of KELLER [1956]. The total magnetic field at a point \( P(x, y, z) \) located in the shadowed region away from the surface \( \eta = \eta_1 \) is:

\[
H_z \sim \frac{1}{\sqrt{2 \pi k (P, P)}} \left[ \frac{c}{2 \eta_1 \sqrt{(1-\eta_1^2)}} \right]^4 \left[ (e^2 - 1)(e^2 - \eta_1^2) \right]^4
\]

\[
\times \exp \left\{ i c \eta_1 \cos \phi_0 \pm \sqrt{(e^2-1)(1-\eta_1^2)} \sin \phi_0 \right\} + ic \int_{(P, P_2)} d \xi \sqrt{(e^2 - \eta_1^2)} \]

\[
\times \sum_{n=1}^{\infty} \beta_n \left[ \sqrt{\eta_1 \sqrt{(1-\eta_1^2)}} \right] \exp \left\{ i c \eta_1 \right\} \int_{(P, P_2)} d \xi \sqrt{(e^2 - (e^2 - \eta_1^2))}.
\]

(5.14)
where \( P_1 \equiv (x_1, y_1, z) \equiv (\xi_1, \eta_1, z) \) and \( P_2 \equiv (x_2, y_2, z) \equiv (\xi_2, \eta_1, z) \) are the points of Fig. 5.2 at which the incident ray, and the diffracted ray passing through \( P \), are tangent to the scatterer \( \eta = \eta_1 \); \( \beta_n \) are the zeros of the derivative of the Airy function \( (Ai'(\beta_n) = 0) \), \( (P_2 P) \) is given by eq. (5.9), and \( f(P_i P_2) \) must be computed as indicated in Section 5.2.1. A correction to the leading term (5.14) that depends upon the derivative of the curvature has been found by Keller and Levy [1959]. Information on the damping of the diffracted waves on the scatterer’s surface can also be obtained from the general results that Franz and Klante [1959] derived for an arbitrary convex cylinder. In addition to the well-known damping factor depending on the radius of curvature \( D \), a first-order correction term yields an amplitude factor \( D^{-1} \), while the second-order correction term results in a change in damping depending on \( D, \partial D/\partial \xi \) and \( \partial^2 D/\partial \xi^2 \). The results of Franz and Klante are valid if \( (\kappa D)^3 > \frac{1}{3} \gamma \), and if the relative variations of \( 1/D \) and \( (\partial/\partial \xi)(1/D) \) are small within an arc-length of the order \( D \).

5.3. Line sources

5.3.1. E-polarization

5.3.1.1. EXACT SOLUTIONS

Although a method similar to that used by Bloom [1964] for the hard cylinder is applicable to this case, no specific results are available.

5.3.1.2. HIGH FREQUENCY APPROXIMATIONS

For an electric line source parallel to the z-axis, located at \( (\zeta_0, \eta_0) \) on the convex side of the cylinder, such that

\[
E^i = \hat{z}H_0^{(1)}(kR),
\]

and so far from the surface \( \eta = \eta_1 \) that at the surface

\[
E^i \sim \hat{z} \frac{2}{\pi kR} e^{ikR - \frac{1}{2} \kappa R},
\]

the geometric optics scattered field at a point \( P \) located in the illuminated region is

\[
(E^s)_{\text{s.o.}} \sim - \frac{2}{\pi k(P_0 P_1)} \left[ 1 + \frac{\beta(P_1 P)}{D \cos \phi_i} + \frac{(P_1 P)}{(P_0 P_1)} \right]^{-1} \exp \left\{ ik[(P_0 P_1) + (P_1 P)] - \frac{1}{2} \kappa R \right\},
\]

where \( (P_0 P_1) \) and \( (P_1 P) \) are, respectively, the distances between the source \( P_0 \) and the reflection point \( P_1 \), and between \( P_1 \) and the observation point \( P \); \( D \) is given by eq. (5.5), the coordinate \( \xi_1 \) by the relations

\[
\frac{\partial}{\partial \xi_1} [(P_0 P_1) + (P_1 P)] = 0, \quad \frac{\partial^2}{\partial \xi_1^2} [(P_0 P_1) + (P_1 P)] > 0.
\]
and the reflection angle \( \phi_1 \) by

\[
\phi_1 = \arcsin \left\{ \frac{d}{2(P_0 P_1) \sqrt{(\xi_1^2 - \eta_1^2)}} \right\} \sqrt{\left( \xi_1^2 - 1 \right)} \frac{\xi_1}{\sqrt{\{(\xi_0^2 - 1)(1 - \eta_0^2)(1 - \eta_1^2)\}}}.
\]

(5.19)

Formula (5.17) is applicable if \( kD \gg 1 \). In the shadowed region, \( (E_x)_{\omega=0} = 0 \). If the line source is in the angular sector

\[
x_0 \leq 0, \quad |y_0| \leq |x_0| \tan \nu_1,
\]

there is no shadowed region.

For a line source of strength (5.15) located at the focal line \( (x_0 = -\frac{d}{2}, y_0 = 0) \), the scattered electric field is given by the Luneburg-Kline expansion (KELLER et al. [1956]):

\[
E_x \sim \exp \left\{ i[k(QP) + 2c\eta_1 - \frac{1}{4}\pi] \right\} \sum_{n=0}^{\infty} \left( \frac{2c\eta_1}{k(QP)w} \right)^n \sum_{j=0}^{n} \left( -\frac{2c\eta_1}{k(QP)w} \right)^j \sum_{i=0}^{2n-j} a_{ji} w^{-i},
\]

(5.20)

where \( QP \) is the distance between the focal line \((\frac{d}{2}, 0)\) and the observation point \( P \) (see Fig. 5.3).

Fig. 5.3. Geometry for the reflected field with a line source at \( P_0 (\frac{d}{2}, 0) \).

\[
\theta = \arctan \left( \frac{y - y_0}{x - x_0} \right),
\]

(5.21)

\( \theta \) is the angle that the reflected ray \( P_1 P \) forms with the positive x-axis,

\[
a_{ji} = \frac{1}{2j} \left\{ -(2j + t)(t + 1)a_{j-1,i+1,n-1} +
\right.
\]

\[
+ \frac{1}{1 - \eta_1^2} \left( (j + t - \frac{1}{2})(j + t - \frac{3}{2})a_{j-1,i-1,n-1} \right),
\]

(5.22)

\( 1 \leq j \leq n; 0 \leq t \leq 2n-j \).
\[ a_{0n} = \sqrt{\frac{2}{\pi}} \left[ \frac{(2n)!}{2^n n!} \right] \left( -1 \right)^{n+1} \left( \begin{array}{c} n \\ t \end{array} \right) - \sum_{j=1}^{n} \sum_{s=0}^{2n-j} a_{jss} \left( \begin{array}{c} j \\ t-s \end{array} \right) \left( -1 \right)^{j-s}, \]

\[ (0 \leq t \leq 2n; \ n \geq 1), \]

\[ a_{000} = -\frac{\sqrt{2}}{\pi}, \]

and the binomial coefficients (\( \binom{n}{j} \)) in eq. (5.23) are understood to be zero unless \( 0 \leq \beta \leq x \). The first few terms of the expansion (5.20) are:

\[ \exp \left( \int \frac{i(k(QP)+2c\eta_i-4\pi)}{2\pi k(QP)w} \right) \]

\[ \times \left[ 1 + \frac{i}{16c\eta_i} \left( \frac{3+5\eta_i^2}{1-\eta_i^2} - \frac{3}{w} \right) - \frac{i}{8k(QP)w} \left( \frac{4+\eta_i^2}{1-\eta_i^2} - \frac{3}{w} \right) + \ldots \right]. \]

\[ (5.25) \]

In the physical optics approximation, the total magnetic field at a point \( P_1 \) on the illuminated portion of the surface \( \eta = \eta_i \) is

\[ (H_\xi)_{p,a} = -2iYH_1^{(1)}(k(P_0P_1)) \cos \phi_1, \]

where \( \phi_1 \) is the angle of incidence; on the shadowed portion of the surface, \( (H_\xi)_{p,a} = 0 \).

A more refined approximation, in which an asymptotic expression for the diffracted field in the shadowed region is retained, is easily obtained from the results of Keller [1956]. For the line source (5.16), the total electric field at a point \( P \) located in the shadowed region away from the surface \( \eta = \eta_i \) is:

\[ E_\xi \sim \frac{1}{\pi k \sqrt{(P_0P_1)(P_2P_1)}} \left[ \frac{c}{2\eta_i \sqrt{(1-\eta_i^2)}} \right] \left[ (\xi_i^2-\eta_i^2)(\xi^2-\eta_i^2) \right]^k \]

\[ \times \exp \left\{ -\frac{1}{8}i\pi + ik[(P_0P_1)+(P_2P_1)] + ic \int_{(P_0P_1)} d\xi \left[ \frac{(\xi^2-\eta_i^2)}{(\xi_i^2-1)} \right] \right\} \]

\[ \times \sum_{n=1}^{\infty} [Ai(-x_n)]^{-2} \exp \left\{ x_n(1-\eta_i^2)^k \right\} \exp \left\{ \frac{i\pi}{2} \int_{(P_1P_2)} \sqrt{((\xi^2-1)(\xi^2-\eta_i^2))} \right\} \]

\[ (5.27) \]

where the various quantities have the same meaning as in eq. (5.8). A correction to the leading term (5.27) that depends upon the derivative of the curvature has been found by Keller and Levy [1959]. The total field in the shadowed region near the surface \( \eta = \eta_i \) is of the order \( k^4 \) greater than the field of eq. (5.27) (see Keller [1956]).

Finally, a line source of strength (5.16) located at \( P_0(x_0 = \frac{1}{2}d, y_0 = 0) \) on the concave side of the cylinder originates a geometric optics scattered field:

\[ (E_\xi)_{s,a} \sim \sqrt{\frac{2}{\pi k(P_0P_1)}} \left[ 1 - \frac{2(P_0P_1)}{D \cos \phi_1} \right]^{-1} \exp \left\{ ik[(P_0P_1)+(P_1P)] - i\pi \right\}. \]

\[ (5.28) \]
where \( P_1 \) is the reflection point and \( \phi_1 \) is the angle of incidence at \( P_1 \) (see Fig. 5.4).
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**Fig. 5.4.** Geometry for the reflected field with a line source at \( P_0(\xi d, 0) \).

### 5.3.2. \( H \)-polarization

#### 5.3.2.1. EXACT SOLUTIONS

In this section, the notation of \textsc{Bloom} [1964] is used. We introduce the angular variable

\[
\psi = \begin{cases} v, & \text{for } 0 \leq v \leq \pi, \\ v - 2\pi, & \text{for } \pi < v \leq 2\pi, \end{cases}
\]

and the scatterer's surface \( \psi = \psi_1 \), with \( \frac{1}{2}\pi < \psi_1 < \pi \), as shown in Fig. 5.5.

![Figure 5.5](image)

**Fig. 5.5.** Geometry for exact solution with a magnetic line source.

For a magnetic line source parallel to the \( z \)-axis and located at \((u_0, \psi_0)\) on the convex side of the cylinder, such that

\[
H^z = \hat{z} H_0^{(1)}(k R),
\]

(5.29)
the total magnetic field in the region \((u \geq 0, -\psi_1 \leq \psi \leq \psi_1)\) is (BLOOM [1964]):

\[
H_z = -4i \sum_{m=1}^{\infty} \tau_1(m) P^{(1)}(iu \psi; \tau_1(m)) \frac{H^{(1)}(u \tau_1(m))}{[(\partial/\partial u)H^{(1)}(u \tau_1(m))]_{u=0}} \times \left[ \frac{(\partial/\partial \psi)P^{(2)}(\psi; \tau)}{(\partial^2/\partial \psi \partial \tau)P^{(1)}(\psi; \tau)}{^\psi_1}_{\tau=\tau_1(m)} \right] P^{(1)}(\psi_0; \tau_1(m)) P^{(1)}(\psi; \tau_1(m)) -
\]

\[
-4 \sum_{m=1}^{\infty} \tau_2(m) P^{(2)}(iu \psi; \tau_2(m)) \frac{H^{(1)}(u \tau_2(m))}{H^{(1)}(0; \tau_2(m))} \times \left[ \frac{(\partial/\partial \psi)P^{(1)}(\psi; \tau)}{(\partial^2/\partial \psi \partial \tau)P^{(2)}(\psi; \tau)}{^\psi_1}_{\tau=\tau_2(m)} \right] P^{(2)}(\psi_0; \tau_2(m)) P^{(2)}(\psi; \tau_2(m)). \tag{5.30}
\]

The equality in eq. (5.30) is valid in the sense of \(L^2(-\psi_1, \psi_1)\). The angular functions \(P^{(1)}(\psi; \tau)\) and \(P^{(2)}(\psi; \tau)\) are, respectively, the even and odd principal solutions of

\[
\frac{\partial^2 P}{\partial \psi^2} + (\tau^2 - c^2 \cos^2 \psi) P = 0
\]

normalized as follows:

\[
P^{(1)}(0; \tau) = 1, \quad \left[ \frac{\partial P^{(2)}(\psi; \tau)}{\partial \psi} \right]_{\psi=0} = 1.
\]

The eigenvalues \(\tau_1(m)\) and \(\tau_2(m)\) are the roots of the transcendental equations

\[
\left[ \frac{\partial}{\partial \psi} P^{(1)}(\psi; \tau_1(m)) \right]_{\psi=\psi_1} = 0, \quad \left[ \frac{\partial}{\partial \psi} P^{(2)}(\psi; \tau_2(m)) \right]_{\psi=\psi_1} = 0, \quad (m = 1, 2, \ldots). \tag{5.31}
\]

The functions \(H^{(1)}(u, \tau)\) are those solutions of the associated Mathieu equation

\[
\frac{\partial^2 H}{\partial u^2} + (c^2 \cosh^2 u - \tau^2) H = 0
\]

which are analogous to Hankel functions of the first kind.

The total magnetic field of eq. (5.30) has the following integral representations (BLOOM [1964]):

\[
H_z = -\frac{2}{\pi} \int_{-\infty}^{\infty} \tau P(\pm iu \psi; \tau) P^{(1)}(\pm \psi; \tau) P^{(1)}(\psi; \tau) \frac{H^{(1)}(u \tau; \psi)}{[(\partial/\partial \psi)H^{(1)}(u \tau; \psi)]_{u=0}} \frac{H^{(1)}(u \tau; \psi) P^{(1)}(\psi; \tau) [P^{(1)}(\psi; \tau) P^{(2)}(\psi; \tau)]_{\psi=\psi_0} \partial \tau. \tag{5.32}
\]

where either both upper signs or both lower signs must be chosen,

\[
\psi_0 = \max_{\min} (\psi, \psi_0). \tag{5.33}
\]
\[
P(\psi; \tau) = P^{(1)}(\psi; \tau) \left[ \frac{\partial}{\partial \psi} P^{(2)}(\psi; \tau) \right]_{\psi = \psi_1} - P^{(2)}(\psi; \tau) \left[ \frac{\partial}{\partial \psi} P^{(1)}(\psi; \tau) \right]_{\psi = \psi_1},
\]

(5.34)

and the path \( C \) of integration is either a straight line running parallel to the real \( \tau \)-axis and just above it from minus infinity to plus infinity, or a contour that encircles the positive real \( \tau \)-axis in the clockwise sense.

If source and observation points are both on the surface \( (\psi_0 = \pm \psi_1; \psi = \psi_1) \), the total magnetic field is

\[
H_z = -\frac{2}{\pi} \int_{C} \frac{\tau P(\pm iu_1; \tau) - \tau P(\pm iu_2; \tau)}{[(\partial/\partial u)H^{(1)}(u; \tau)]_{u = \psi_1} - [(\partial/\partial \psi)P^{(1)}(\psi; \tau)(\partial/\partial \psi)P^{(2)}(\psi; \tau)]_{\psi = \psi_1}} \, d\tau,
\]

(5.35)

which has the residue series representation (BLOOM [1964]):

\[
H_z = 4 \sum_{m=1}^{\infty} \tau(m) \left\{ H^{(1)}(\mp u_1; \tau(m)) - H^{(1)}(u_1; \tau(m)) \right\} \left[ (\partial^2/\partial u \partial \tau)H^{(1)}(u; \tau) \right]_{u = \psi_1} \left[ (\partial/\partial \psi)H^{(1)}(u; \tau) \right]_{\psi = \psi_1},
\]

(5.36)

where \( \tau(m) \) are those roots of

\[
\left[ \frac{\partial}{\partial u} H^{(1)}(u; \tau) \right]_{u = \psi_1} = 0
\]

(5.37)

that lie in the upper half of the \( \tau \) plane. The series (5.36) was derived under the assumption that the roots \( \tau(m) \) are all simple; it is uniformly convergent with respect to \( u_0 \) and \( u \) in every closed region \( 0 \leq (u_0, u) \leq M < \infty, |u - u_0| \geq \delta > 0 \).

If source and observation points are not both on the surface \( \pm \psi_1 \), the residue series representations for \( H_z \) do not, in general, converge to \( H_z \); however, they are asymptotic expansions of \( H_z \) as \( c \to \infty \) in the geometrical shadow (for details, see BLOOM [1964]).

### 5.3.2.2. HIGH FREQUENCY APPROXIMATIONS

For a magnetic line source parallel to the \( z \)-axis, located at \((\xi_0, \eta_0)\) on the convex side of the cylinder, such that

\[
H^I = 2H_0^{(1)}(kR),
\]

(5.38)

and so far from the surface \( \eta = \eta_1 \) that at the surface

\[
H^I \sim \frac{2}{\pi kR} e^{ikR - 1 + kR},
\]

(5.39)

the geometric optics scattered field at a point \( P \) located in the illuminated region is

\[
(H^I)_{\text{sc}} \sim \frac{2}{\pi k \cos \phi_1} \left[ \frac{1 + 2(P_0, P)}{D \cos \phi_1} + (P_0, P)^{-1} \right]_{\text{exp} \left\{ ik[(P_0, P_1) + (P_1, P)] - i \pi \right\}}.
\]

(5.40)
where \((P_0, P_1)\) and \((P_1, P)\) are, respectively, the distances between the source \(P_0\) and the reflection point \(P_1\), and between \(P_1\) and the observation point \(P\); \(D\) is given by eq. (5.5), the coordinate \(\xi_1\) by eqs. (5.18), and the reflection angle \(\phi_1\) by eq. (5.19). Formula (5.40) is applicable if \(kD \gg 1\). In the shadowed region, \((H_z)_{o.o.} = 0\). If the line source is in the angular sector

\[
x_0 \leq 0, \quad |y_0| \leq |x_0| \tan \alpha,
\]

there is no shadowed region.

For a line source of strength (5.38) located at the focal line \((x_0 = -\frac{1}{2}d, y_0 = 0)\), the scattered magnetic field is given by the Luneburg-Kline expansion (Keller et al. [1956]):

\[
H_z \sim \frac{\exp \left\{ ik(QP) + 2c\eta_1 - \frac{i\pi}{2} \right\}}{\sqrt{k(QP)w}} \sum_{n=0}^{\infty} \left( 2n \eta_1 \right)^{-n} \sum_{j=0}^{\infty} \frac{2c\eta_1}{k(QP)w} \sum_{t=0}^{2n-j} a_{j,n} w^{-t},
\]

(5.41)

where \((QP)\) is the distance between the focal line \((\pm d, 0)\) and the observation point \(P\) (see Fig. 5.3), \(w\) is given by eq. (5.21), \(\theta\) is the angle that the reflected ray forms with the positive \(x\)-axis, \(a_{j,n}\) is given by eq. (5.22) for \(j \geq 1\), whereas

\[
a_{0,n} = (-1)^{n} \binom{n}{j} \left\{ \left( \begin{array}{c} 2n \\ n \end{array} \right)^2 + 33(n+\frac{1}{2}) \left\{ \left( \begin{array}{c} 2n+1 \\ n \end{array} \right)^2 \right\} \right\} \sqrt{\frac{2}{\pi}} - \sum_{n=0}^{\infty} \sum_{s=0}^{2n-j} a_{j,n} \left( j \right) (-1)^{-s} + \sum_{n=0}^{\infty} \sum_{s=0}^{2n-j} a_{j,n} (-1)^{-s} \times \left\{ \left( 2j+2s+1 \right) \left( \frac{1+\eta_1^2}{1-\eta_1^2} \left( \begin{array}{c} j \\ n \end{array} \right) + \left( \begin{array}{c} j \\ n \end{array} \right) \right) (j+1) \left( \begin{array}{c} j+1 \\ n \end{array} \right) \right\},
\]

(0 \leq t \leq 2n; \ n \geq 1).

(5.42)

The first few terms of the expansion (5.41) are:

\[
H_z \sim \frac{2}{\pi k(QP)w} \exp \left\{ ik(QP) + 2c\eta_1 - \frac{i\pi}{2} \right\} \times \left[ 1 - \frac{i}{16c\eta_1} \left( \frac{5-3\eta_1^2}{1-\eta_1^2} + \frac{10\eta_1^2-2}{w(1-\eta_1^2)} - \frac{3}{w^2} \right) - \frac{i}{8k(QP)w} \left( \frac{4+\eta_1^2}{1-\eta_1^2} - \frac{3}{w} \right) + \cdots \right].
\]

(5.44)

In the physical optics approximation, the total magnetic field at a point \(P_1\) on the surface \(\eta = \eta_1\) is

\[
(H_z)_{p.o.} = \begin{cases} 2H_z^{(1)}(k(P_0 P_1)), & \text{in the illuminated region,} \\ 0, & \text{in the shadow.} \end{cases}
\]

(5.45)

A more refined approximation, in which an asymptotic expression for the diffracted field in the shadowed region is retained, is easily obtained from the results of Keller
For the line source (5.39), the total magnetic field at a point \( P \) located in the shadowed region away from the surface \( \eta = \eta_1 \) is:

\[
H_z \sim \frac{1}{\pi k \sqrt{\left( \log \frac{P_0 P_1}{(P_0 P_2 P) \left( \log \frac{1}{1 - \eta_1} \right)^4 \left( (\xi_1^2 - \eta_1^2) (\xi_2^2 - \eta_1^2) \right)^4 \right)}} \\
\times \exp \left( \frac{-i \pi + ik \left( (P_0 P_1) + (P_2 P) \right) + \frac{i}{c} \int_{(P_1 P_1)} \frac{d\xi}{\xi^2 - 1} \right) \\
\times \exp \left\{ \frac{\beta_n^2 c}{4 \pi \eta_1 \left( 1 - \eta_1^2 \right)^4} \frac{d\xi}{\left( (\xi_1^2 - 1) (\xi_2^2 - \eta_1^2) \right)} \right\}, \quad (5.46)
\]

where the various quantities have the same meaning as in eq. (5.14). A correction to the leading term (5.46) that depends upon the derivative of the curvature has been found by Keller and Levy [1959] (see also Franz and Klante [1959]).

Finally, a line source of strength (5.39) located at \( P_0(x_0 = 1d, y_0 = 0) \) on the concave side of the cylinder originates a geometric optics scattered field:

\[
\left( H_z \right)_{\text{geo}} \sim \sqrt{\frac{2}{\pi k (P_0 P_1) \left[ 1 - \frac{2(P_1 P)}{D \cos \phi_1} + \left( \frac{P_1 P}{P_0 P_1} \right)^{-4} \right]^{-4}}} \exp \left\{ i k \left( (P_0 P_1) + (P_1 P) \right) - \frac{i}{2} \right\}, \quad (5.47)
\]

where \( P_1 \) is the reflection point and \( \phi_1 \) is the angle of incidence at \( P_1 \) (see Fig. 5.4).

5.4. Point and dipole sources

Although geometrical and physical optics approximations are easily obtainable, no explicit results are available.
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THE WEDGE

J. J. BOWMAN and T. B. A. SENIOR

The boundary value problem for the wedge of arbitrary angle can be analysed in a variety of coordinate systems including hyperbolic (elliptic) cylinder coordinates, but the consideration of the wedge as the limit of a hyperbolic cylinder as the interfocal distance shrinks to zero proves to be of little use. The solution, originally obtained as a generalization of that for the half-plane (see Chapter 8), has many applications to problems involving edge phenomena and other diffraction effects.

6.1. Wedge geometry and preliminary considerations:

The wedge is defined in terms of the rectangular Cartesian coordinates \((x, y, z)\) by the equation \(|y| = x \tan \Omega, x > 0\), where \(2\Omega\) is the closed angle of the wedge. The edge is therefore coincident with the \(z\)-axis. The wedge is also defined in terms of both the circular cylindrical coordinates \((\rho, \phi, z)\) and the spherical coordinates \((r, \theta, \psi)\) by the equations \(\phi = \Omega\) (upper surface) and \(\phi = 2\pi - \Omega\) (lower surface). It is convenient to introduce a parameter \(\nu\) related to the open angle of the wedge and defined by:

\[
\nu \pi = 2\pi - 2\Omega.
\]

The primary source is a plane wave propagating in the plane perpendicular to the \(z\)-axis and in a direction making an angle \(\pi + \phi_0\) with the positive \(x\)-axis (and therefore making an angle \(\pi + \phi_0 - \Omega\) with the upper face of the wedge), or a line source parallel to the \(z\)-axis and located at \((\rho_0, \phi_0, z_0)\), or a point or dipole source located at \((\rho_0, \phi_0, z_0)\). These configurations are illustrated in Fig. 6.1. In each case both \(E\) and \(H\)-polarized excitations are considered, and, in addition, the dipole source may be of arbitrary orientation. For convenience, and without loss of generality, it is assumed that \(\Omega \leq \phi_0 \leq \pi\).

The distance from the point of observation to the source is denoted by \(R\), so that, for a line source,

\[
R = \sqrt{(\rho^2 + \rho_0^2 - 2\rho_0 \rho \cos (\phi - \phi_0))^2 + (x - x_0)^2 + (y - y_0)^2},
\]

whereas for a point or dipole source,

\[
R = \sqrt{(\rho^2 + \rho_0^2 - 2\rho_0 \rho \cos (\phi - \phi_0) + (z - z_0)^2) + (x - x_0)^2 + (y - y_0)^2 + (z - z_0)^2},
\]
We also introduce the parameter $R_1$ associated with the edge diffraction where, for a line source,

$$R_1 = \rho + \rho_0,$$

and for a point or dipole source,

$$R_1 = \sqrt{(\rho + \rho_0)^2 + (z - z_0)^2}.$$

Two step functions of frequent occurrence in the sequel are the Heaviside step function $\eta(\psi)$, where

$$\eta(\psi) = \begin{cases} 1 & \text{for } \psi > 0, \\ 0 & \text{for } \psi < 0 \end{cases},$$

and the signum function $\text{sgn}(\psi) = \pm 1$ for $\psi \geq 0$.

For any type of source the complete field can be expressed as a contour integral of
the form

\[ \int_{C_1 + C_3} G(z)s(z + \phi)dz \]

(see, for example, Tuzhilin [1963]), where \( C_1 \) and \( C_3 \) are known as the Sommerfeld contours in recognition of the original contribution of Sommerfeld [1896]. In the integrand \( s(z + \phi) \) is proportional to the sum (or difference) of two cotangents, and the kernel \( G(z) \) is determined by the source. The contours \( C_1 \) and \( C_3 \) are shown in Fig. 6.2, where the shading indicates those regions where \( G(z) \) vanishes exponentially as \( |\text{Im} z| \to \infty \) on the upper Riemann sheet. When the source is at a finite distance, the kernel has branch points at \( z = (2n+1)\pi \pm ic, \ n = 0, \pm 1, \pm 2, \ldots \), where

\[ c = 2 \cosh^{-1} \frac{R_1}{2\sqrt{\rho_0}}. \]

Except in the case of plane wave incidence (when \( c = \infty \)), the \( z \)-plane then has branch cuts extending to infinity as shown in Fig. 6.2.

For wedge angles such that \( \nu = 1/n \), where \( n \) is a positive integer, the above contour integral can be evaluated as a sum of \( 2n \) residues. The resultant field is a superposition of the field due to the primary source and its \( 2n-1 \) images, and therefore consists entirely of geometrical optics contributions. An experimental verification of this fact has been provided by Grannemann and Watson [1955].

6.2. Plane wave incidence

6.2.1. E-polarization

For incidence at an angle \( \phi_0 \) with respect to the negative \( x \)-axis, such that

\[ E^i = 2 \exp \{-ik\rho \cos (\phi - \phi_0)\}, \quad (6.6) \]
a contour integral representation of the total electric field is (Macdonald [1902]; Wiegrefe [1912]; Carslaw [1920]):

\[
E_z = \frac{1}{4i\pi} \int_{C_1, C_2} e^{ikr \cos \alpha} \left\{ \cot \frac{\pi - \alpha - \phi + \phi_0}{2\nu} - \cot \frac{\pi - \alpha - \phi - \phi_0 + 2\Omega}{2\nu} \right\} dx,
\]

(6.7)

where \( C_1 \) and \( C_2 \) are the Sommerfeld contours shown in Fig. 6.2. An alternative representation of the total field as an eigenfunction expansion is:

\[
E_z = \sum_{n=0}^{\infty} a_n \sin \frac{n(\phi - \Omega)}{v} \sin \frac{n(\phi_0 - \Omega)}{v} S_{n/v},
\]

(6.8)

where (Macdonald [1902]):

\[
S_n = e^{-\frac{i\pi}{4}} j_n(kr).
\]

(6.9)

For \( \Omega = 22.4^\circ \) with \( \phi_0 = 671^\circ \) and \( 112.4^\circ \), and \( \Omega = 45^\circ \) with \( \phi_0 = 90^\circ \) and \( 135^\circ \), Hedgcock and McLay [1959] have given schematic presentations of \( |E_z|^2 \) as measured using probes moving along 8 trajectories 7.5 \( \lambda \) in length spaced \( \lambda \) apart in the direction of propagation. The region of space probed is approximately rectangular in shape with the upper right hand corner of the rectangle at the vertex of the wedge. Additional data has been obtained by Watson and Horton [1950] for the case \( \Omega = 11.4^\circ \) and \( \phi_0 = 78.7^\circ \) with \( \rho = 11.9 \lambda \) (approx.), and the measured pattern is reproduced in Fig. 6.3.

![Fig. 6.3. Measured amplitude of the total electric field \( E_z \) for \( \Omega = 11.4^\circ \) and \( \phi_0 = 78.7^\circ \) with \( \rho = 11.9 \lambda \) (Watson and Horton [1950]).](image)

Expressions for the surface field \( H_\rho \) are trivially obtainable from the above, and simplified forms of the contour integral representation are possible for certain values
oi \nu. In particular, for a right-angled wedge (\nu = \frac{\pi}{4}) the field on the upper surface, \phi = \frac{\pi}{4}, is \textbf{[Lebedev and Skalskaya [1960]}):

\[
H_\rho = -2 \sin (\phi_0 - \frac{\pi}{4}) \exp \left\{ -ik\rho \cos (\phi_0 - \frac{\pi}{4}) \right\} - \frac{2}{\sqrt{3}} e^{-i\phi} \sin \left( \frac{\pi}{4}(\phi_0 - \frac{\pi}{4}) \right) \left[ \cos (\phi_0 - \frac{\pi}{4})H_\frac{1}{4}(k\rho) + \sin^2 (\phi_0 - \frac{\pi}{4}) \int_{k\rho}^{\infty} \sin \left( \left( \xi - k\rho \right) \cos (\phi_0 - \frac{\pi}{4}) \right)H_\frac{1}{4}(\xi) d\xi \right] - \frac{1}{2} \cos \left( \frac{\pi}{4}(\phi_0 - \frac{\pi}{4}) \right) \int_{k\rho}^{\infty} \cos \left( \left( \xi - k\rho \right) \cos (\phi_0 - \frac{\pi}{4}) \right) \frac{d\xi}{\xi}.
\]

(6.10)

and on the lower surface, \phi = \frac{\pi}{4},

\[
H_\rho = -2i k(\phi_0 - \frac{\pi}{4}) \cos (\phi_0 - \frac{\pi}{4}) \exp \left\{ i k\rho \sin (\phi_0 - \frac{\pi}{4}) \right\} - \frac{2}{\sqrt{3}} e^{-i\phi} \sin \left( \frac{\pi}{4}(\phi_0 - \frac{\pi}{4}) \right) \left[ \cos \left( \phi_0 - \frac{\pi}{4} \right)H_\frac{1}{4}(k\rho) + \cos^2 \left( \phi_0 - \frac{\pi}{4} \right) \int_{k\rho}^{\infty} \sin \left( \left( \xi - k\rho \right) \sin (\phi_0 - \frac{\pi}{4}) \right)H_\frac{1}{4}(\xi) d\xi \right] - \frac{1}{2} \sin \left( \frac{\pi}{4}(\phi_0 - \frac{\pi}{4}) \right) \int_{k\rho}^{\infty} \cos \left( \left( \xi - k\rho \right) \sin (\phi_0 - \frac{\pi}{4}) \right) \frac{d\xi}{\xi}.
\]

(6.11)

For grazing incidence on the lower face (that is, for \phi_0 = \frac{\pi}{4}), eqs. (6.10) and (6.11) reduce to

\[
H_\rho = -2 + i e^{-i\phi} \int_{k\rho}^{\infty} H_\frac{1}{4}(\xi) \frac{d\xi}{\xi}
\]

(6.12)

and

\[
H_\rho = -e^{-i\phi}H_\frac{1}{4}(k\rho).
\]

(6.13)

respectively.

If \rho \ll 1, a small argument expansion of the Bessel functions in eq. (6.8) gives:

\[
E_z = -\frac{4}{f(1/\nu)} \sin \frac{\phi_0 - \phi}{\nu} \sin \frac{\phi_0 - \phi}{\nu} + O[(\rho\nu)^{m+1/2}]
\]

(6.14)

which makes explicit the edge behavior.

For \rho \gg 1 a convenient decomposition of the field is

\[
E_z = E_{z_o} + E_{z_d},
\]

(6.15)

where \(E_{z_o}\) and \(E_{z_d}\) are the geometrical optics and diffracted fields respectively. The geometrical optics field is

\[
E_{z_o} = \sum_{n} \exp \left( ik\rho \cos \gamma_n \right) - \sum_{n} \exp \left( ik\rho \cos \gamma_n \right).\]

(6.16)
where

\[ \alpha_{n_1} = \pi - \phi + \phi_0 - 2n_1 \nu \pi, \]
\[ \alpha_{n_2} = \pi - \phi + \phi_0 + 2\Omega - 2n_2 \nu \pi, \]

and the summations extend over all integers \( n_1 \) and \( n_2 \) satisfying the inequalities

\[ |\phi - \phi_0 + 2n_1 \nu \pi| < \pi, \]
\[ |\phi + \phi_0 - 2\Omega + 2n_2 \nu \pi| < \pi. \]

respectively. The diffracted field \( E^d \) can be written as (OBERHETTINGER [1956, 1958]):

\[ E^d = \{ V_d(-\pi - \phi + \phi_0) - V_d(\pi - \phi + \phi_0) \} - \{ V_d(-\pi - \phi - \phi_0 + 2\Omega) - V_d(\pi - \phi - \phi_0 + 2\Omega) \}. \]

with

\[ V_d(\beta) = \frac{1}{2\pi \nu} \int_0^\infty \exp(ik \rho \cosh \tau) \frac{\sin (\beta \nu \cosh \tau)}{\cosh (\tau \nu - \cos (\beta \nu \cosh \tau))} \frac{d\tau}{\tau}. \]

For \( \beta \) near \( 2n\nu\pi \) where \( n \) is an integer (TUZHILIN [1963]; but see also OBERHETTINGER [1956], for the case \( n = 0 \):)

\[ V_d(\beta) \sim \sum_{m=0}^n \{ A_m(\beta, \nu) - a_m(\beta - 2n\nu \pi) \} f_m + \text{sgn}(\beta - 2n\nu \pi)l, \]

where

\[ f_m = \frac{i\pi (m + \frac{1}{2})}{\sqrt{2(k\rho)^{m + \frac{1}{2}}}} e^{i(m + \frac{1}{2})\beta}, \]

\[ I = \frac{e^{-ik \rho}}{\sqrt{\pi}} \exp \{ i k \rho \cos (\beta - 2n\nu \pi)\} F[\sqrt{2k \rho}\sin \frac{1}{2}(\beta - 2n\nu \pi)], \]

and \( F(\tau) \) is the Fresnel integral

\[ F(\tau) = \int_{\tau}^\infty e^{i\tau u^2} du \]

whose properties are described in the Introduction. The coefficients \( a_m(\beta - 2n\nu \pi) \) are

\[ a_m(\beta - 2n\nu \pi) = \frac{(-1)^m}{2^m + 1\pi \sin (1/2(\beta - 2n\nu \pi))^{2m + 1}} \]

and the coefficients \( A_m(\beta, \nu) \) are (TUZHILIN [1963]):

\[ A_m(\beta, \nu) = \frac{1}{2\pi \nu} \cot \frac{\beta}{2\nu} \sum_{k=0}^m \left( \sin \frac{\beta}{2\nu} \right)^{-2k} \sum_{k=0}^{m} \sum_{l=0}^{m-l} C_{m,l}^v v^{-2l}. \]

where the expression for the \( C_{m,l}^v \) given by TUZHILIN [1963] can be further reduced to

\[ C_{m,l}^v = \frac{(-1)^l l!}{(2l)!} \sum_{r=0}^{2l} \sum_{s=0}^{2l-2s} \sum_{q=0}^{2s} \frac{(2k - 2p)^{2l-r-s} (-1)^{r-s}}{(2s + 2l + q)(2s + q)! (2s + q)! r} \]

\[ \times \sum_{q=0}^{2s} (-1)^q 2q^q \sum_{r=0}^{2s} \frac{(-1)^r (q - 2r)^{2s+q}}{(q - r)! (q - r)!}. \]
Explicitly, the first coefficients $A_m(\beta, v)$ are (OBERHETTINGER [1956]):

\begin{align*}
A_0(\beta, v) &= \frac{1}{2\pi v} \cot \frac{\beta}{2v}, \\
A_1(\beta, v) &= -\frac{1}{4\pi v} \cot \frac{\beta}{2v} \left( \frac{1}{2} + \frac{1}{v^2} \left( \sin \frac{\beta}{2v} \right)^{-2} \right), \\
A_2(\beta, v) &= \frac{1}{8\pi v} \cot \frac{\beta}{2v} \left( \frac{3}{8} + \left( \frac{5}{6v^2} - \frac{1}{3v^4} \right) \left( \sin \frac{\beta}{2v} \right)^{-2} + \frac{1}{v^4} \left( \sin \frac{\beta}{2v} \right)^{-4} \right),
\end{align*}

(6.28)

\begin{align*}
A_3(\beta, v) &= -\frac{1}{16\pi v} \cot \frac{\beta}{2v} \left( \frac{5}{16} + \left( \frac{259}{360v^2} - \frac{7}{18v^4} + \frac{2}{45v^6} \right) \left( \sin \frac{\beta}{2v} \right)^{-2} + \right.
onumber
&\quad \left. + \left( \frac{7}{6v^2} - \frac{2}{3v^4} \right) \left( \sin \frac{\beta}{2v} \right)^{-4} + \frac{1}{v^6} \left( \sin \frac{\beta}{2v} \right)^{-6} \right). \\
\end{align*}

The representation given in eq. (6.21) describes the asymptotic behavior of $V_d(\beta)$ in the vicinity of the geometrical optics boundary $\beta = 2\pi n$, and displays the discontinuity in $V_d(\beta)$ necessary to compensate for the corresponding discontinuity in $E^2$. Of the four values of $\beta$ implicit in eq. (6.19), not more than two can correspond to a geometrical optics boundary. An alternative but less convenient description of the diffracted field in the vicinity of a boundary has been given by PAULI [1938] using confluent hypergeometric functions.

For values of $\beta$ away from a geometrical optics boundary such that the argument of the Fresnel integral in eq. (6.23) is large compared with unity,

\begin{align*}
V_d(\beta) \sim \sum_{m=0}^{\infty} A_m(\beta, v)f_m,
\end{align*}

(6.29)

and from the leading term in this expansion,

\begin{align*}
E_d^2 \sim \frac{\cos k(\pi + \phi_0)}{\sqrt{(2\pi k)^2 - \left( \cos \frac{\pi}{v} - \cos \phi - \phi_0 \right)^{-1} \left( \cos \frac{\pi}{v} + \cos \left( 2\pi - \phi - \phi_0 \right) \right)^{-1}}}.
\end{align*}

(6.30)

This has the appearance of a cylindrical wave with

\begin{align*}
P &= \frac{i}{2v} \sin \frac{\pi}{v} \left( \cos \frac{\pi}{v} - \cos \phi - \phi_0 \right)^{-1} - \left( \cos \frac{\pi}{v} + \cos \left( 2\pi - \phi - \phi_0 \right) \right)^{-1}
\end{align*}

(6.31)

eemanating from the edge. Computed values of $P$ for $v = \frac{1}{2}$ and three different $\phi_0$ are shown in Fig. 6.4.

On the geometrical optics boundaries the total electric field has the following asymptotic representations where, for simplicity, it has been assumed that $\Omega < \frac{1}{2} \pi$.

(i) $\phi = \pi - \phi_0 + 2\Omega$ with $\Omega < \phi_0 < \pi$ (boundary for geometrical reflection from the upper face):
$E_z \sim \exp \{i k p \cos 2(\phi_0 - \Omega)\} - \frac{1}{2} e^{i k p}$ + 
\[ + \frac{1}{\nu} \frac{e^{i(k p + \frac{\pi}{2})}}{\sqrt{(2\pi k p)}} \frac{\sin(\pi/\nu)}{\cos(\pi/\nu) + \cos \left(\frac{(3\pi - 2\phi_0)/\nu}{\nu}\right)} + \frac{1}{\nu} \cot \frac{\pi}{\nu}. \] (6.32)

(ii) $\phi = 3\pi - \phi_0 - 2\Omega$ with $\pi - \Omega < \phi_0 < \pi$ (boundary for geometrical reflection from the lower face):

$E_z \sim \exp \{i k p \cos 2(\phi_0 + \Omega)\} - \frac{1}{2} e^{i k p}$ + 
\[ + \frac{1}{\nu} \frac{e^{i(k p + \frac{\pi}{2})}}{\sqrt{(2\pi k p)}} \frac{\sin(\pi/\nu)}{\cos(\pi/\nu) + \cos \left(\frac{(3\pi - 2\phi_0)/\nu}{\nu}\right)} + \frac{1}{\nu} \cot \frac{\pi}{\nu}. \] (6.33)

Eqs. (6.32) and (6.33) are also valid when $\phi_0 = \pi$ provided $\Omega > 0$.

(iii) $\phi = \pi + \phi_0$ with $\Omega < \phi_0 < \pi - \Omega$ (boundary of the geometrical shadow):

$E_z \sim \frac{1}{2} e^{i k p}$ + 
\[ + \frac{1}{\nu} \frac{e^{i(k p + \frac{\pi}{2})}}{\sqrt{(2\pi k p)}} \frac{\sin(\pi/\nu)}{\cos(\pi/\nu) + \cos \left(\frac{(3\pi - 2\phi_0)/\nu}{\nu}\right)} + \frac{1}{\nu} \cot \frac{\pi}{\nu}. \] (6.34)

For the particular case of a right-angled wedge ($\nu = \frac{1}{2}$) an expression for $E_z^d$ alternative to that given in eqs. (6.19) and (6.20) has been provided by REICHE.
and can be written as

$$E_{z}^{d} = v_{d}(\phi - \phi_{o}) - v_{d}(\phi + \phi_{o} - \frac{1}{3}\pi). \quad (6.35)$$

where

$$v_{d}(\beta) = - \frac{e^{i\pi}}{\sqrt{3}} \sin \beta \sin \frac{1}{2} \beta \int_{0}^{\infty} \xi \cos \{(\xi - k\rho) \cos \beta\} H^{(1)}_{\frac{1}{2}}(\xi) d\xi +$$

$$+ \cos \frac{1}{2} \beta \int_{0}^{\infty} \sin \{(\xi - k\rho) \cos \beta\} H^{(1)}_{\frac{1}{2}}(\xi) \frac{d\xi}{\xi}. \quad (6.36)$$

The function $v_{d}(\beta)$ is discontinuous at the geometrical optics boundaries in order to compensate for the discontinuities in $E_{z}^{d}$, and its behavior on the boundaries $\beta = \pi$, $2\pi$ is determined by the relations

$$v_{d}(\pi + \epsilon) = \frac{1}{2} \text{sgn}(\xi)e^{ik\rho} + O(\epsilon).$$

$$v_{d}(2\pi + \epsilon) = -\frac{1}{2} \text{sgn}(\xi)e^{ik\rho} + O(\epsilon). \quad (6.37)$$

### 6.2.2. H-polarization

For incidence at an angle $\phi_{o}$ with respect to the negative x-axis, such that

$$H_{1} = \hat{z} \exp \{-ik\rho \cos (\phi - \phi_{o})\} \quad (6.38)$$

a contour integral representation of the total magnetic field is (Macdonald [1902]; Wiegrefe [1921]; Carslaw [1920]):

$$H_{z} = \frac{1}{4i\pi v} \int_{C_{1} + C_{2}} e^{ik\rho \cos \psi} \left( \cot \frac{\pi - \gamma - \phi + \phi_{o}}{2v} + \cot \frac{\pi - \gamma - \phi - \phi_{o} + 2\Omega}{2v} \right) d\psi. \quad (6.39)$$

where $C_{1}$ and $C_{2}$ are the Sommerfeld contours shown in Fig. 6.2. An alternative representation of the total field as an eigenfunction expansion is

$$H_{z} = \sum_{n=0}^{\infty} e_{n} \cos n(\phi - \Omega) \cos n(\phi_{o} - \Omega) S_{n} \quad (6.40)$$

where (Macdonald [1902]):

$$S_{n} = e^{-j\pi n} J_{n}(k\rho). \quad (6.41)$$

Watson and Horton [1950] have measured $|H_{z}|^{2}$ for $\Omega = 111^\circ$ and $\phi_{o} = 78^\circ$ with $\rho = 11.9\lambda$ (approx.), and their data is reproduced in Fig. 6.5.

Expressions for the total magnetic field on the surface are trivially obtainable from the above, and simplified forms of the contour integral representation are possible for certain values of $v$. In particular, for a right-angled wedge ($v = \frac{1}{3}$), the field on the upper surface, $\phi = \frac{1}{3}\pi$, is

$$H_{z} = 2 \exp \{-ik\rho \cos (\phi_{o} - \frac{1}{3}\pi)\} \left( \frac{2}{3} e^{\frac{1}{3}i\pi} e^{\frac{1}{3}i\pi} \sin (\frac{1}{3}(\phi_{o} - \frac{1}{3}\pi)) \right)$$

$$\times \int_{0}^{\frac{1}{3}\pi} \cos \left( (\xi - k\rho) \cos (\phi_{o} - \frac{1}{3}\pi) \right) H^{(1)}_{\frac{1}{2}}(\xi) d\xi +$$

$$+ \cos \left( (\phi_{o} - \frac{1}{3}\pi) \right) \int_{0}^{\frac{1}{3}\pi} \sin \left( (\xi - k\rho) \cos (\phi_{o} - \frac{1}{3}\pi) \right) H^{(1)}_{\frac{1}{2}}(\xi) \frac{d\xi}{\xi}. \quad (6.42)$$
and on the lower surface, $\phi = \frac{\pi}{2}$,

\[ H_z = 2 \eta (\phi_0 - \frac{\pi}{2}) \exp \{ i k \rho \sin (\phi_0 - \frac{\pi}{2}) \} - \frac{2}{\sqrt{3}} e^{i k \rho} \left[ \cos (\phi_0 - \frac{\pi}{2}) \cos (\phi_0 - \frac{\pi}{2}) \right. \]

\[ \left. \times \int_{k \rho}^{\infty} \cos \{ (\xi - k \rho) \sin (\phi_0 - \frac{\pi}{2}) \} H^{(1)}_1(\xi) d\xi - \sin \frac{1}{2} (\phi_0 - \frac{\pi}{2}) \int_{k \rho}^{\infty} \sin \{ (\xi - k \rho) \sin (\phi_0 - \frac{\pi}{2}) \} H^{(1)}_1(\xi) \frac{d\xi}{\xi} \right] . \]  

(6.43)

For grazing incidence on the lower face (that is, for $\phi = \frac{\pi}{2}$), eqs. (6.42) and (6.43) reduce to

\[ H_z = 2 - \frac{1}{\sqrt{3}} e^{i k \rho} \int_{k \rho}^{\infty} H^{(1)}_1(\xi) d\xi \]  

(6.44)

and

\[ H_z = 1 + \frac{1}{\sqrt{3}} e^{i k \rho} \int_{k \rho}^{\infty} \sin (\xi - k \rho) H^{(1)}_1(\xi) \frac{d\xi}{\xi} . \]  

(6.45)

respectively. where, in the derivation of eq. (6.45), the "jump" discontinuity of the first integral in eq. (6.43) must be taken into account.

If $k \rho \ll 1$, a small argument expansion of the Bessel functions in eq. (6.40) gives:

\[ H_z = 2 \eta (\phi_0 - \frac{\pi}{2}) \exp \{ i k \rho \sin (\phi_0 - \frac{\pi}{2}) \} + \frac{2}{\sqrt{3}} e^{i k \rho} \left[ \cos (\phi_0 - \frac{\pi}{2}) \cos (\phi_0 - \frac{\pi}{2}) \right. \]

\[ \left. \times \int_{k \rho}^{\infty} \cos \{ (\xi - k \rho) \sin (\phi_0 - \frac{\pi}{2}) \} H^{(1)}_1(\xi) d\xi - \sin \frac{1}{2} (\phi_0 - \frac{\pi}{2}) \int_{k \rho}^{\infty} \sin \{ (\xi - k \rho) \sin (\phi_0 - \frac{\pi}{2}) \} H^{(1)}_1(\xi) \frac{d\xi}{\xi} \right] + O[(k \rho)^{\min(1, v, 2)}] \]  

(6.46)

which makes explicit the edge behavior.
For \( k \rho \gg 1 \) a convenient decomposition of the field is
\[
H_z = H_{z}^{*0} + H_{z}^{d}
\]
where \( H_{z}^{*0} \) and \( H_{z}^{d} \) are the geometrical optics and diffracted fields respectively.

The geometrical optics field is
\[
H_{z}^{*0} = \sum_{n_1} \exp \left( i k \rho \cos \alpha_{n_1} \right) + \sum_{n_2} \exp \left( i k \rho \cos \alpha_{n_2} \right),
\]
where
\[
\alpha_{n_1} = \pi - \phi + \phi_0 - 2n_1 \pi, \quad \alpha_{n_2} = \pi - \phi - \phi_0 + 2\Omega - 2n_2 \pi,
\]
and the summations extend over all integers \( n_1 \) and \( n_2 \) satisfying the inequalities
\[
|\phi - \phi_0 + 2n_1 \pi| < \pi, \quad |\phi + \phi_0 - 2\Omega + 2n_2 \pi| < \pi,
\]
respectively. The diffracted field \( H_{z}^{d} \) can be written as (Oberhttinger [1956, 1958]):
\[
H_{z}^{d} = \{ V_0(-\pi - \phi + \phi_0) - V_0(\pi - \phi + \phi_0) \} + \{ V_0(-\pi - \phi - \phi_0 + 2\Omega - \phi_0 + 2\Omega) \},
\]
with
\[
V_0(\beta) = \frac{1}{2\pi v} \int_0^\pi e^{ikp \cosh t} \frac{\sin (\beta/v)}{\cosh (t/v) - \cos (\beta/v)} \, dt.
\]
For \( \beta \) near \( 2n\pi \) where \( n \) is an integer (Tuzhilin [1963]; but see also Oberhttinger [1956], for the case \( n = 0 \)):
\[
V_0(\beta) \sim \sum_{m=0}^{\infty} \{ A_m(\beta, v) - a_m(\beta - 2n\pi v) \} f_m + \text{sgn} (\beta - 2n\pi v) I
\]
where \( f_m \) and \( I \) are as defined in eqs. (6.22) and (6.23) respectively, and \( a_m(\beta - 2n\pi v) \) and \( A_m(\beta, v) \) as defined in eqs. (6.25) through (6.28). The above representation describes the asymptotic behavior of \( V_0(\beta) \) in the vicinity of the geometrical optics boundary \( \beta = 2n\pi \), and displays the discontinuity in \( V_0(\beta) \) necessary to compensate for the corresponding discontinuity in \( H_{z}^{*0} \). Of the four values of \( \beta \) implicit in eq. (6.51), not more than two can correspond to a geometrical optics boundary. An alternative but less convenient description of the diffracted field in the vicinity of a boundary has been given by Pauli [1938] using confluent hypergeometric functions.

For values of \( \beta \) away from a geometrical optics boundary such that the argument of the Fresnel integral in the expression for \( I \) (see eq. (6.23)) is large compared with unity,
\[
V_0(\beta) \sim \sum_{m=0}^{\infty} A_m(\beta, v) f_m,
\]
and from the leading term in this expansion,
\[
H_{z}^{d} \sim \frac{e^{ikp \cosh (\beta/v)}}{(2\pi k \rho) v} \sin \pi \left| \left( \frac{\cos \pi - \cos \phi - \phi_0}{v} \right)^{-1} + \left( \cos \pi + \cos 2\pi - \phi - \phi_0 \right)^{-1} \right|.
\]
This has the appearance of a cylindrical wave with

\[ P = \frac{i}{2\nu} \sin \frac{\pi}{\nu} \left[ \left( \cos \frac{\pi}{\nu} - \cos \frac{\phi - \phi_0}{\nu} \right)^{-1} + \left( \cos \frac{\pi}{\nu} + \cos \frac{2\pi - \phi - \phi_0}{\nu} \right)^{-1} \right] \]  

(6.56)

emanating from the edge. Computed values of |\( P \)| for \( \nu = \frac{1}{2} \) and three different \( \phi_0 \) are shown in Fig. 6.6.

![Graph showing the far field amplitude of the diffracted wave for different angles.](image)

**Fig. 6.6.** Far field amplitude of the diffracted wave for \( \phi_0 = 55^\circ \) (---), \( \phi_0 = 135^\circ \) (——) and \( \phi_0 = 180^\circ \) (---).

On the geometrical optics boundaries, the total magnetic field has the following asymptotic representations where, for simplicity, it has been assumed that \( \Omega < \frac{1}{2} \pi \).

(i) \( \phi = \pi - \phi_0 + 2\Omega \) with \( \Omega < \phi_0 < \pi \) (boundary for geometrical reflection from the upper face):

\[ H_z \sim \exp \left\{ ik\rho \cos (2(\phi_0 - \Omega)) + \frac{i}{2} e^{i\rho} + \frac{1}{v} e^{i(\mu + \frac{1}{2})} \left( \frac{\sin (\pi/v)}{\sqrt{2\pi \rho}} \right) \sin \left( \frac{\pi/v}{\phi_0/\nu} - \frac{i}{2} \cot \frac{\pi}{\nu} \right) \right\}. \]  

(6.57)

(ii) \( \phi = 3\pi - \phi_0 - 2\Omega \) with \( \pi - \Omega < \phi_0 < \pi \) (boundary for geometrical reflection from the lower face):
\[ H_z \sim \exp \{ik\rho \cos (\phi_0 + \Omega)\} + \frac{1}{v} \frac{e^{i(k\rho + \pi\psi)}}{\sqrt{2\pi k\rho}} \left\{ \frac{\sin(\pi/v)}{\cos(\pi/v) + \cos[(\pi - 2\phi_0)/v]} \right\} \cot \frac{\pi}{v}. \] (6.58)

Eqs. (6.57) and (6.58) are also valid when \( \phi_0 = \pi \) provided \( \Omega > 0 \).

(iii) \( \phi = \pi + \phi_0 \) with \( \Omega < \phi_0 < \pi - \Omega \) (boundary of the geometrical shadow):

\[ H_z \sim \frac{1}{v} \frac{e^{i(k\rho + \pi\psi)}}{\sqrt{2\pi k\rho}} \left\{ \frac{\sin(\pi/v)}{\cos(\pi/v) + \cos[(\pi - 2\phi_0)/v]} \right\} \cot \frac{\pi}{v}. \] (6.59)

When \( \phi_0 = \pi - \Omega \) (grazing incidence on the lower face) and \( \phi = 2\pi - \Omega \) (observation point on the lower face) the last two equations are replaced by:

\[ H_z \sim e^{ik\rho} - \frac{e^{i(k\rho + \pi\psi)}}{\sqrt{2\pi k\rho}} \frac{1}{v} \cot \frac{\pi}{v}. \] (6.60)

and this is also valid when \( \Omega = 0 \). By reciprocity it is further valid for \( \phi_0 = \Omega \) and \( \phi = \pi + \Omega \).

For the particular case of a right-angled wedge \( (\psi = \frac{\pi}{2}) \) an expression for \( H_z^d \) alternative to that given in eqs. (6.51) and (6.52) has been provided by Reiche [1912], and can be written as

\[ H_z^d = v_d(\phi - \phi_0) + u_d(\phi + \phi_0 - \frac{1}{2}\pi), \] (6.61)

where

\[ v_d(\beta) = -\frac{e^{i\pi \psi}}{\sqrt{3}} \left[ \sin \beta \sin \frac{\pi}{2} \int_{k\rho}^{\infty} \cos \{(\xi - k\rho) \cos \beta\} H_4^{11}(\xi) d\xi + \right. \]

\[ \left. + \cos \frac{\pi}{2} \int_{k\rho}^{\infty} \sin \{(\xi - k\rho) \cos \beta\} H_4^{11}(\xi) \frac{d\xi}{\xi} \right]. \] (6.62)

The function \( v_d(\beta) \) is discontinuous at the geometrical optics boundaries in order to compensate for the discontinuities in \( H_z^d \), and its behavior on the boundaries \( \beta = \pi, 2\pi \) is indicated in eq. (6.37).

6.3. Line sources

6.3.1. E-polarization

For an electric line source parallel to the edge and located at \( (\rho_0, \phi_0) \) such that

\[ E^l = 2H_0^{11}(kR), \] (6.63)

a contour integral representation of the total electric field is (MacDonald [1962]; Wiegrefe [1912]; Carslaw [1920]):

\[ E_z = \frac{1}{4i\pi v} \int_{C_{+}+C_{-}} H_0^{11}[kR(z)] \left\{ \cot \frac{\pi - \phi + \phi_0}{2v} - \cot \frac{\pi - \phi - \phi_0 + 2\Omega}{2v} \right\} dz. \] (6.64)
where

\[ R(z) = \left( \rho^2 + \rho_0^2 + 2\rho \rho_0 \cos \alpha \right)^{\frac{1}{2}} \]  

(6.65)

and \( C_1 \) and \( C_2 \) are the Sommerfeld contours shown in Fig. 6.2. An alternative representation of the total field as an eigenfunction expansion is

\[ E_z = \sum_{n=0}^{\infty} E_n \sin \frac{n(\phi - \Omega)}{\nu} \sin \frac{n(\phi_0 - \Omega)}{\nu} S_{n/\nu} \]  

(6.66)

where (Macdonald [1902]):

\[ S_r = J_1(k \rho_0) H_1^{(1)}(k \rho_0), \]  

(6.67)

which may also be written (Tuzhilin [1963]):

\[ S_r = \sum_{s=0}^{\infty} \frac{(1k \rho_0)^{2s+1}}{s!} H_1^{(1)}(k \sqrt{(\rho^2 + \rho_0^2)}) \]  

(6.68)

Using a simulated line source and wedge angles \( \Omega = 221^\circ, 45^\circ \), Row [1953] has measured \( |E_z| \) along a trajectory parallel to the upper face of the wedge.

Expressions for the surface field \( H_\rho \) are trivially obtainable from the above; no simplified forms of the contour integral representation are available.

If \( k \rho < 1 \) the eigenfunction expansion (6.66) is rapidly convergent. In particular, for \( k \rho \ll 1 \):

\[ E_z = \sum_{s=0}^{\infty} H_1^{(1)}(k \sqrt{(\rho^2 + \rho_0^2)}) \sin \frac{\phi - \Omega}{\nu} \sin \frac{\phi_0 - \Omega}{\nu} + O[(k \rho)^{\min(2 \nu, 2 + 1/\nu)}], \]  

(6.69)

which makes explicit the edge behavior.

For \( k \rho_0/R_1 \gg 1 \) (source and observation point far from the edge), a convenient decomposition of the field is

\[ E_z = E_z^{\text{geo}} + E_z^d, \]  

(6.70)

where \( E_z^{\text{geo}} \) and \( E_z^d \) are the geometrical optics and diffracted fields respectively. The geometrical optics field is

\[ E_z^{\text{geo}} = \sum_{n_1} H_1^{(1)}[\kappa R(x_{n_1})] - \sum_{n_2} H_1^{(1)}[\kappa R(x_{n_2})], \]  

(6.71)

where

\[ x_{n_1} = \pi - \phi + \phi_0 - 2n_1 \nu, \]  

(6.72)

\[ x_{n_2} = \pi - \phi - \phi_0 + 2\Omega - 2n_2 \nu, \]  

and the summations extend over all integers \( n_1 \) and \( n_2 \) satisfying the inequalities

\[ |\phi + \phi_0 + 2n_1 \nu| < \pi, \]  

\[ |\phi - \phi_0 + 2\Omega + 2n_2 \nu| < \pi, \]  

(6.73)

respectively. The diffracted field \( E_z^d \) can be written as
\[ E_\theta = \{ V_\theta(-\pi - \phi + \phi_0) - V_\theta(\pi - \phi + \phi_0) \} - \{ V_\theta(-\pi - \phi - \phi_0 + 2\Omega) - V_\theta(\pi - \phi - \phi_0 + 2\Omega) \}, \quad (6.74) \]

with
\[ V_\theta(\beta) = \frac{1}{2\pi v} \int_0^{\infty} H_0^{(1)}(kR(t)) \frac{\sin(\beta/v)}{\cosh(t/v) - \cos(\beta/v)} \, dt. \quad (6.75) \]

For \( \beta \) near \( 2n\pi \) where \( n \) is an integer (Tuzhilin [1963]):
\[ V_\theta(\beta) \sim \sum_{m=0}^{\infty} \{ a_\theta(\beta, v) - a_\theta(\beta - 2n\pi) \} \mu_m + \text{sgn}(\beta - 2n\pi) \mu, \quad (6.76) \]

where \( a_\theta(\beta - 2n\pi) \) and \( a_\theta(\beta, v) \) are defined in eqs. (6.25) through (6.28), and
\[ f_m = \frac{i(-1)^m (m + \frac{1}{2})}{\sqrt{2}} \left( \frac{R_1}{k \rho \rho_0} \right)^{m+\frac{1}{2}} H_{m+\frac{1}{2}}^{(1)}(kR_1), \quad (6.77) \]
\[ I = -\frac{2i}{\pi} e^{ikR(\beta - 2n\pi)} \int_{M}^{\infty} \sqrt{\mu^2 + 2kR(\beta - 2n\pi)} \, du, \quad (6.78) \]

with
\[ M = \frac{2\sqrt{(k \rho \rho_0) \sin(\frac{1}{2}(\beta - 2n\pi))}}{\sqrt{(R_1 + R(\beta - 2n\pi))}}. \quad (6.79) \]

Eq. (6.76) describes the asymptotic behavior of \( V_\theta(\beta) \) in the vicinity of the geometrical optics boundary specified by the integer \( n \), and displays the discontinuity in \( V_\theta(\beta) \) necessary to compensate for the corresponding discontinuity in \( E_\theta^{\text{ex}} \). For \( |M| \gg 1 \), i.e. away from the boundary,
\[ V_\theta(\beta) \sim \sum_{m=0}^{\infty} A_m(\beta, v) f_m \quad (6.80) \]

and from the leading term of this expansion,
\[ E_\theta \sim \frac{e^{ik\rho_0}}{\sqrt{(k \rho \rho_0)}} \frac{e^{ik\rho}}{\sqrt{(k \rho \rho_0)}} \frac{1}{v} \sin \frac{\pi}{v} \times \left[ \left( \cos \frac{\pi}{v} - \cos \frac{\phi - \phi_0}{v} \right)^{-1} - \left( \cos \frac{\pi}{v} + \cos \frac{2\pi - \phi - \phi_0}{v} \right)^{-1} \right]. \quad (6.81) \]

This has the appearance of a cylindrical wave diverging from the edge.

On the geometrical optics boundaries, the total field has the following asymptotic representations, where, for simplicity, it has been assumed that \( \Omega < \frac{1}{2} \pi \).

(i) \( \phi = \pi - \phi_0 + 2\Omega \) with \( \Omega < \phi_0 < \pi \) (boundary for geometrical reflection from the upper face):
\[ E_\theta \sim H_0^{(1)}(kR) - \frac{i}{2} H_0^{(1)}(kR_1) + \frac{1}{v} \frac{e^{ik(\theta + \rho_0)}}{\sqrt{(\rho \rho_0)}} \frac{1}{v} \sin \left( \frac{\pi}{v} \right) + \frac{1}{v} \sqrt{\frac{\cos \left( \frac{3\pi - 2\phi_0}{v} \right)}{v}}. \quad (6.82) \]
(ii) $\phi = 3\pi - \phi_0 - 2\Omega$ with $\pi - \Omega < \phi_0 < \pi$ (boundary for geometrical reflection from the lower face):

$$E_z \sim H_0^{(1)}(kr) - \frac{1}{2} H_0^{(1)}(kr) + \frac{1}{v} \frac{e^{ik(p + \rho_0)}}{\pi k \sqrt{(\rho \rho_0)}} \left\{ \frac{\sin(\pi/v)}{\cos(\pi/v) + \cos \left[ (\pi - 2\phi_c)/v \right]} \right\} .$$

(Eq. 6.83)

Eqs. (6.82) and (6.83) are also valid when $\phi_0 = \pi$ provided $\Omega > 0$.

(iii) $\phi = \pi + \phi_0$ with $\Omega < \phi_0 < \pi - \Omega$ (boundary of the geometrical shadow):

$$E_z \sim \frac{1}{2} H_0^{(1)}(kr) - \frac{1}{v} \frac{e^{ik(p + \rho_0)}}{\pi k \sqrt{(\rho \rho_0)}} \left\{ \frac{\sin(\pi/v)}{\cos(\pi/v) + \cos \left[ (\pi - 2\phi_c)/v \right]} \right\} .$$

(Eq. 6.84)

### 6.3.2. **H-polarization**

For a magnetic line source parallel to the edge and located at $(\rho_0, \phi_0)$ such that

$$H^1 = 2H_0^{(1)}(kr),$$

a contour integral representation of the total magnetic field is (MacDonald [1902]; Wiegreffe [1912]; Carslaw [1920]):

$$H_z = \frac{1}{4\pi v} \int_{C_1} \int_{C_2} H_0^{(1)}(kr) \left\{ \cot \frac{\pi - \alpha - \phi + \phi_0}{2v} + \cot \frac{\pi - \alpha - \phi_0 + 2\Omega}{2v} \right\} dx,$$

(Eq. 6.86)

where

$$R(s) = (\rho^2 + \rho_0^2 + 2\rho \rho_0 \cos \alpha)^{1/2}$$

(Eq. 6.87)

and $C_1$ and $C_2$ are the Sommerfeld contours shown in Fig. 6.2. An alternative representation of the total field as an eigenfunction expansion is

$$H_z = \frac{2}{v} \sum_{\alpha = 0}^\infty \frac{\varepsilon_0}{n(\phi - \Omega)} \frac{\cos(\phi_0 - \Omega)}{v} S_{n\alpha},$$

(Eq. 6.88)

where (MacDonald [1902]):

$$S_{n\alpha} = I_n(k \rho_0) H_0^{(1)}(k \rho_\alpha),$$

(Eq. 6.89)

which may also be written (Tuzhilin [1963]):

$$S_{n\alpha} = \sum_{\tau = 0}^\infty \frac{(i k \rho_0)^{2s + \tau}}{s! \Gamma(s + \tau + 1)} \frac{H_0^{(1)}(k \sqrt{(\rho^2 + \rho_0^2)})}{[\sqrt{(\rho^2 + \rho_0^2)})]^{2s + \tau}} .$$

(Eq. 6.90)

Expressions for the total magnetic field on the surface are trivially obtainable from the above; no simplified forms of the contour integral representation are available.

If $k \rho_0 \ll 1$ the eigenfunction expansion (6.88) is rapidly convergent. In particular, for $k \rho_0 \ll 1$:
\[ H_z = \frac{2}{v} H_0^{(1)}(k\sqrt{(\rho^2 + \rho_0^2)}) + \frac{4}{I(1/v)} \left( \frac{1}{k\rho \rho_0} \right)^{1/v} \]
\[ \times \frac{H_0^{(1)}(k\sqrt{(\rho^2 + \rho_0^2)}) \cos \frac{\phi - \Omega}{v} \cos \frac{\phi_0 - \Omega}{v} + O[(k\rho)_{\text{min}}(2/v, 2)]}{(\sqrt{(\rho^2 + \rho_0^2)})^{1/v}}. \quad (6.91) \]

which makes explicit the edge behavior.

For \(k\rho \rho_0/R_1 \gg 1\) (source and observation point far from the edge), a convenient decomposition of the field is

\[ H_z = H_z^{E,0} + H_z^d, \quad (6.92) \]

where \(H_z^{E,0}\) and \(H_z^d\) are the geometrical optics and diffracted fields respectively. The geometrical optics field is

\[ H_z^{E,0} = \sum_{n_1} H_0^{(1)}[kR(x_{n_1})] + \sum_{n_2} H_0^{(1)}[kR(x_{n_2})], \quad (6.93) \]

where

\[ x_{n_1} = \pi - \phi + \phi_0 - 2n_1 \nu \pi, \]
\[ x_{n_2} = \pi - \phi - \phi_0 + 2\Omega - 2n_2 \nu \pi, \quad (6.94) \]

and the summations extend over all integers \(n_1\) and \(n_2\) satisfying the inequalities

\[ |\phi - \phi_0 + 2n_1 \nu \pi| < \pi, \]
\[ |\phi + \phi_0 - 2\Omega + 2n_2 \nu \pi| < \pi. \quad (6.95) \]

respectively. The diffracted field \(H_z^d\) can be written as

\[ H_z^d = \{ V_d(-\pi - b + \phi_0) - V_d(\pi - \phi + \phi_0) \}
\[ + \{ V_d(-\pi - \phi - \phi_0 + 2\Omega) - V_d(\pi - \phi + \phi_0 + 2\Omega) \}. \quad (6.96) \]

with

\[ V_d(\beta) = \frac{1}{2\pi v \nu} \int_0^\pi \sin (\beta/v) \cosh (t/v) - \cos (\beta/v) dt. \quad (6.97) \]

For \(\beta\) near \(2n\pi\) where \(n\) is an integer (TUZHILIN [1963]):

\[ V_d(\beta) \sim \sum_{m=0}^\infty \{ A_n(\beta, \nu) - a_m(\beta - 2n\nu \pi) \} f_m + \text{sgn} (\beta - 2n\nu \pi) I. \quad (6.98) \]

where \(f_m\) and \(I\) are as defined in eqs. (6.77) and (6.78) respectively, and \(a_m(\beta - 2n\nu \pi)\) and \(A_n(\beta, \nu)\) as defined in eqs. (6.25) through (6.28). The above representation describes the asymptotic behavior of \(V_d(\beta)\) in the vicinity of the geometrical optics boundary \(\beta = 2n\nu \pi\), and displays the discontinuity in \(V_d(\beta)\) necessary to compensate for the corresponding discontinuity in \(H_z^{E,0}\). For values of \(\beta\) away from a geometrical optics boundary such that the lower limit of integration in the integral expression for \(I\) (see eq. (6.78)) is large compared with unity,

\[ V_d(\beta) \sim \sum_{m=0}^\infty A_n(\beta, \nu) f_m. \quad (6.99) \]
and from the leading term of this expansion,

$$H_z^d \sim \frac{e^{ikp_0}}{\sqrt{(\pi k p_0)}} \frac{e^{ikp}}{\sqrt{\pi k p}} \frac{1}{\sin \frac{\pi}{v}} \times \left( \left( \cos \frac{\pi}{v} - \cos \frac{\phi - \phi_0}{v} \right)^{-1} + \left( \cos \frac{\pi}{v} + \cos \frac{2\pi - \phi - \phi_0}{v} \right)^{-1} \right). \quad (6.100)$$

This has the appearance of a cylindrical wave diverging from the edge.

On the geometrical optics boundaries, the total magnetic field has the following asymptotic representations where, for simplicity, it has been assumed that $\Omega < \frac{1}{2}\pi$.

(i) $\phi = \pi - \phi_0 + 2\Omega$ with $\Omega < \phi_0 < \pi$ (boundary for geometrical reflection from the upper face):

$$H_z \sim H_0^{(1)}(kr) + \frac{1}{2}H_0^{(1)}(kr) + \frac{1}{\pi k \sqrt{(\rho \rho_0)}} \left( \frac{\sin (\pi/v)}{\cos (\pi/v) + \cos \left(\frac{(3\pi - 2\phi_0)/v}{v}\right)} \right) \cos \left(\frac{\phi_0}{v}\right). \quad (6.101)$$

(ii) $\phi = 3\pi - \phi_0 - 2\Omega$ with $\pi - \Omega < \phi_0 < \pi$ (boundary for geometrical reflection from the lower face):

$$H_z \sim \frac{1}{2}H_0^{(1)}(kr) + \frac{1}{2}H_0^{(1)}(kr) + \frac{1}{\pi k \sqrt{(\rho \rho_0)}} \left( \frac{\sin (\pi/v)}{\cos (\pi/v) + \cos \left(\frac{(\pi - 2\phi_0)/v}{v}\right)} \right) \cos \left(\frac{\phi_0}{v}\right). \quad (6.102)$$

Eqs. (6.101) and (6.102) are also valid when $\phi_0 = \pi$ provided $\Omega > 0$.

(iii) $\phi = \pi + \phi_0$ with $\Omega < \phi_0 < \pi - \Omega$ (boundary of the geometrical shadow):

$$H_z \sim \frac{1}{2}H_0^{(1)}(kr) + \frac{1}{\pi k \sqrt{(\rho \rho_0)}} \left( \frac{\sin (\pi/v)}{\cos (\pi/v) + \cos \left(\frac{(\pi - 2\phi_0)/v}{v}\right)} \right) \cos \left(\frac{\phi_0}{v}\right). \quad (6.103)$$

When $\phi_0 = \pi - \Omega$ (grazing incidence on the lower face) and $\phi = 2\pi - \Omega$ (observation point on the lower face) the last two equations are replaced by

$$H_z \sim \frac{1}{2}H_0^{(1)}(kr) - \frac{1}{\pi k \sqrt{(\rho \rho_0)}} \frac{1}{\cot \frac{\pi}{v}} \cos \left(\frac{\phi_0}{v}\right). \quad (6.104)$$

and this is also valid when $\Omega = 0$. By reciprocity it is further valid for $\phi_0 = \Omega$ and $\phi = \pi + \Omega$.

### 6.4. Point sources

#### 6.4.1. Acoustically soft wedge

For a point source at $(\rho_0, \phi_0, z_0)$ such that

$$V^i = \frac{e^{ikR}}{kR}, \quad (6.105)$$
a contour integral representation of the total field is (Wiegrefe [1912]; MacDonald [1915]; Carslaw [1920]):

\[ V = \frac{1}{4\pi \nu} \int_{C_1 + C_2} \frac{e^{ikR(\alpha)}}{kR(\alpha)} \left( \cot \frac{\pi - \alpha - \phi_0}{2} - \cot \frac{\pi - \alpha - \phi_0 + 2\Omega}{2} \right) d\alpha, \quad (6.106) \]

where

\[ R(\alpha) = \left( \rho^2 + \rho_0^2 + 2\rho \rho_0 \cos \alpha + (z-z_0)^2 \right)^{\frac{1}{2}} \]

and \( C_1 \) and \( C_2 \) are the Sommerfeld contours shown in Fig. 6.2. An alternative representation of the total field as an eigenfunction expansion is

\[ V = \sum_{n=-\infty}^{\infty} \varepsilon_n \sin \frac{\pi(\phi - \Omega)}{\nu} \sin \frac{\pi(\phi_0 - \Omega)}{\nu} S_n/v, \quad (6.108) \]

where (Oberhettinger [1954]):

\[ S_n = \frac{1}{2k} \int_{-\infty}^{\infty} e^{i(t-e-z_0)} f_\rho (\rho < \sqrt{(k^2 - t^2)}) H_{t+1}(\rho > \sqrt{(k^2 - t^2)}) dt, \quad (6.109) \]

which may be written as (Tuzhilin [1963]):

\[ S_n = i \sum_{s=0}^{\infty} \frac{(i k \rho_0)^{2s+r}}{s!} h_{s+\frac{r+1}{2}}^1(k\sqrt{(\rho^2 + \rho_0^2 + (z-z_0)^2)}) \left( \sqrt{(\rho^2 + \rho_0^2 + (z-z_0)^2)} \right)^{2s+r}, \quad (6.110) \]

and may further be written (MacDonald [1915]):

\[ S_n = i e^{-2i\pi s/n} \sum_{s=0}^{\infty} \frac{\Gamma(s+2\tau+1)}{s!} (2s+2\tau+1) J_{s+\tau}(k_r \rho) \left( \frac{\rho}{\rho_0} \right)^{s+\tau} \left( \cos \theta \right)^{s+\tau} \left( \cos \theta_0 \right)^{s+\tau}. \quad (6.111) \]

Expressions for the surface field \( \partial V/\partial \phi \) are trivially obtainable from the above; no simplified forms of the contour integral representation are available.

If \( k\rho \ll 1 \) the eigenfunction expansion (6.108) is rapidly convergent. In particular, for \( k\rho \ll 1 \):

\[ V = i \frac{4}{\Gamma(1/\nu)} \frac{(i k \rho_0)^{1/\nu}}{\nu} h_{1/2}^1(k\sqrt{(\rho^2 + \rho_0^2 + (z-z_0)^2)}) \frac{\sin \phi - \Omega}{\nu} \sin \frac{\phi_0 - \Omega}{\nu} + \frac{\sin \phi_0}{\nu} \sin \frac{\phi_0 - \Omega}{\nu} + O[(k\rho)^{\nu}], \quad (6.112) \]

which makes explicit the edge behavior.

For \( k\rho_0/R \ll 1 \) (source and observation point far from the edge), a convenient decomposition of the field is

\[ V = V^{g.o.} + V^d \quad (6.113) \]

where \( V^{g.o.} \) and \( V^d \) are the geometrical optics and diffracted fields respectively. The geometrical optics field is

\[ V^{g.o.} = \sum_{\alpha_i} \exp \left\{ i k R(x_{\alpha_i}) \right\} - \sum_{\beta_i} \exp \left\{ i k R(x_{\beta_i}) \right\}, \quad (6.114) \]
where
\[
\alpha_{n_1} = \pi - \phi + \phi_0 - 2n_1 v \pi,
\alpha_{n_2} = \pi - \phi - \phi_0 + 2\Omega - 2n_2 v \pi,
\]
and the summations extend over all integers \( n_1 \) and \( n_2 \) satisfying the inequalities
\[
|\phi - \phi_0 + 2n_1 v \pi| < \pi,
|\phi + \phi_0 - 2\Omega + 2n_2 v \pi| < \pi,
\]
respectively. The diffracted field \( V^d \) can be written as
\[
V^d = \{V_d(-\pi - \phi + \phi_0) - V_d(\pi - \phi + \phi_0) - \\
- \{V_d(-\pi - \phi - \phi_0 + 2\Omega) - V_d(\pi - \phi - \phi_0 + 2\Omega)\},
\]
with
\[
V_d(\beta) = \frac{1}{2\pi v} \int_0^\infty e^{i k R(it)} \frac{\sin(\beta/v)}{kR(it) \cosh(t/v) - \cos(\beta/v)} dt.
\]
For \( \beta \) near \( 2nv \), where \( n \) is an integer (Tuzhilin [1963]):
\[
V_d(\beta) \sim \sum_{m=0}^\infty (A_m(\beta, v) - a_m(\beta - 2nv)) f_m + \text{sgn} (\beta - 2nv) I,
\]
where \( a_m(\beta - 2nv) \) and \( A_m(\beta, v) \) are defined in eqs. (6.25) through (6.28), and
\[
f_m = \frac{i(-1)^m T(m+\frac{1}{2})}{2k} \sqrt{\frac{\pi}{\rho \rho_0}} \left( \frac{R_1}{k \rho \rho_0} \right)^m H_m^{(1)}(kR_1),
\]
\[
I = i \int_{|M|}^{\infty} \frac{H_1^{(1)}[\mu^2 + kR(\beta - 2nv)]}{\sqrt{\{\mu^2 + 2kR(\beta - 2nv)\}}} d\mu,
\]
with
\[
M = \frac{2v (k \rho \rho_0) \sin(\beta - 2nv)}{\sqrt{\{R_1 + R(\beta - 2nv)\}}}.
\]
Eq. (6.119) describes the asymptotic behavior of \( V_d(\beta) \) in the vicinity of the geometrical optics boundary specified by the integer \( n \), and displays the discontinuity in \( V_d(\beta) \) necessary to compensate for the corresponding discontinuity in \( V_{\ast,0} \). For \( |M| \gg 1 \), i.e. away from the boundary,
\[
V_d(\beta) \sim \sum_{m=0}^\infty A_m(\beta, v) f_m,
\]
and from the leading term of this expansion,
\[
I^* \sim \frac{e^{ikR_1 R_1}}{(2\pi R_1)^{1/2}} \frac{1}{k} \frac{1}{\sqrt{\rho \rho_0}} \frac{1}{v} \frac{1}{v} \sin \pi
\times \left[ \left( \cos \frac{\pi}{v} - \cos \frac{\phi - \phi_0}{v} \right)^{-1} - \left( \cos \frac{\pi}{v} + \cos \frac{2\pi - \phi - \phi_0}{v} \right)^{-1} \right].
\]
On the geometrical optics boundaries, the total field has the following asymptotic representations, where, for simplicity, it has been assumed that \( \Omega < \frac{1}{2} \pi \).

(i) \( \phi = \pi - \phi_0 + 2\Omega \) with \( \Omega < \phi_0 < \pi \) (boundary for geometrical reflection from the upper face):

\[
V \sim \frac{e^{ikR}}{kR} - \frac{1}{2} \frac{e^{ikR_1}}{kR_1} + \frac{1}{\sqrt{2\pi kR_1}} \frac{1}{\sqrt{(\pi/2) kR_1}} \frac{1}{\sqrt{(\pi/2) k\rho_0}} \times \left\{ \frac{\sin (\pi/\nu)}{\cos (\pi/\nu) + \cos \left[ (3\pi - 2\phi_0)/\nu \right]} + \frac{1}{2} \cot \frac{\pi}{\nu} \right\}. \tag{6.125}
\]

(ii) \( \phi = 3\pi - \phi_0 - 2\Omega \) with \( \pi - \Omega < \phi_0 < \pi \) (boundary for geometrical reflection from the lower face):

\[
V \sim \frac{e^{ikR}}{kR} - \frac{1}{2} \frac{e^{ikR_1}}{kR_1} + \frac{1}{\sqrt{2\pi kR_1}} \frac{1}{\sqrt{(\pi/2) kR_1}} \frac{1}{\sqrt{(\pi/2) k\rho_0}} \times \left\{ \frac{\sin (\pi/\nu)}{\cos (\pi/\nu) + \cos \left[ (3\pi - 2\phi_0)/\nu \right]} + \frac{1}{2} \cot \frac{\pi}{\nu} \right\}. \tag{6.126}
\]

Eqs. (6.125) and (6.126) are also valid when \( \phi_0 = \pi \) provided \( \Omega > 0 \).

(iii) \( \phi = \pi + \phi_0 \) with \( \Omega < \phi_0 < \pi - \Omega \) (boundary of the geometrical shadow):

\[
V \sim \frac{e^{ikR}}{kR} - \frac{1}{2} \frac{e^{ikR_1}}{kR_1} + \frac{1}{\sqrt{2\pi kR_1}} \frac{1}{\sqrt{(\pi/2) kR_1}} \frac{1}{\sqrt{(\pi/2) k\rho_0}} \times \left\{ \frac{\sin (\pi/\nu)}{\cos (\pi/\nu) + \cos \left[ (\pi - 2\phi_0)/\nu \right]} + \frac{1}{2} \cot \frac{\pi}{\nu} \right\}. \tag{6.127}
\]

6.4.2. Acoustically hard wedge

For a point source at \((\rho_0, \phi_0, z_0)\) such that

\[
V^1 = \frac{e^{ikR}}{kR}, \tag{6.128}
\]

a contour integral representation of the total field is (WIEGRO [1912]; MACDONALD [1915]; CARSLAW [1920]):

\[
V = \frac{1}{4\pi \nu} \int_{C_1 + C_2} \frac{e^{ikR(x)}}{kR(x)} \left( \cot \frac{\pi - \alpha - \phi + \phi_0}{2\nu} + \cot \frac{\pi - \alpha - \phi - \phi_0 + 2\Omega}{2\nu} \right) dx. \tag{6.129}
\]

where

\[
R(x) = \left\{ \rho^2 + \rho_0^2 + 2\rho\rho_0 \cos x + (z - z_0)^2 \right\}^{\frac{1}{2}} \tag{6.130}
\]

and \(C_1\) and \(C_2\) are the Sommerfeld contours shown in Fig. 6.2. An alternative representation of the total field as an eigenfunction expansion is

\[
V = \frac{2}{\nu} \sum_{n=0}^{\infty} \frac{n(\phi - \Omega)}{\nu} \cos n(\phi_0 - \Omega) S_{n,\nu}. \tag{6.131}
\]

where (OBERTHITINGER [1954]):

\[
S_{\nu} = \int_{-\infty}^{\infty} e^{i\nu z - 2\nu t} J_{\nu}(\rho) J_{\nu}(k^2 - t^2) d\nu. \tag{6.132}
\]
which may be written as (Tuzhilin [1963]):
\[ S_t = i \sum_{s=0}^{\infty} \frac{(4k \rho \rho_0)^{2s+1}}{s! \Gamma(s+\omega+1)} \frac{h^{(1)}_{2s+1}(k \sqrt{\rho^2 + \rho_0^2 + (z-z_0)^2})}{(\sqrt{\rho^2 + \rho_0^2 + (z-z_0)^2})^{2s+1}} \]  
(6.133)
and may further be written (MacDonald [1915]):
\[ S_t = i e^{-2i\pi} \sum_{s=0}^{\infty} \frac{\Gamma(s+2\omega+1)}{s!} (2s+2\omega+1) J_{s+\omega}(kr_0) P_{2s+1}^{-}\,(\cos \theta) P_{2s+1}^{-}\,(\cos \theta_0). \]  
(6.134)
Expressions for the total field on the surface are trivially obtainable from the above; no simplified forms of the contour integral representations are available.

If \( k \rho \ll 1 \) the eigenfunction expansion (6.131) is rapidly convergent. In particular, for \( k \rho \ll 1 \)
\[ V = \sum_{n} \exp \left\{ ikR(z_n) \right\} + \sum_{n} \frac{\exp \{ikR(z_n)\}}{kR(z_n)}, \]  
(6.137)
where \( V^{\text{geo}} \) and \( V^{\text{dif}} \) are the geometrical optics and diffracted fields respectively. The geometrical optics field is
\[ V^{\text{geo}} = \sum_{n_1} \exp \left\{ ikR(x_{n_1}) \right\} + \sum_{n_2} \frac{\exp \{ikR(x_{n_2})\}}{kR(x_{n_2})}, \]  
(6.138)
where
\[ x_{n_1} = \pi - \phi + \phi_0 - 2n_1 \nu \pi, \]
\[ x_{n_2} = \pi - \phi - \phi_0 + 2\Omega - 2n_2 \nu \pi, \]  
(6.139)
and the summations extend over all integers \( n_1 \) and \( n_2 \) satisfying the inequalities
\[ |\phi - \phi_0 + 2n_1 \nu \pi| < \pi, \]
\[ |\phi + \phi_0 - 2\Omega + 2n_2 \nu \pi| < \pi. \]  
(6.139)
respectively. The diffracted field \( V^{\text{dif}} \) can be written as
\[ V^{\text{dif}} = \left\{ V^{\text{dif}}(\pi - \phi + \phi_0) + V^{\text{dif}}(\pi - \phi - \phi_0) \right\} + \left\{ V^{\text{dif}}(\pi - \phi - \phi_0 + 2\Omega) + V^{\text{dif}}(\pi - \phi + \phi_0 + 2\Omega) \right\}, \]  
(6.140)
with

$$V_d(\beta) = \frac{1}{2\pi v} \int_0^\infty e^{ikR(it)} \frac{\sin (\beta/v)}{kR(it) \cosh (t/v) - \cos (\beta/v)} \, dt.$$  \hspace{1cm} (6.141)

For $\beta$ near $2n\pi$ where $n$ is an integer (TUZHIKE [1963]):

$$V_d(\beta) \sim \sum_{m=0}^\infty \{ A_m(\beta, v) - a_m(\beta - 2n\pi) \} f_m + \text{sgn} (\beta - 2n\pi) I,$$  \hspace{1cm} (6.142)

where $f_m$ and $I$ are as defined in eqs. (6.120) and (6.121) respectively, and $a_m(\beta - 2n\pi)$ and $A_m(\beta, v)$ as defined in eqs. (6.25) through (6.28). The above representation describes the asymptotic behavior of $V_d(\beta)$ in the vicinity of the geometrical optics boundary $\beta = 2n\pi$, and displays the discontinuity in $V_d(\beta)$ necessary to compensate for the corresponding discontinuity in $V_{\phi=0}$. For values of $\beta$ away from a geometrical optics boundary such that the lower limit of integration in the integral expression for $I$ (see eq. (6.121)) is large compared to unity,

$$V_d(\beta) \sim \sum_{m=0}^\infty A_m(\beta, v) f_m,$$  \hspace{1cm} (6.143)

and from the leading term of this expansion,

$$V_d \sim \frac{e^{ikR_1} + 1}{\sqrt{2\pi kR_1}} \frac{1}{k} \frac{1}{\sin \frac{\pi}{v}} \frac{1}{\cos (\pi/v) + \cos (\pi/v)} \cdot$$  \hspace{1cm} (6.144)

$$\times \left( \left( \cos \frac{\pi}{v} - \cos \frac{\phi - \phi_0}{v} \right)^{-1} + \left( \cos \frac{\pi}{v} + \cos \frac{2\pi - \phi - \phi_0}{v} \right)^{-1} \right).$$

On the geometrical optics boundaries, the total field has the following asymptotic representations, where, for simplicity, it has been assumed that $\Omega < \frac{1}{2} \pi$.

(i) $\phi = \pi - \phi_0 + 2\Omega$ with $\Omega < \phi_0 < \pi$ (boundary for geometrical reflection from the upper face):

$$v' \sim \frac{e^{ikR}}{kR} \frac{1}{2 kR_1} \frac{1}{v} \frac{1}{\sqrt{2\pi kR_1}} \frac{1}{k} \frac{1}{\cos (\pi/v) + \cos (\pi/v)} \cdot$$  \hspace{1cm} (6.145)

(ii) $\phi = 3\pi - \phi_0 - 2\Omega$ with $\pi - \Omega < \phi_0 < \pi$ (boundary for geometrical reflection from the lower face):

$$v' \sim \frac{e^{ikR}}{kR} \frac{1}{2 kR_1} \frac{1}{v} \frac{1}{\sqrt{2\pi kR_1}} \frac{1}{k} \frac{1}{\cos (\pi/v) + \cos (\pi/v)} \cdot$$  \hspace{1cm} (6.146)

Eqs. (6.145) and (6.146) are also valid when $\phi_0 = \pi$ provide $\Omega > 0$.

(iii) $\phi = \pi + \phi_0$ with $\Omega < \phi_0 < \pi - \Omega$ (boundary of the geometrical shadow):

$$v' \sim \frac{e^{ikR_1}}{2 kR_1} \frac{1}{v} \frac{1}{\sqrt{2\pi kR_1}} \frac{1}{k} \frac{1}{\cos (\pi/v) + \cos (\pi/v)} \cdot$$  \hspace{1cm} (6.147)
When $\phi_0 = \pi - \Omega$ (grazing incidence on the lower face) and $\phi = 2\pi - \Omega$ (observation point on the lower face) the last two equations are replaced by

$$V \sim e^{ikR_1} - \frac{e^{ikR_1 + i\phi}}{\sqrt{(2\pi k R_1)}} \frac{1}{k \sqrt{(\rho \rho_0)}} \frac{1}{\nu} \cot \frac{\pi}{\nu},$$

(6.148)

and this is also valid when $\Omega = 0$. By reciprocity it is further valid for $\phi_0 = \Omega$ and $\phi = \pi + \Omega$.

6.5. Dipole sources

6.5.1. Electric dipoles

For an arbitrarily oriented electric dipole at $(\rho_0, \phi_0, z_0)$ with moment $(4\pi e/k)\hat{e}$, corresponding to an electric Hertz vector

$$\Pi^l = \hat{e} \frac{e^{ikR}}{kR},$$

(6.149)

where

$$\hat{e} = \hat{x} \sin \Theta \cos \phi + \hat{y} \sin \Theta \sin \phi + \hat{z} \cos \Theta,$$

(6.150)

a contour integral representation of the total electric Hertz vector is (MALYZHINETS and Tuzhilin [1963]):

$$\Pi = \frac{1}{4 \pi i} \int_{C_1 + C_2} \frac{e^{ikR(z)}}{kR(z)} \left[ \hat{e} \left( \pi - x - \phi + \phi_0 - \Phi \right) \cot \frac{\pi - x - \phi + \phi_0}{2\nu} - \hat{e} \left( \pi - x - \phi - \phi_0 + \Phi \right) \cot \frac{\pi - x - \phi - \phi_0 + 2\Omega}{2\nu} \right] dz,$$

(6.151)

where

$$R(z) = \left( \rho^2 + \rho_0^2 + 2\rho \rho_0 \cos \alpha + (z - z_0)^2 \right)^{\frac{1}{2}},$$

(6.152)

$$\hat{e}(z) = \hat{x} \sin \Theta \cos \alpha + \hat{y} \sin \Theta \sin \alpha + \hat{z} \cos \Theta,$$

(6.153)

and $C_1$ and $C_2$ are the Sommerfeld contours shown in Fig. 6.2. Expressions for the total electric and magnetic fields can be obtained from eq. (6.151) by application of the usual differential operators in Cartesian coordinates to $\Pi$ (MALYZHINETS and Tuzhilin [1963]). Alternative expressions for the fields have also been given by Teisseyre [1955a, b, c; 1956]. In the case of a $\hat{z}$ oriented dipole, $\Pi$ reduces to $2\nu^*$, where $\nu^*$ is the point source solution for an acoustically soft wedge (see Section 6.4.1).

A representation for the total electric field as an eigenfunction expansion is

$$E(r) = 4\pi k G_e(r|\rho_0) \cdot \hat{e},$$

(6.154)

where $G_e(r|\rho_0)$ is the electric dyadic Green function for the wedge. In circular cylindrical coordinates (Tat [1954]):
\[
\frac{4\pi}{k} G_e(r) \rho = \left( \frac{\partial}{\partial \rho} - \frac{\rho}{r} \frac{\partial}{\partial r} \right) \left( \rho \frac{\partial}{\partial \rho} - \phi \frac{\partial}{\partial \theta} \right) U + \\
+ \left( \frac{\partial^2}{\partial \rho^2} + \frac{\partial}{\partial \rho} \left( \frac{\partial^2}{\partial \theta^2} + k^2 \right) \right) \phi \frac{\partial}{\partial \rho} + \phi \frac{\partial}{\partial \theta} \frac{\partial^2}{\partial \rho^2} + \frac{k^2}{r} \frac{\partial^2}{\partial \rho^2} \frac{\partial}{\partial \rho} + \frac{\partial}{\partial \rho} \left( \frac{\partial^2}{\partial \rho^2} + k^2 \right) \right) \frac{U}{k^2},
\]

where

\[
U = \frac{2}{\nu} \sum_{n=0}^{\infty} e_n \cos \left( \frac{n(\phi - \Omega)}{\nu} \right) \cos \left( \frac{n(\phi_0 - \Omega)}{\nu} \right) T_{n\nu},
\]

\[
U = \frac{2}{\nu} \sum_{n=0}^{\infty} e_n \sin \left( \frac{n(\phi - \Omega)}{\nu} \right) \sin \left( \frac{n(\phi_0 - \Omega)}{\nu} \right) T_{n\nu},
\]

\[
T_r = \frac{i}{2k} \int_{-\pi}^{\pi} \frac{dt}{r^2 - 2r \cos \theta + 1} e^{i(t - \theta)} \int_{\rho < \sqrt{(k^2 - t^2)}} H^{(1)}_{n}(\rho \sqrt{(k^2 - t^2)}) \frac{d\Omega}{k^2}.
\]

Since

\[
\left( \frac{\partial^2}{\partial z^2} + k^2 \right) U = V^4,
\]

the solution for a \( \hat{z} \) oriented dipole (that is, \( \hat{\ell} = \hat{z} \)) again follows immediately from the point source solution. On the other hand, in spherical coordinates (TILSTON [1952]):

\[
\frac{4\pi}{k} G_e(r) \rho = \left( \frac{\partial}{\partial \rho} - \frac{\rho}{r} \frac{\partial}{\partial r} \right) \left( \rho \frac{\partial}{\partial \rho} - \phi \frac{\partial}{\partial \theta} \right) U + \\
+ \left( \frac{\partial^2}{\partial \rho^2} + \frac{\partial}{\partial \rho} \left( \frac{\partial^2}{\partial \theta^2} + k^2 \right) \right) \phi \frac{\partial}{\partial \rho} + \phi \frac{\partial}{\partial \theta} \frac{\partial^2}{\partial \rho^2} + \frac{k^2}{r} \frac{\partial^2}{\partial \rho^2} \frac{\partial}{\partial \rho} + \frac{\partial}{\partial \rho} \left( \frac{\partial^2}{\partial \rho^2} + k^2 \right) \right) \frac{rr_{\rho}}{k^2},
\]

where \( U \) and \( r \) are as given in eqs. (6.156) and (6.157) respectively, but with eq. (6.158) replaced by

\[
T_r = i e^{-2\pi s} \sum_{s=0}^{\infty} \frac{\Gamma(s + 2t + 1)}{s!} \frac{2s + 2t + 1}{(s + \tau)(s + \tau + 1)} \\
\times \int_{k \rho < \sqrt{(k^2 - \tau^2)}} (k_{\rho})(k_{\theta}) P(s + 1, \tau + 1)(\cos \theta) \frac{d\Omega}{k^2}.
\]

Since

\[
r_0 \left( \frac{\partial^2}{\partial r_0^2} + k^2 \right) \frac{r_0}{k^2} = V^4,
\]
the solution for a radial dipole (that is, $\hat{r} = \hat{r}_0$) now follows immediately from the point source solution.

If $kr \ll 1$ and $kr_0 \gg 1$, the representation in equation (6.160) is rapidly convergent and leads to (Felsen [1957])

\[
E = \frac{2ik}{vF(1/v)} \frac{\exp(ikr_0 - \frac{i\pi}{\nu})}{r_0} \left( \frac{k_0 \sin \theta_0}{v} \right)^{1/\nu - 1} \left( \hat{\rho} \sin \frac{\phi - \Omega}{v} + \hat{\phi} \cos \frac{\phi - \Omega}{v} \right) 
\times \left( \hat{\theta}_0 \cdot \hat{e} \right) \cos \hat{u}_e \sin \frac{\phi_0 - \Omega}{v} + \left( \hat{\phi}_0 \cdot \hat{e} \right) \cos \frac{\phi_0 - \Omega}{v} + 
+ O[(kr_0)^{-1}(kr)_{\min}^{(2/\nu - 1, 1/\nu, 1)}](kr_0)^{-2},
\]

\[
H = \frac{2ik}{vF(1/v)} \frac{\exp(ikr_0 - \frac{i\pi}{\nu})}{r_0} \left( \frac{k_0 \sin \theta_0}{v} \right)^{1/\nu - 1} \left( \hat{\rho} \cos \frac{\phi - \Omega}{v} - \hat{\phi} \sin \frac{\phi - \Omega}{v} \right) 
\times \left( \hat{\theta}_0 \cdot \hat{e} \right) \sin \hat{u}_e \cos \frac{\phi_0 - \Omega}{v} + \left( \hat{\phi}_0 \cdot \hat{e} \right) \cos \frac{\phi_0 - \Omega}{v} - \frac{2kY}{v} \frac{e^{ikr_0}}{r_0} \left( \hat{\phi}_0 \cdot \hat{e} \right) \sin \theta_0 + 
+ O[(kr_0)^{-1}(kr)_{\min}^{(2/\nu - 1, 1/\nu, 1)}](kr_0)^{-2},
\]

where

\[
\hat{\theta}_0 \cdot \hat{e} = \cos \theta_0 \sin \theta \cos (\phi_0 - \phi) - \sin \theta_0 \cos \theta, \\
\hat{\phi}_0 \cdot \hat{e} = -\sin \theta \sin (\phi_0 - \phi).
\]

The above equations make explicit the behavior of the electromagnetic fields near to the edge.

For $k\rho_0/R_1 \gg 1$ (source and observation point far from the edge), a convenient decomposition of the total electric Hertz vector is

\[
\Pi = \Pi^{o.} + \Pi^d
\]

where $\Pi^{o.}$ and $\Pi^d$ are the geometrical optics and diffracted contributions respectively. The geometrical optics contribution is

\[
\Pi^{o.} = \sum_{n_1} \frac{\exp \{ikR(a_{n_1})\}}{kR(a_{n_1})} \hat{e}(\phi + 2n_1 \nu \pi) - \sum_{n_2} \frac{\exp \{ikR(a_{n_2})\}}{kR(a_{n_2})} \hat{e}(\phi - 2\Omega + 2n_2 \nu \pi),
\]

where

\[
a_{n_1} = \pi - \phi + \phi_0 - 2n_1 \nu \pi, \\
a_{n_2} = \pi - \phi + \phi_0 + 2\Omega - 2n_2 \nu \pi,
\]

and the summations extend over all integers $n_1$ and $n_2$ satisfying the inequalities

\[
|\phi - \phi_0 + 2n_1 \nu \pi| < \pi, \\
|\phi + \phi_0 - 2\Omega + 2n_2 \nu \pi| < \pi.
\]
respectively. The diffracted contribution \( \Pi^d \) can be written as (Tuzhilin [1964]):
\[
\Pi^d = \{ \Pi^{(1)}_d (\pi - \phi + \phi_0) - \Pi^{(1)}_d (\pi - \phi - \phi_0) \} - \{ \Pi^{(2)}_d (\pi - \phi + \phi_0 + 2\Omega) - \Pi^{(2)}_d (\pi - \phi - \phi_0 + 2\Omega) \},
\]
where
\[
\Pi^{(1)}_d (\beta) = \frac{1}{2\pi v} \int_0^\infty \frac{e^{ikR(t)}}{kR(it)} \left[ \sin \frac{\beta}{v} \left( \hat{e}(\beta - \Phi) + (\cosh t - 1) \left( \hat{e}(\beta - \Phi) + \hat{e} \right) \right) - \frac{dt}{\cosh (t/v) - \cos (\beta/v)} \right] \tag{6.171}
\]
and \( \Pi^{(2)}_d (\beta) \) is obtained from \( \Pi^{(1)}_d (\beta) \) by replacing \( \hat{e}(\beta - \Phi) \) by \( \hat{e}(\beta + \Phi - 2\Omega) \). For \( \beta \) near \( 2n\pi \) where \( n \) is an integer (Tuzhilin [1964]):
\[
\Pi^{(1)}_d (\beta) \sim \sum_{m=0}^\infty \{ \pi^{(1)}_m (\beta, \nu) - a_m (\beta - 2n\pi) \hat{e}(2n\pi - \Phi) \} f_m + \hat{e}(2n\pi - \Phi) \text{sgn} (\beta - 2n\pi) I, \tag{6.172}
\]
with
\[
\pi^{(1)}_0 (\beta) = A_0 (\beta, \nu) \hat{e}(\beta - \Phi), \tag{6.173}
\]
and, for \( m \geq 1 \),
\[
\pi^{(1)}_m (\beta) = A_m (\beta, \nu) \hat{e}(\beta - \Phi) + A_{m-1} (\beta, \nu) \left[ \hat{e} \left( \beta - \Phi \right) \times \hat{e} \right] + \frac{2}{2m-1} \frac{dA_{m-1} (\beta, \nu)}{d\beta} \left[ \hat{e} \left( \beta - \Phi \right) \times \hat{e} \right]. \tag{6.174}
\]
In the above equations \( a_m (\beta - 2n\pi) \) and \( A_m (\beta, \nu) \) are as defined in eqs. (6.25) through (6.28), and \( f_m \) and \( I \) are as given in eqs. (6.120) and (6.121) respectively. Similarly,
\[
\Pi^{(2)}_d (\beta) \sim \sum_{m=0}^\infty \{ \pi^{(2)}_m (\beta, \nu) - a_m (\beta - 2n\pi) \hat{e}(2n\pi + \Phi - 2\Omega) \} f_m + \hat{e}(2n\pi + \Phi - 2\Omega) \text{sgn} (\beta - 2n\pi) I, \tag{6.175}
\]
where \( \pi^{(2)}_m (\beta, \nu) \) is obtained from \( \pi^{(1)}_m (\beta, \nu) \) by replacing \( \hat{e}(\beta - \Phi) \) by \( \hat{e}(\beta + \Phi - 2\Omega) \). Eqs. (6.172) and (6.175) describe the asymptotic behavior of \( \Pi^{(1)}_d (\beta) \) or \( \Pi^{(2)}_d (\beta) \) in the vicinity of the geometrical optics boundary specified by the integer \( n \), and display the discontinuity in \( \Pi^{(1)}_d (\beta) \) or \( \Pi^{(2)}_d (\beta) \) necessary to compensate for the corresponding discontinuity in \( \Pi^b \). Away from the boundary such that \( |M| > 1 \) in the expression for \( I \) given in eq. (6.121),
\[
\Pi^{(1),(2)}_d (\beta) \sim \sum_{m=0}^\infty \pi^{(1),(2)}_m (\beta, \nu) f_m, \tag{6.176}
\]
and from the leading term in this expansion,
\[
\Pi^d = e^{ikR^1 + i\pi} \frac{1}{2\pi kR_1} \frac{1}{(\rho_0 v)^v} \sin \pi \nu \chi \chi \left( \hat{e}(\pi - \phi + \phi_0 - \Phi) - \hat{e}(\pi - \phi - \phi_0 + \Phi) \right) \left[ \cos \left( \pi v \right) - \cos \left( \left( \phi - \phi_0 \right) v \right) \right] \cos \left( \left( \phi - \phi_0 \right) v \right) + \cos \left( \left( 2\pi - \phi - \Phi_0 \right) v \right), \tag{6.177}
\]
6.5.2. Magnetic dipoles

For an arbitrarily oriented magnetic dipole at \((\rho_0, \phi_0, z_0)\) with moment \((4\pi/k)\hat{e}\) corresponding to a magnetic Hertz vector

\[
\vec{H}^i = \hat{e} \frac{e^{ikR}}{kR}
\]  

(6.178)

where

\[
\hat{e} = \hat{x} \sin \Theta \cos \Phi + \hat{y} \sin \Theta \sin \Phi + \hat{z} \cos \Theta,
\]

(6.179)

a contour integral representation of the total magnetic Hertz vector is (Tuzhilin [1964]):

\[
\vec{H} = \frac{1}{4\pi \nu} \int_{C_1 + C_2} \frac{e^{ikR(\alpha)}}{kR(\alpha)} \left( \hat{e}(\pi - \alpha - \phi + \phi_0 - \Phi) \cot \frac{\pi - \alpha - \phi + \phi_0 + 2\Omega}{2\nu} + \hat{e}(\pi - \alpha - \phi - \phi_0 + \Phi) \cot \frac{\pi - \alpha - \phi - \phi_0 + 2\Omega}{2\nu} \right) d\alpha,
\]

(6.180)

where

\[
R(\alpha) = \rho^2 + \rho_0^2 + 2\rho_0 \rho \cos \alpha + (z - z_0)^2, \]

(6.181)

\[
\hat{e}(\alpha) = \hat{x} \sin \Theta \cos \Phi + \hat{y} \sin \Theta \sin \Phi + \hat{z} \cos \Theta,
\]

(6.182)

and \(C_1\) and \(C_2\) are the Sommerfeld contours shown in Fig. 6.2. Expressions for the total electric and magnetic fields can be obtained from eq. (6.180) by application of the usual differential operators in Cartesian coordinates to \(\vec{H}\). Alternative expressions for the fields have been given by Teisseyre [1955a, b, c; 1956]. In the case of a \(\hat{z}\) oriented dipole, \(\vec{H}\) reduces to \(2V^h\), where \(V^h\) is the point source solution for an acoustically hard wedge (see Section 6.4.2).

A representation for the total magnetic field as an eigenfunction expansion is

\[
H(r) = 4\pi k G_m(r,r_0) \cdot \hat{e}.
\]

(6.183)

where \(G_m(r,r_0)\) is the magnetic dyadic Green function for the wedge. In circular cylindrical coordinates (Tai [1954]):

\[
\frac{4\pi}{k} G_m(r,r_0) = \left[ \frac{\hat{e}}{\rho} \frac{\partial}{\partial \phi} - \hat{\phi} \frac{\partial}{\partial \rho} \right] \left[ \frac{\hat{\phi}}{\rho} \frac{\partial}{\partial \phi} - \hat{\phi} \frac{\partial}{\partial \rho} \right] \frac{\hat{e}}{\rho} + \frac{\hat{e}}{\rho} \frac{\partial^2}{\partial \rho \partial \rho} + \frac{\hat{\phi}}{\rho} \frac{\partial^2}{\partial \phi \partial \phi} + \frac{\hat{e}}{\rho_0} \frac{\partial^2}{\partial \rho_0 \partial \rho_0} + \frac{\hat{\phi}}{\rho_0} \frac{\partial^2}{\partial \phi_0 \partial \phi_0} + \frac{\hat{e}_0}{\rho_0} \frac{\partial^2}{\partial z_0 \partial z_0} + \frac{\hat{\phi}_0}{\rho_0} \frac{\partial^2}{\partial \phi_0 \partial z_0} + \frac{\hat{e}_0}{\rho_0} \frac{\partial^2}{\partial z_0 \partial z_0} + \frac{\hat{\phi}_0}{\rho_0} \frac{\partial^2}{\partial \phi_0 \partial z_0},
\]

(6.184)

where \(\mathcal{U}\) and \(\mathcal{L}\) are defined by eqs. (6.156) through (6.158). Since

\[
\left( \hat{e}_0^2 + k^2 \right) \mathcal{U} = V^h.
\]

(6.185)
the solution for a $\vec{z}$ oriented dipole (that is, $\vec{z} = \vec{t}$) again follows immediately from the point source solution. On the other hand, in spherical coordinates (TILSTON [1952]):

\[
\frac{4\pi}{k} \mathcal{G}_m(r | r_0) = \left( \begin{array}{l}
\frac{\hat{\theta}}{\sin \theta \partial \phi} - \phi \frac{\partial}{\partial \theta} (\sin \theta \frac{\partial \phi}{\partial \theta} - \phi_0 \frac{\partial}{\partial \theta_0}) \\
U + \\
+ \left( \rho \frac{\partial^2}{\partial r^2} + k^2 \right) + \hat{\theta} \frac{\partial}{\partial r} \partial \theta + \hat{\phi} \frac{\partial}{\partial r} \partial \phi \right) \left( \begin{array}{c}
\rho_0 \left( \frac{\partial^2}{\partial r_0^2} + k^2 \right) \\
\frac{\theta_0}{r_0} \frac{\partial^2}{\partial r_0 \partial \theta_0} + \frac{\phi_0}{r_0} \frac{\partial^2}{\partial r_0 \partial \phi_0} \end{array} \right) + \frac{r_0 \vec{U} - \rho_0 \vec{U}}{k^2},
\]

(6.186)

where $\vec{U}$ and $U$ are as given in eqs. (6.156) and (6.157) respectively, but with eq. (6.158) replaced by (6.161). Since

\[
\rho \left( \frac{\partial^2}{\partial r^2} + k^2 \right) (r_0 \vec{U}) = \nu \vec{h},
\]

(6.187)

the solution for a radial dipole (that is, $\vec{z} = \vec{r}_0$) now follows immediately from the point source solution.

If $kr \ll 1$ and $kr_0 \gg 1$, the representation in eq. (6.186) is rapidly convergent and leads to

\[
H = \frac{2i k}{\nu \Gamma(1/\nu)} \frac{\exp(ikr_0 - \frac{i}{2} k r_0 \sin \theta_0)^{1/\nu - 1}}{r_0} \left\{ \begin{array}{l}
\rho \cos \frac{\phi - \Omega}{\nu} - \phi \sin \frac{\phi - \Omega}{\nu} \\
\times \left( \hat{\theta} \cdot \vec{z} \right) \cos \theta_0 \cos \frac{\phi_0 \sin \theta_0 - \Omega}{\nu} - \left( \hat{\phi} \cdot \vec{z} \right) \sin \frac{\phi_0 \sin \theta_0 - \Omega}{\nu} + \\
- \frac{2 k}{\nu} \frac{e^{ikr_0}}{r_0} \hat{\theta} (\hat{\theta} \cdot \vec{z}) \sin \theta_0 + O[(kr_0)^{-1} (kr)^{\min(2/\nu - 1, 1/\nu)}] \right. \\
+ O[(kr_0)^{-1} (kr)^{\min(2/\nu - 1, 1/\nu)}].
\]

(6.188)

\[
E = \frac{2i k Z}{\nu \Gamma(1/\nu)} \frac{\exp(ikr_0 - \frac{i}{2} k r_0 \sin \theta_0)^{1/\nu - 1}}{r_0} \left\{ \begin{array}{l}
\rho \sin \frac{\phi - \Omega}{\nu} + \phi \cos \frac{\phi - \Omega}{\nu} \\
\times \left( \hat{\theta} \cdot \vec{z} \right) \cos \frac{\phi_0 - \Omega}{\nu} - \left( \hat{\phi} \cdot \vec{z} \right) \sin \frac{\phi_0 \sin \theta_0 - \Omega}{\nu} + \\
+ O[(kr_0)^{-1} (kr)^{\min(2/\nu - 1, 1/\nu)}] \right. \\
+ O[(kr_0)^{-1} (kr)^{\min(2/\nu - 1, 1/\nu)}].
\]

(6.189)

where $(\hat{\theta} \cdot \vec{z})$ and $(\hat{\phi} \cdot \vec{z})$ are given in eq. (6.165). The above equations make explicit the behavior of the electromagnetic fields near the edge.

For $k \rho_{n_0} R_1 \cdot 1$ (source and observation point far from the edge), a convenient decomposition of the total magnetic Hertz vector is

\[
\vec{H} = \vec{H}^{s} + \vec{H}^{d}
\]

(6.190)
where $\mathbf{\hat{H}}^{\mathrm{g.o.}}$ and $\mathbf{\hat{H}}^{\mathrm{d}}$ are the geometrical optics and diffracted contributions respectively. The geometrical optics contribution is

$$\mathbf{\hat{H}}^{\mathrm{g.o.}} = \sum_{n_1} \frac{\exp \left\{ i k R(n_1) \right\}}{k R(n_1)} \epsilon(-\phi + 2n_1 \nu \pi) + \sum_{n_2} \frac{\exp \left\{ i k R(n_2) \right\}}{k R(n_2)} \epsilon(\phi - 2\Omega + 2n_2 \nu \pi),$$

(6.191)

where

$$\alpha_{n_1} = \pi - \phi + \phi_0 - 2n_1 \nu \pi,$$

$$\alpha_{n_2} = \pi - \phi + \phi_0 + 2\Omega - 2n_2 \nu \pi,$$

(6.192)

and the summations extend over all integers $n_1$ and $n_2$ satisfying the inequalities

$$|\phi - \phi_0 + 2n_1 \nu \pi| < \pi,$$

$$|\phi + \phi_0 - 2\Omega + 2n_2 \nu \pi| < \pi,$$

(6.193)

respectively. The diffracted contribution $\mathbf{\hat{H}}^{\mathrm{d}}$ can be written as (TUZHLIN [1964]):

$$\mathbf{\hat{H}}^{\mathrm{d}} = \{\Pi_1^{(1)}(-\pi - \phi + \phi_0) - \Pi_1^{(2)}(\pi - \phi + \phi_0)\} +$$

$$+ \{\Pi_1^{(2)}(-\pi - \phi + \phi_0 + 2\Omega) - \Pi_1^{(2)}(\pi - \phi + \phi_0 + 2\Omega)\},$$

(6.194)

where

$$\Pi_1^{(1)}(\beta) = \frac{1}{2\pi \nu_0} \int_0^{\pi} \frac{e^{i k R(\nu \pi)}}{k R(\nu \pi)} \left[ \sin \frac{\nu \pi}{\nu} \frac{\epsilon(\beta - \nu \pi + \phi_0 - 2n_1 \nu \pi)}{\nu} \right]$$

$$- \sinh \frac{\nu \pi}{\nu} \sin \frac{\nu \pi}{\nu} \frac{\epsilon(\beta - \nu \pi + \phi_0 + 2n_2 \nu \pi)}{\nu} \frac{dt}{\cosh (t/\nu) - \cos (t/\nu)}$$

(6.195)

and $\Pi_1^{(2)}(\beta)$ is obtained from $\Pi_1^{(1)}(\beta)$ by replacing $\epsilon(\beta - \nu \pi)$ by $\epsilon(\beta + \nu \pi - 2\Omega)$. For $\beta$ near $2n\nu \pi$, where $n$ is an integer (TUZHLIN [1964]):

$$\Pi_1^{(1)}(\beta) \sim \sum_{m=0}^{\infty} \left( \pi_0^{(1)}(\beta, \nu) - a_m(\beta - 2n\nu \pi) \epsilon(2n\nu \pi - \Phi) \right) f_m + \epsilon(2n\nu \pi - \Phi) \operatorname{sgn} (\beta - 2n\nu \pi) I,$$

(6.196)

with

$$\pi_0^{(1)} = A_0(\beta, \nu) \epsilon(\beta - \nu \pi).$$

(6.197)

and, for $m \geq 1$,

$$\pi_m^{(1)} = A_m(\beta, \nu) \epsilon(\beta - \nu \pi) + A_{m-1}(\beta, \nu) \left[ \epsilon(\beta - \nu \pi) \wedge \nu \pi \right] +$$

$$+ \frac{2}{2m - 1} \frac{\partial A_{m-1}(\beta, \nu)}{\partial \beta} \left[ \epsilon(\beta - \nu \pi) \wedge \nu \pi \right].$$

(6.198)

In the above equations $a_m(\beta - 2n\nu \pi)$ and $A_m(\beta, \nu)$ are as defined in eqs. (6.25) through (6.28), and $f_m$ and $I$ are as given in eqs. (6.120) and (6.121) respectively. Similarly,

$$\Pi_1^{(2)}(\beta) \sim \sum_{m=0}^{\infty} \left( \pi_m^{(2)}(\beta, \nu) - A_m(\beta - 2n\nu \pi) \epsilon(2n\nu \pi + \Phi - 2\Omega) \right) f_m +$$

$$+ \epsilon(2n\nu \pi + \Phi - 2\Omega) \operatorname{sgn} (\beta - 2n\nu \pi) I.$$

(6.199)
where $\pi^{(1)}(\beta, v)$ is obtained from $\pi^{(1)}(\beta, v)$ by replacing $\delta(\beta - \Phi)$ by $\delta(\beta + \Phi - 2\Omega)$. Eqs. (6.196) and (6.199) describe the asymptotic behavior of $\Pi^{(1)}(\beta)$ or $\Pi^{(2)}(\beta)$ in the vicinity of the geometrical optics boundary specified by the integer $n$, and display the discontinuity in $\Pi^{(1)}(\beta)$ or $\Pi^{(2)}(\beta)$ necessary to compensate for the corresponding discontinuity in $\Pi^{(n)}$.

Away from the boundary such that $|M| \gg 1$ in the expression for $I$ given in eq. (6.121),

$$\Pi^{(1), (2)}(\beta) \approx \sum_{m=0}^{\infty} \pi^{(1), (2)}(\beta, v)f_m,$$

(6.200)

and from the leading term in this expansion,

$$\tilde{\Pi}^{(1), (2)} \approx \frac{\delta^{(1)}(k \rho_0 + \lambda)}{\sqrt{(2\pi k R_1)}} \frac{1}{k^2/\rho_0} \left[ \frac{1}{\sin \frac{\pi}{v}} \right] \left[ \frac{e(\Phi - \Phi_0 - \Phi)}{\cos(\pi/v) - \cos[(\phi - \Phi_0)/v]} + \frac{e(\Phi - \Phi_0 + \Phi)}{\cos(\pi/v) + \cos[(2\pi - \Phi - \Phi_0)/v]} \right].$$

(6.201)
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Chapter 7

The Parabolic Cylinder

P. L. Christiansen

The parabolic cylinder is the simplest shape of varying curvature for which the exterior and interior boundary value problems for the two-dimensional wave equation can be solved by separation of variables. As a consequence, the parabolic cylinder has been used for testing approximation techniques applicable to smooth cylinders of arbitrary shape. For low frequencies where the wave length is large compared to the focal distance, no specific results are available. The limit of the parabolic cylinder as the latus rectum tends to zero is the half plane.

7.1. Parabolic Cylindrical Geometry

The parabolic cylindrical coordinates \((\xi, \eta, z)\) shown in Fig. 7.1 are related to the rectangular Cartesian coordinates \((x, y, z)\) by the transformation

\[
x = \frac{1}{2}(\xi^2 - \eta^2), \quad y = \xi \eta, \quad z = z, \tag{7.1}
\]

where \(-\infty < \xi < \infty\), \(0 \leq \eta < \infty\) and \(-\infty < z < \infty\). The \(z\)-axis is the focal line for all the parabolic cylindrical surfaces \(|\xi| = \text{constant}\) and \(\eta = \text{constant}\).

![Fig. 7.1. Parabolic cylindrical geometry.](image)

The scattering body is the parabolic cylinder with surface \(\eta = \eta_1\), and the primary source is either a plane wave propagating in the plane perpendicular to the \(z\)-axis and
in a direction making an angle $\pi + \phi_0$ with the positive $x$-axis, or a line source parallel to the $x$-axis and located at $(\xi_0, \eta_0 \geq \eta_1)$. Interior plane wave incidence occurs when $\phi_0 = 0$. In this case the high frequency approximation can be obtained by application of the reciprocity theorem to the high frequency approximation of the solution for a line source placed at the focal line. Although the primary field due to a point source can be expressed in terms of parabolic cylinder functions ([MAGNUS [1941–42]]), the scattered field has not been studied in this case.

For convenience the following notation is introduced:

$$
\xi_\succ = \begin{cases} 
\xi_0 & \text{for } |\xi| > |\xi_\succ|, \\
\xi & \text{for } |\xi_\succ| > |\xi|, 
\end{cases} \quad (7.2)
$$

$$
\xi_\prec = \begin{cases} 
\xi_\succ & \text{for } |\xi| < |\xi_\succ|, \\
\frac{\xi_\succ}{|\xi_\succ|} & \text{for } |\xi_\succ| < |\xi|, 
\end{cases} \quad (7.3)
$$

$$
\eta_\succ = \begin{cases} 
\eta & \text{for } \eta > \eta_0, \\
\eta_0 & \text{for } \eta_0 > \eta, 
\end{cases} \quad (7.4)
$$

$$
\eta_\prec = \begin{cases} 
\eta & \text{for } \eta < \eta_0, \\
\eta_0 & \text{for } \eta_0 < \eta, 
\end{cases} \quad (7.5)
$$

The results are given in terms of the Weber-Hermite function $D_v(z)$ ([ERDÉLYI et al. [1953]]). If $v = n$ is a non-negative integer

$$
D_n(z) = 2^{-\frac{1}{2}n}e^{-\frac{1}{2}z^2}H_n(2^{-\frac{1}{2}}z), \quad (7.6)
$$

where $H_n(\tau)$ is the Hermite polynomial of $n$th degree. If $v = -n - 1$ is a negative integer

$$
D_{-n-1}(z) = \sqrt{2}e^{-\frac{1}{2}z^2}(-1)^n e^{-\frac{1}{2}z^2} \frac{d^n}{dz^n} \left[ e^{\frac{1}{2}z^2}F(2^{-\frac{1}{2}}e^{\frac{1}{2}z^2}) \right], \quad (7.7)
$$

where $F(\tau)$ is the Fresnel integral defined in the Introduction. For $z = 0$:

$$
D_0(0) = -\sqrt{\frac{\pi}{2}} \begin{cases} 
\sqrt{n} & \text{for } v = n, \\
\sqrt{n-1} & \text{for } v = n-1, 
\end{cases} \quad (7.8)
$$

Numerical tables for Weber-Hermite functions $U(a, x)$, $V(a, x)$ and $W(a, x)$ are given by [ABRAMOWITZ and STEGUN [1966]]. The relationship between these functions and $D_v(z)$ is also found in this reference.

7.2. Exterior plane wave incidence

7.2.1. $E$-polarization

7.2.1.1. Exact solutions

For incidence at an angle $\phi_0 (0 < \phi_0 \leq \pi)$ with respect to the negative $x$-axis,
such that

\[ E' = \mathcal{E} \exp \{-ik(x \cos \phi_0 + y \sin \phi_0)\} \quad (7.5) \]

a contour integral representation of the total electric field is:

\[
E_z = \frac{i}{\sqrt{8\pi}} \frac{1}{\sin \frac{1}{2} \phi_0} \int_{c-i\infty}^{c+i\infty} \left( \cot \frac{1}{2} \phi_0 \right)^n D_n(-\xi e^{-i\phi_0} \sqrt{2k}) \left[ D_{n-1}(-\eta e^{-i\phi_0} \sqrt{2k}) - D_{n-1}(\eta e^{-i\phi_0} \sqrt{2k}) \right] \frac{dv}{\sin \nu \pi}, \tag{7.10}
\]

where \(-1 < c < 0\). An alternative representation of the total electric field is:

\[
E_z = \frac{e^{-i\xi \nu}}{\sqrt{\pi}} \exp \{-ikp \cos (\phi - \phi_0)\} F(-\sqrt{2k} p \cos (\phi - \phi_0)) -
\]

\[
\frac{i}{\sqrt{8\pi}} \frac{1}{\sin \frac{1}{2} \phi_0} \int_{c-i\infty}^{c+i\infty} \left( \cot \frac{1}{2} \phi_0 \right)^n \times D_n(-\xi e^{-i\phi_0} \sqrt{2k}) D_{n-1}(\eta e^{-i\phi_0} \sqrt{2k}) \frac{dv}{D_{n-1}(\eta e^{-i\phi_0} \sqrt{2k}) \sin \nu \pi}, \tag{7.11}
\]

where \(F(\tau)\) is the Fresnel integral defined in the Introduction. The circular cylindrical coordinates of the observation point are denoted by \(p\) and \(\phi\). On the surface \(\eta = \eta_1\):

\[
H_\xi = \frac{e^{-i\xi \nu}}{\sqrt{2\pi \sin \frac{1}{2} \phi_0}} \frac{1}{\sqrt{k(\xi^2 + \eta_1^2)}} \int_{c-i\infty}^{c+i\infty} \left( \cot \frac{1}{2} \phi_0 \right)^n \frac{D_n(-\xi e^{-i\phi_0} \sqrt{2k})}{D_{n-1}(\eta_1 e^{-i\phi_0} \sqrt{2k})} f(v) dv. \tag{7.12}
\]

In the far field \((p \to \infty)\):

\[
P = \frac{1}{8 \sin \frac{1}{2} \phi_0} \int_{c-i\infty}^{c+i\infty} (-\cot \frac{1}{2} \phi_0 \cot \frac{1}{2} \phi)^n \frac{D_n(-\xi e^{-i\phi_0} \sqrt{2k})}{D_{n-1}(\eta_1 e^{-i\phi_0} \sqrt{2k})} \frac{dv}{\sin \nu \pi}. \tag{7.13}
\]

For \(\pi < \phi_0 \leq \pi\) the total electric field can be written as a harmonic series [FANOVA [1963]):

\[
E_z = \frac{1}{\sin \frac{1}{2} \phi_0} \sum_{n=0}^{\infty} \frac{(\cot \frac{1}{2} \phi_0)^n}{n!} L_n(-\xi e^{-i\phi_0} \sqrt{2k}) \left[ D_n(\eta e^{i\phi_0} \sqrt{2k}) -
\]

\[
- \frac{D_n(\eta_1 e^{-i\phi_0} \sqrt{2k})}{D_{n-1}(\eta_1 e^{-i\phi_0} \sqrt{2k})} D_{n-1}(\eta e^{-i\phi_0} \sqrt{2k}) \right], \tag{7.14}
\]

and, in particular, on the surface \(\eta = \eta_1\):

\[
H_\xi = \frac{2 e^{i\phi_0 \eta_1}}{\sin \frac{1}{2} \phi_0} \sqrt{\eta_1^2 + \xi^2} \sum_{n=0}^{\infty} \frac{(\cot \frac{1}{2} \phi_0)^n}{n!} \frac{D_n(-\xi e^{-i\phi_0} \sqrt{2k})}{D_{n-1}(\eta_1 e^{-i\phi_0} \sqrt{2k})}. \tag{7.15}
\]

For axial incidence \((\phi_0 = \pi)\) eq. (7.14) reduces to (LAMBDA [1966]):

\[
E_z = e^{i\xi \nu} \left[ 1 - \frac{F(\eta, \nu)}{F(\eta_1, \nu)} \right]. \tag{7.16}
\]
7.2 EXTERIOR PLANE WAVE INCIDENCE

where \( x = \frac{1}{2}(\xi^2 - \eta^2) \); in particular, on the surface \( \eta = \eta_1 \):

\[
H_\xi = \frac{Y \exp \left\{ i k (\xi^2 + \eta_1^2) \right\}}{\sqrt{k (\xi^2 + \eta_1^2) F(\eta_1, \sqrt{k})}}
\]

(7.17)

and in the far field \((\rho \to \infty)\) (KELLER et al. [1956]):

\[
P = \frac{1}{4} \sqrt{\pi} \frac{e^{-i \xi}}{\sin \frac{1}{2} \phi} \frac{1}{F(\eta_1, \sqrt{k})},
\]

(7.18)

where \( F(\pi) \) is the Fresnel integral defined in the Introduction. KELLER et al. [1956] have plotted a function related to the far field of eq. (7.18).

For \( 0 < \phi_0 < \frac{1}{2} \pi \) or \( \phi_0 = \frac{1}{2} \pi \) with \(-\xi > \eta\), the total electric field can be written as (RICE [1954]):

\[
e_{r} = - \frac{1}{\sin \frac{1}{2} \phi_0} \sum_{r=1}^{\infty} I'(-v) \left( \frac{\csc \left\{ \frac{1}{2} \phi_0 \right\} \eta^{r-1} \xi \right) e^{-r \xi \sqrt{2k}}
\]

\[
\times \left( \frac{\partial}{\partial v} D_{r-1}(\eta_1 e^{-i \xi \sqrt{2k}}) \right),
\]

(7.19)

where \( \nu, (r = 1, 2, \ldots) \) are solutions of

\[
0, \text{e}^{-i \frac{1}{2} \eta^2} = 0.
\]

(7.20)

On the surface \( \eta = \eta_1 \):

\[
H_\xi = \frac{\sqrt{2} e^{i k y}}{\sin \frac{1}{2} \phi_0} \sqrt{k (\xi^2 + \eta_1^2)} \sum_{r=1}^{\infty} \left( \frac{\csc \left\{ \frac{1}{2} \phi_0 \right\} \eta^{r-1} \xi \right) e^{-r \xi \sqrt{2k}}
\]

\[
\times \left( \frac{\partial}{\partial v} D_{r-1}(\eta_1 e^{-i \xi \sqrt{2k}}) \right),
\]

(7.21)

In the limiting case \( \eta_1 = 0 \):

\[
(E_\xi)_{\eta=0} = \frac{1}{\sqrt{2\pi}} \left( D_0[\xi \sin \frac{1}{2} \phi_0 - \eta \cos \frac{1}{2} \phi_0] e^{-i \xi \sqrt{2k}} \right)
\]

\[
\times D_{-1}[(- \xi \cos \frac{1}{2} \phi_0 - \eta \sin \frac{1}{2} \phi_0] e^{-i \xi \sqrt{2k}}],
\]

(7.22)

which is identical with the total electric field of eq. (8.10) for the half plane. For \( \frac{1}{2} \pi < \phi_0 \leq \pi \), the total electric field can be written as a harmonic series:

\[
(E_\xi)_{\eta=0} = \frac{1}{\sqrt{2\pi}} \sum_{n=-\infty}^{\infty} \left( - \csc \left\{ \frac{1}{2} \phi_0 \right\} \eta^{n} \right) e^{-i \xi \sqrt{2k}}
\]

\[
\times \left[ D_{-n-1}(\eta_1 e^{-i \xi \sqrt{2k}}) - D_{-n-1}(\eta_1 e^{-i \xi \sqrt{2k}}) \right],
\]

(7.23)

and on the surface \( \eta = 0 \):

\[
(H_\xi)_{\eta=0} = \frac{2 e^{i k y}}{\sqrt{k}} \frac{1}{\sqrt{2\pi}} \sum_{n=-\infty}^{\infty} \left( - \csc \left\{ \frac{1}{2} \phi_0 \right\} \eta^{n} \right) e^{-i \xi \sqrt{2k}}
\]

\[
\times \left[ D_{n}(\eta_1 e^{-i \xi \sqrt{2k}}) - D_{n}(\eta_1 e^{-i \xi \sqrt{2k}}) \right].
\]

(7.24)
For $0 < \phi_0 < \frac{1}{2}\pi$, or $\phi_0 = \frac{1}{2}\pi$ with $-\xi > \eta$, the total electric field can be written as a harmonic series:

$$(E_z)_{n=0} = \sqrt{\frac{2}{\pi}} \frac{1}{\sin \frac{1}{2}\phi_0} \sum_{n=1}^{\infty} (\cot \frac{1}{2}\phi_0)^{-2n} D_{-2n}(-\xi e^{-i\phi_0\sqrt{2k}})D_{2n-1}(\eta e^{-i\phi_0\sqrt{2k}})$$ (7.25)

and on the surface $\eta = 0$:

$$(H_z)_{n=0} = -\frac{2\xi e^{i\phi_0\sqrt{2k}}}{\sqrt{k|\xi|}} \frac{1}{\sin \frac{1}{2}\phi_0} \sum_{n=1}^{\infty} \Gamma(n+\frac{1}{2}) \left( \frac{i}{\sqrt{2}} \cot \frac{1}{2}\phi_0 \right)^{-2n} D_{-2n}(-\xi e^{-i\phi_0\sqrt{2k}}).$$ (7.26)

### 7.2.1.2. High Frequency Approximations

The complete asymptotic expansion of the scattered electric field for incidence in the direction of the positive $x$-axis ($\phi_0 = \pi$) is (Keller et al. [1956]):

$$E_z \sim e^{ik(p-2\rho)} \sum_{n=0}^{\infty} (ik\rho_1)^{-n} \sum_{j=0}^{n} a_{j,n} \left[ \frac{\rho_1}{\rho \sin^2 \frac{1}{2}\phi} \right]^{j+1},$$ (7.27)

where:

$$a_{j,n} = \frac{1}{2} \left( j+\frac{1}{2} \right) a_{j-1,n-1}, \quad (j > 0, n > 0);$$ (7.28)

$$a_{0,n} = -\sum_{j=1}^{n} a_{j,n}, \quad (n > 0); \quad a_{0,0} = -1,$$ (7.29)

$$\rho = \frac{1}{2}(\xi^2 + \eta^2),$$ and the focal length $\rho_1 = \frac{1}{2}\eta_1^2$. Explicitly, the first few terms of the series are

$$E_z \sim -\sqrt{\frac{\rho_1}{\rho \sin^2 \frac{1}{2}\phi}} e^{ik(p-2\rho)} \left[ 1 + \frac{i}{4k\rho_1} \left( 1 - \frac{\rho_1}{\rho \sin^2 \frac{1}{2}\phi} \right) + \ldots \right],$$ (7.30)

of which the first term is the geometric optics approximation. Keller et al. [1956] have plotted a function related to the far field which can be derived from eq. (7.30) when $\rho \to \infty$. The case of arbitrary incidence ($\phi_0 \neq \pi$) has been examined by Hochstadt [1959].

For arbitrary incidence and on the illuminated portion of the surface $\eta = \eta_1$, such that $(\xi \sin \phi_0 - \eta_1 \cos \phi_0) > (\eta_1/k)^3$ (Ivanov [1963]):

$$H_z \sim 2\eta \cos \psi \exp \{-ik(d_0)_z\} + \ldots,$$ (7.31)

where the angle of incidence $\psi$ and the distance $(d_0)_z$ in the exponent of the incident plane wave at the point of incidence are given by

$$\cos \psi = \eta_1 \cos \phi_0 - \xi \sin \phi_0 \sqrt{(\xi^2 + \eta_1^2)}$$ (7.32)

and

$$(d_0)_z = \xi \eta_1 \sin \phi_0 + \frac{1}{2}(\xi^2 - \eta_1^2) \cos \phi_0.$$ (7.33)
On the shadowed portion of the surface $\eta = \eta_1$, such that $(-\xi \sin \phi_0 + \eta_1 \cos \phi_0) > (\eta_1/k)$ (IVANOV [1960]):

$$H_\zeta \sim \frac{2^\pm \exp \{\frac{k}{\pi} \eta_1^\pm \}}{k \sqrt{\sin \phi_0 \xi_1 \eta_1^2}} \exp \{ik(\xi_1 \cot \phi_0 - (d_0)_{\xi_1 \cot \phi_0})\}
\times \sum_{r=1}^\infty \frac{1}{A_i(-\alpha)} \exp \{\frac{1}{\pi} r\alpha \log \left(-\xi + \sqrt{(\xi^2 + \eta_1^2) \cot \phi_0}\right)\} + \ldots,$$

(7.34)

where $A_i(\tau)$ is the Airy function defined in the Introduction. The phase of the incident plane wave at the point of tangential incidence is $-k(d_0)_{\xi_1 \cot \phi_0}$ and the arc length from the point of incidence to the observation point is $s_{\xi_1 \cot \phi_0}$. As a consequence

$$s_{\xi_1 \cot \phi_0} = (d_0)_{\xi_1 \cot \phi_0} = \rho_1 \log \left(-\frac{\xi + \sqrt{\xi^2 + \eta_1^2}}{\eta_1} \cot \phi_0\right) - \frac{1}{2} \xi \sqrt{(\xi^2 + \eta_1^2)}.$$

(7.35)

In eq. (7.34), $\eta_1^2 \log [\eta_1^{-1}(\eta_1 \sin \phi_0 + \sqrt{(\xi^2 + \eta_1^2)}) \cot \phi_0]$ is the radius of curvature to the power $-\frac{1}{2}$ integrated along the path $s_{\xi_1 \cot \phi_0}$. An alternative representation, which is also valid in the transition region about the shadow boundary ($\eta = \eta_1$, $|\xi \sin \phi_0 - \eta_1 \cos \phi_0| \leq k^{-1} \eta_1$), is (IVANOV [1963]):

$$H_\zeta \sim \frac{2^\pm \exp \{\frac{k}{\pi} \eta_1^\pm \}}{k \sqrt{\sin \phi_0 \xi_1 \eta_1^2}} \exp \{ik(s_{\xi_1 \cot \phi_0} - (d_0)_{\xi_1 \cot \phi_0})\}
\times \sum_{r=1}^\infty \frac{1}{A_i(-\alpha)} \exp \{\frac{1}{\pi} r\alpha \log \left(-\xi + \sqrt{(\xi^2 + \eta_1^2) \cot \phi_0}\right)\} + \ldots,$$

(7.36)

where the modified Fock function $f(\zeta)$ is described in the Introduction.

Near the cylinder surface $(\eta^2 - \rho_1 \leq (\rho_1/k)^2)$ and in the shadow region, such that $(-\xi \sin \phi_0 + \eta \cos \phi_0) > (\eta_1/k)^1$, the total electric field is (IVANOV [1960]):

$$E_z \sim \frac{\sqrt{\eta_1^2}}{\sqrt{\sin \phi_0 \xi_1 \eta_1^2}} \exp \{ik(s_{\xi_1 \cot \phi_0} - (d_0)_{\xi_1 \cot \phi_0})\}
\times \sum_{r=1}^\infty A_i(-\alpha) \exp \{\frac{1}{\pi} r\alpha \log \left(-\xi + \sqrt{(\xi^2 + \eta_1^2) \cot \phi_0}\right)\}
\times A_i(-\alpha + e^{i\pi}(k^2/\rho_1))(\eta^2 - \rho_1) + \ldots,$$

(7.37)

An alternative representation, which is also valid in the transition region about the shadow boundary $(\eta^2 - \rho_1 \leq (\rho_1/k)^1$, $|\xi \sin \phi_0 - \eta \cos \phi_0| \leq (\eta_1/k)^1$), is (IVANOV [1963]):

$$E_z \sim \frac{\sqrt{\eta_1^2}}{\sqrt{\sin \phi_0 \xi_1 \eta_1^2}} \exp \{ik(s_{\xi_1 \cot \phi_0} - (d_0)_{\xi_1 \cot \phi_0})\}
\times \sum_{r=1}^\infty \left[(k\rho_1)^2 \log \left(-\xi + \sqrt{(\xi^2 + \eta_1^2) \cot \phi_0}\right) + \ldots \right] + \ldots,$$

(7.38)
where the function $V_i(\sigma, r, q)$ is described in the Introduction.

At observation points not asymptotically near the surface in the umbra region ($\xi \eta + \sqrt{(\xi^2 + \eta^2)(\eta^2 - \eta^2)} < \eta^2 \cot \phi_0$), the total electric field is (IVANOV [1963]):

$$E_z \sim \frac{\exp \left(\frac{i\xi z}{\sin k}\right)}{\sqrt{2\pi k}} \left(\frac{kr_p}{\sin \phi_0}\right)^{1/2} \exp \left\{ik\left(\xi \eta + \sqrt{\left(\xi^2 + \eta^2\right)(\eta^2 - \eta^2)}\right)\frac{i}{2}\right\}$$

$$\times \sum_{n=1}^{\infty} \left[Ai\left(-\alpha_n\right)\right]^{-2} \exp \left\{\frac{i\eta}{k}\left(\xi^2 + \eta^2\right)\cot \frac{1}{2}\phi_0\right\}$$

$$+ \ldots \quad (7.39)$$

The phase of the incident plane wave at the point of incidence is $-k(d_0)\eta \cot \phi_0$ and the arc length from here to the point where the diffracted ray leaves the surface is $\xi \eta \cot \phi_0$ where the $\xi$-coordinate of the diffraction point is

$$\xi_d = \frac{1}{\eta_1} (\xi \eta + \sqrt{(\xi^2 + \eta^2)(\eta^2 - \eta^2)}). \quad (7.40)$$

The distance from the diffraction point to the observation point is

$$(d)_{cd} = \eta_1^{-1/2} \sqrt{(\xi^2 + \eta_1^2)(\eta^2 - \eta_1^2)}(\eta \sqrt{(\xi^2 + \eta_1^2)} + \xi \sqrt{(\eta^2 - \eta_1^2)}). \quad (7.41)$$

As a consequence

$$\xi \eta \cot \phi_0 -(d_0)\eta \cot \phi_0 + (d)_{cd} =$$

$$= \rho_1 \log \left(\frac{-\xi + \sqrt{(\xi^2 + \eta_1^2)}\cot \frac{1}{2}\phi_0}{\eta + \sqrt{(\eta^2 - \eta_1^2)}}\right) - \frac{1}{2} \xi \sqrt{(\xi^2 + \eta_1^2)} + \frac{1}{2} \eta \sqrt{(\eta^2 - \eta_1^2)}. \quad (7.42)$$

In eq. (7.39),

$$\eta_1^{-1/2} \log \left(\frac{-\xi + \sqrt{(\xi^2 + \eta_1^2)}\cot \frac{1}{2}\phi_0}{\eta + \sqrt{(\eta^2 - \eta_1^2)}}\right)$$

is the radius of curvature to the power $-\frac{1}{2}$ integrated along the path $\xi \eta \cot \phi_0$. An alternative representation, which is also valid in the penumbra region ($\xi \eta + \sqrt{(\xi^2 + \eta_1^2)(\eta^2 - \eta_1^2)} \approx \eta_1^2 \cot \phi_0$), is (IVANOV [1963]):

$$E_z \sim -e^{i\pi} \frac{\sqrt{2}}{k} \left(\frac{kr_p}{\sin \phi_0}\right)^{1/2} \exp \left\{ik\left[\xi \eta \cot \phi_0 -(d_0)\eta \cot \phi_0 + (d)_{cd}\right]\right\}$$

$$\times \rho \left(\frac{kr_p}{\sin \phi_0}\right)^{1/2} \log \left(\frac{-\xi + \sqrt{(\xi^2 + \eta_1^2)}\cot \frac{1}{2}\phi_0}{\eta + \sqrt{(\eta^2 - \eta_1^2)}}\right)$$

$$+ \ldots \quad (7.43)$$

where the function $\rho(\tau)$ is described in the Introduction (see eq. (1.278)).

7.2.2. H-polarization

7.2.2.1. Exact Solutions

For incidence at an angle $\phi_0$ ($0 < \phi_0 \leq \pi$) with respect to the negative x-axis,
such that
\[ H^i = \mathbf{z} \exp \{ -ik(x \cos \phi_0 + y \sin \phi_0) \}, \tag{7.44} \]
a contour integral representation of the total magnetic field is:
\[
H_z = \frac{i}{\sqrt{8\pi}} \int_{-i\infty}^{+i\infty} (\cot \frac{1}{2} \phi_0)^n \mathcal{D}_n(-\xi e^{-i\xi \sqrt{2k}}) \left[ \mathcal{D}_{-n-1}(\eta e^{-i\xi \sqrt{2k}}) + \frac{D'_{-n-1}(\eta_1 e^{-i\xi \sqrt{2k}})}{D'_{-n-1}(\eta_1 e^{-i\xi \sqrt{2k}})} \mathcal{D}_{-n-1}(\eta_1 e^{-i\xi \sqrt{2k}}) \right] \frac{dv}{\sin v},
\tag{7.45}
\]
where \(-1 < c < 0\). An alternative representation of the total magnetic field is
\[
H_z = \frac{e^{-i\pi}}{\sqrt{\pi}} \mathbf{z} \exp \{ -ikp \cos (\phi - \phi_0) \} F(-2kp \cos (\phi - \phi_0)) + \\
\left( \cot \frac{1}{2} \phi_0 \right)^n \mathcal{D}_n(-\xi e^{-i\xi \sqrt{2k}}) \mathcal{D}_{-n-1}(\eta e^{-i\xi \sqrt{2k}}) \frac{D'_{-n-1}(\eta_1 e^{-i\xi \sqrt{2k}})}{D'_{-n-1}(\eta_1 e^{-i\xi \sqrt{2k}})} \frac{dv}{\sin v},
\tag{7.46}
\]
where \(F(\tau)\) is the Fresnel integral defined in the Introduction. The circular cylindrical coordinates of the observation point are denoted by \(p\) and \(\phi\).
On the surface \(\eta = \eta_1\):
\[
H_z = \frac{i}{2\pi \sin \frac{1}{2} \phi_0 \cos \frac{1}{2} \phi} \int_{-i\infty}^{+i\infty} (\cot \frac{1}{2} \phi_0)^n \mathcal{D}_n(-\xi e^{-i\xi \sqrt{2k}}) \mathcal{D}_{-n-1}(\eta_1 e^{-i\xi \sqrt{2k}}) F(-v) dv.
\tag{7.47}
\]
In the far field (\(p \to \infty\)):
\[
P = \frac{1}{8 \sin \frac{1}{2} \phi_0 \sin \frac{1}{2} \phi} \int_{-i\infty}^{+i\infty} (\cot \frac{1}{2} \phi_0 \cot \frac{1}{2} \phi)^n \mathcal{D}_n(-\xi e^{-i\xi \sqrt{2k}}) \mathcal{D}_{-n-1}(\eta_1 e^{-i\xi \sqrt{2k}}) \frac{dv}{\sin v}.
\tag{7.48}
\]
For \(\frac{1}{2} \pi < \phi_0 \leq \pi\) the total magnetic field can be written as a harmonic series (Ivanov [1963]):
\[
H_z = \frac{1}{\sin \frac{1}{2} \phi_0} \sum_{n=0}^{\infty} \frac{(i \cot \frac{1}{2} \phi_0)^n}{n!} \mathcal{D}_n(-\xi e^{-i\xi \sqrt{2k}}) \left[ \mathcal{D}_{-n-1}(\eta e^{i\xi \sqrt{2k}}) - \frac{1}{\mathcal{D}_{-n-1}(\eta_1 e^{i\xi \sqrt{2k}})} \mathcal{D}_{-n-1}(\eta_1 e^{-i\xi \sqrt{2k}}) \right] .
\tag{7.49}
\]
and, in particular, on the surface \(\eta = \eta_1\):
\[
H_z = \frac{1}{\sin \frac{1}{2} \phi_0} \sum_{n=0}^{\infty} \frac{(i \cot \frac{1}{2} \phi_0)^n}{n!} \mathcal{D}_n(-\xi e^{-i\xi \sqrt{2k}}) \mathcal{D}_{-n-1}(\eta_1 e^{-i\xi \sqrt{2k}}). \tag{7.50}
\]
For axial incidence ($\phi_0 = \pi$) eq. (7.49) reduces to (LAMB [1906]):

$$H_z = e^{ikx} \left[ 1 - \frac{F(\eta k\sqrt{k})}{F(\eta_1 k\sqrt{k}) - \frac{i}{\eta_1 k} \exp(i\eta_1^2)} \right], \quad (7.51)$$

where $x = \frac{1}{2}(\xi^2 - \eta^2)$; in particular, on the surface $\eta = \eta_1$:

$$H_z = \frac{1}{i\eta_1 k} \exp\{ik(\xi^2 + \eta_1^2)\} \left[ F(\eta_1 k\sqrt{k}) - \frac{i}{\eta_1 k} \exp(i\eta_1^2) \right]^{-1} \quad (7.52)$$

and in the far field ($\rho \to \infty$) (KELLER et al. [1956]):

$$P = \frac{1}{\sqrt{\pi}} \frac{e^{-\frac{1}{2}i\xi}}{\sin \frac{\phi_0}{2}} \left[ F(\eta_1 k\sqrt{k}) - \frac{i}{\eta_1 k} \exp(i\eta_1^2) \right]^{-1} \quad (7.53)$$

KELLER et al. [1956] have plotted a function related to the far field of eq. (7.53).

For $0 < \phi_0 < \frac{1}{2}\pi$, or $\phi_0 = \frac{1}{2}\pi$ with $-\xi > \eta$, the total magnetic field can be written as (RICE [1954]):

$$H_z = \frac{-i}{\sin \frac{\phi_0}{2}} \sum_{r=1}^{\infty} \Gamma(-v_r)(-i \cot \frac{1}{2}\phi_0)^{v_r} D_{r,v_r}(-\xi e^{-i\pi/2k})$$

$$\times \frac{D_{r,v_r}(\eta_1 e^{i\pi/2k})}{(\partial/\partial v)D_{r,v_r-1}(\eta_1 e^{-i\pi/2k})}_{v=v_r}, \quad (7.54)$$

where $v_r (r = 1, 2, \ldots)$ are solutions of

$$D_{r,v_r-1}(\eta_1 e^{-i\pi/2k}) = 0. \quad (7.55)$$

On the surface $\eta = \eta_1$:

$$H_z = -\frac{1}{\sin \frac{\phi_0}{2}} \sum_{r=1}^{\infty} \Gamma(-v_r)(\cot \frac{1}{2}\phi_0)^{v_r} \frac{D_{r,v_r}(-\xi e^{-i\pi/2k})}{(\partial/\partial v)D_{r,v_r-1}(\eta_1 e^{-i\pi/2k})}_{v=v_r} \quad (7.56)$$

In the limiting case $\eta_1 = 0$:

$$(H_z)_{\eta_1 = 0} = -\frac{1}{2\pi} \sin \frac{\phi_0}{2} e^{\frac{1}{2}i\phi_0} \left[ D_0\left[ (\xi \sin \frac{1}{2}\phi_0 - \eta \cos \frac{1}{2}\phi_0) e^{-i\pi/2k} \right] D_{-1}\left[ (-\xi \cos \frac{1}{2}\phi_0 - \eta \sin \frac{1}{2}\phi_0) e^{-i\pi/2k} \right] 

- \eta \sin \frac{1}{2}\phi_0) e^{-i\pi/2k} + D_0\left[ (\xi \sin \frac{1}{2}\phi_0 + \eta \cos \frac{1}{2}\phi_0) e^{-i\pi/2k} \right] 

\times D_{-1}\left[ (-\xi \cos \frac{1}{2}\phi_0 + \eta \sin \frac{1}{2}\phi_0) e^{-i\pi/2k} \right] \right], \quad (7.57)$$

which is identical with the total magnetic field of eq. (8.28) for the half plane. For $\frac{1}{2}\pi < \phi_0 \leq \pi$ the total magnetic field can be written as a harmonic series:

$$(H_z)_{\eta_1 = 0} = \frac{1}{2\pi} \sin \frac{\phi_0}{2} \sum_{r=0}^{\infty} (-\cot \frac{1}{2}\phi_0)^r D_r(-\xi e^{-i\pi/2k})$$

$$\times \left[ D_{-1}\left[ (-\eta e^{-i\pi/2k}) + D_{-1}\left[ (\eta e^{-i\pi/2k}) \right] \right] \right]. \quad (7.58)$$
and on the surface \( \eta = 0 \):

\[
(H_z)_{\eta=0} = \frac{1}{\sin \frac{1}{2} \phi} \sum_{n=0}^{\infty} \frac{1}{\Gamma \left( \frac{1}{2} n + 1 \right)} \left( -\cot \frac{1}{2} \phi \right)^n D_n \left( -\xi e^{-i \xi / \sqrt{2} k} \right).
\]  

(7.59)

For \( 0 < \phi_0 < \frac{1}{2} \pi \), or \( \phi_0 = \frac{1}{2} \pi \) with \( -\xi > \eta \), the total magnetic field can be written as a harmonic series:

\[
(H_z)_{\eta=0} = \sqrt{\frac{2}{\pi}} \frac{1}{\sin \frac{1}{2} \phi} \sum_{n=1}^{\infty} \left( \cot \frac{1}{2} \phi_0 \right)^{2n+1} D_{2n+1} \left( -\xi e^{-i \xi / \sqrt{2} k} \right) H_{2n+2} \left( \eta e^{-i \xi / \sqrt{2} k} \right)
\]  

(7.60)

and on the surface \( \eta = 0 \):

\[
(H_z)_{\eta=0} = \frac{i}{\pi} \sum_{n=1}^{\infty} \Gamma \left( n - \frac{1}{2} \right) \left( \frac{1}{\sqrt{2}} \cot \frac{1}{2} \phi_0 \right)^{2n+1} D_{2n+1} \left( -\xi e^{-i \xi / \sqrt{2} k} \right).
\]  

(7.61)

7.2.2.2 HIGH FREQUENCY APPROXIMATIONS

The complete asymptotic expansion of the scattered magnetic field for incidence in the direction of the positive \( x \)-axis \( (\phi_0 = \pi) \) is (KELLER et al. [1956]):

\[
H_z \sim e^{i k \rho - 2 \pi j} \sum_{n=0}^{\infty} (i k \rho_1)^{-n} \sum_{j=0}^{n} a_{j,n} \left[ \frac{1}{\rho \sin^2 \phi} \right]^n \psi_{j+1}^{n+1},
\]  

(7.62)

where:

\[
a_{j,n} = \frac{1}{j+1} a_{j-1,n-1}, \quad (j > 0, n > 0);
\]  

(7.63)

\[
a_{0,0} = \sum_{j=1}^{n} a_{j,0}, \quad (n > 0); \quad a_{0,0} = 1,
\]  

(7.64)

\( \rho = \frac{1}{2} (\xi^2 + \eta^2) \) and the focal length \( \rho_1 = \frac{1}{2} \eta_1^2 \). Explicitly, the first few terms of the series are

\[
H_z \sim \left[ \frac{i \rho_1}{\rho \sin \frac{1}{2} \phi} e^{i k \rho - 2 \pi j} \left[ 1 - \frac{i}{4 k \rho_1} \left( 1 + \frac{1}{\rho \sin^2 \phi} \right) \right] + \ldots \right],
\]  

(7.65)

of which the first term is the geometric optics approximation. KELLER et al. [1956] have plotted a function related to the far field which can be derived from eq. (7.65) when \( \rho \to \infty \).

For arbitrary incidence and \( \eta \), the illuminated portion of the surface \( \eta = \eta_1 \) such that \( (\xi \sin \phi_0 - \eta_1 \cos \phi_0) > (\eta_1 k)^{1/4} \) (IVANOV [1963]):

\[
H_z \sim 2 \exp \left[ -i k (d_0 \eta) \right] + \ldots,
\]  

(7.66)

where the distance \( (d_0 \eta) \) in the exponent of the incident plane wave at the point of incidence is given by

\[
(d_0 \eta) = \xi \eta_1 \sin \phi_0 + \frac{1}{2} (\xi^2 - \eta^2) \cos \phi_0.
\]  

(7.67)
On the shadowed portion of the surface \( \eta = \eta_1 \), such that \((-\xi \sin \phi_0 + \eta_1 \cos \phi_0) > (\eta_1/k)^4\) (Ivanov [1960]):

\[
H_z \sim \frac{\sqrt{\eta_1}}{\sin \phi_0(\xi^2 + \eta_1^2)} \exp \left\{ ik \left[ s_{\eta_1}^z \cot \phi_0 - (d_0)_{\eta_1} \cot \phi_0 \right] \right\} \\
\times \exp \left\{ \frac{1}{\beta_r \text{Ai}(-\beta_r)} \exp \left\{ \frac{2\text{Ai}(k\rho_1)^4}{\beta_r} \log \left( \frac{-\xi + \sqrt{\xi^2 + \eta_1^2}}{\eta_1} \cot \phi_0 \right) \right\} \right\} + \ldots,
\]

(7.68)

where \( \text{Ai}(\tau) \) is the Airy function defined in the Introduction. The phase of the incident plane wave at the point of tangential incidence is \(-k(d_0)_{\eta_1} \cot \phi_0\) and the arc length from the point of incidence to the observation point is \( s_{\eta_1}^z \cot \phi_0 \). As a consequence

\[
s_{\eta_1}^z \cot \phi_0 - (d_0)_{\eta_1} \cot \phi_0 = \rho_1 \log \left( \frac{-\xi + \sqrt{\xi^2 + \eta_1^2}}{\eta_1} \cot \phi_0 \right) - \frac{1}{2} \sqrt{(\xi^2 + \eta_1^2)}.
\]

(7.69)

In eq. (7.68), \( \eta_1 \log \left[ \frac{1}{\eta_1^2} \left( -\xi + \sqrt{\xi^2 + \eta_1^2} \right) \cot \phi_0 \right] \) is the radius of curvature to the power \(-1\) integrated along the path \( s_{\eta_1}^z \cot \phi_0 \). For \( \phi_0 = \frac{\pi}{2} \) (Keller and Levy [1959]):

\[
H_z \sim \frac{\sqrt{\eta_1}}{\sin \phi_0(\xi^2 + \eta_1^2)} \exp \left\{ ik \left[ s_{\eta_1}^z \cot \phi_0 - (d_0)_{\eta_1} \cot \phi_0 \right] \right\} \\
\times \exp \left\{ \frac{1}{\beta_r \text{Ai}(-\beta_r)} \exp \left\{ \frac{2\text{Ai}(k\rho_1)^4}{\beta_r} \log \left( \frac{-\xi + \sqrt{\xi^2 + \eta_1^2}}{\eta_1} \cot \phi_0 \right) \right\} \right\} + \ldots + \ldots
\]

(7.70)

An alternative representation, which is also valid in the transition region about the shadow boundary \((\eta = \eta_1, |\xi \sin \phi_0 - \eta_1 \cos \phi_0| \leq (\eta_1/k)^4)\), is (Ivanov [1963]):

\[
H_z \sim -\frac{\sqrt{\eta_1}}{\sin \phi_0(\xi^2 + \eta_1^2)} \exp \left\{ ik \left[ s_{\eta_1}^z \cot \phi_0 - (d_0)_{\eta_1} \cot \phi_0 \right] \right\} \\
\times g \left[ (k\rho_1)^4 \log \left( \frac{-\xi + \sqrt{\xi^2 + \eta_1^2}}{\eta_1} \cot \phi_0 \right) \right] + \ldots
\]

(7.71)

where the modified Fock function \( g(\tau) \) is described in the Introduction.

Near the cylinder surface \((\eta^2 - \rho_1 \leq (\rho_1/k)^4)\) and in the shadow region, such that \((-\xi \sin \phi_0 + \eta \cos \phi_0) > (\eta/k)^4\), the total magnetic field is:

\[
H_z \sim -\frac{\sqrt{\eta_1}}{\sin \phi_0(\xi^2 + \eta_1^2)} \exp \left\{ ik \left[ s_{\eta_1}^z \cot \phi_0 - (d_0)_{\eta_1} \cot \phi_0 \right] \right\} \\
\times \exp \left\{ \frac{1}{\beta_r \text{Ai}(-\beta_r)} \exp \left\{ \frac{2\text{Ai}(k\rho_1)^4}{\beta_r} \log \left( \frac{-\xi + \sqrt{\xi^2 + \eta_1^2}}{\eta_1} \cot \phi_0 \right) \right\} \right\} \\
\times \text{Ai}^4(-\beta_r) - \beta_r e^{-i\pi/k}(k\rho_1)^4(\eta^2 - \rho_1) + \ldots
\]

(7.72)
An alternative representation, which is also valid in the transition region about the shadow boundary \((\eta^2 - \rho_1 \leq (\rho_1/k^2)^2, |\xi \sin \phi_0 - \eta \cos \phi_0| \leq (\eta_1/k)^2)\), is (Ivanov [1963]):

\[
H_z \sim \frac{\sqrt{\eta_1}}{\sqrt{\sin \phi_0} (\xi^2 + \eta_1^2)^{3/4}} \exp \left\{ ik (s_{\eta_1}^a \cot \phi_0 - (d_0)_\eta \cot \phi_0) \right\} \\
\times \mathcal{V}_1 \left[ (k \rho_1)^4 \log \left( \frac{-\xi + \sqrt{\xi^2 + \eta_1^2}}{\eta_1} \cot \frac{\phi_0}{2} \right), \left( \frac{k^2}{\rho_1} \right) (\xi^2 - \rho_1), 0 \right] + \ldots,
\]

(7.73)

where the function \(\mathcal{V}_1(\sigma, \tau, q)\) is described in the Introduction (see eq. (1.287)).

At observation points not asymptotically near the surface in the umbra region \((\xi \eta + \sqrt{\{(\xi^2 + \eta_1^2)(\eta^2 - \eta_1^2)\}} < \eta_1 \cot \phi_0)\), the total magnetic field is (Ivanov [1963]):

\[
H_z \sim \frac{\exp \left\{ \frac{1}{2} i \pi \right\}}{2\pi k} \sqrt{\sin \phi_0} (\xi^2 + \eta_1^2)(\eta^2 - \eta_1^2)^{3/4} \exp \left\{ ik (s_{\eta_1}^a \cot \phi_0 - (d_0)_\eta \cot \phi_0 + (d)_\zeta) \right\} \\
\times \sum_{r=1}^{\infty} \frac{1}{\beta_r (\Lambda_k (\beta_r))^2} \exp \left( \frac{\xi \sin (\pi + \tau)}{\eta_1} \right) \partial_3 \left( \frac{-\xi + \sqrt{\xi^2 + \eta_1^2}}{\eta + \sqrt{\eta^2 - \eta_1^2}} \cot \frac{\phi_0}{2} \right) + \ldots
\]

(7.74)

The phase of the incident plane wave at the point of incidence is \(-k (d_0)_\eta \cot \phi_0\), and the arc length from here to the point where the diffracted ray leaves the surface is \(s_{\eta_1}^a \cot \phi_0\), where the \(\xi\)-coordinate of the diffraction point is

\[
\xi_0 = \frac{1}{\eta_1} (\xi \eta + \sqrt{\{(\xi^2 + \eta_1^2)(\eta^2 - \eta_1^2)\}}).
\]

(7.75)

The distance from the diffraction point to the observation point is

\[
(d)_\zeta = \eta_1^{-2} \sqrt{\{(\xi^2 + \eta_1^2)(\eta^2 - \eta_1^2)\}} \eta_1 \sqrt{\{(\xi^2 + \eta_1^2) + \xi \eta_1 (\eta^2 - \eta_1^2)\}}.
\]

(7.76)

As a consequence

\[
s_{\eta_1}^a \cot \phi_0 - (d_0)_\eta \cot \phi_0 + (d)_\zeta = \rho_1 \log \left( \frac{-\xi + \sqrt{\xi^2 + \eta_1^2}}{\eta + \sqrt{\eta^2 - \eta_1^2}} \cot \frac{\phi_0}{2} \right) - \\
- \frac{1}{2} \xi \sqrt{\xi^2 + \eta_1^2} + \frac{1}{2} \eta_1 \sqrt{\eta^2 - \eta_1^2}.
\]

(7.77)

In eq. (7.74),

\[
\eta_1 \log \left( \frac{-\xi + \sqrt{\xi^2 + \eta_1^2}}{\eta + \sqrt{\eta^2 - \eta_1^2}} \cot \frac{\phi_0}{2} \right)
\]

is the radius of curvature to the power \(-\xi \) integrated along the path \(s_{\eta_1}^a \cot \phi_0\). An alternative representation, which is also valid in the penumbra region \((\xi \eta + \sqrt{\{(\xi^2 - \eta_1^2)(\eta^2 - \eta_1^2)\}} \approx \eta_1 \cot \phi_0)\), is (Ivanov [1963]):

\[
H_z \sim -e^{i \pi} \sqrt{\frac{\xi}{k \sin \phi_0} (\xi^2 + \eta_1^2)(\eta^2 - \eta_1^2)^{3/4}} \exp \left\{ ik (s_{\eta_1}^a \cot \phi_0 - (d_0)_\eta \cot \phi_0 + (d)_\zeta) \right\} \\
\times \partial_3 \left[ (k \rho_1)^4 \log \left( \frac{-\xi + \sqrt{\xi^2 + \eta_1^2}}{\eta + \sqrt{\eta^2 - \eta_1^2}} \cot \frac{\phi_0}{2} \right) \right] + \ldots
\]

(7.78)
where the function $q(\tau)$ is described in the Introduction (see eq. (1.279)).

7.3. Exterior line sources

7.3.1. E-polarization

7.3.1.1. EXACT SOLUTIONS

For an exterior electric line source parallel to the axis $z$ of the cylinder and located at $(\xi_0, \eta_0, \theta_0)$, such that

$$
E^l = 2H^{(1)}_0(kR),
$$

a contour integral representation of the total electric field is (Robin [1964]):

$$
E_z = \frac{1}{\pi} \int_{e^{-i\phi}}^{e^{+i\phi}} D_\delta(\xi \mid e^{-i\xi \sqrt{2k}}) D_{-\nu-1}(\eta \mid e^{-i\eta \sqrt{2k}}) \frac{D_\alpha(-\xi \mid e^{-i\xi \sqrt{2k}})}{D_{-\nu-1}(\eta \mid e^{-i\eta \sqrt{2k}})}
$$

$$
\times \left[ D_{-\nu-1}(\eta_1 \mid e^{-i\eta_1 \sqrt{2k}}) D_{-\nu-1}(-\eta \mid e^{-i\eta \sqrt{2k}}) - D_{-\nu-1}(-\eta_1 \mid e^{-i\eta_1 \sqrt{2k}}) D_{-\nu-1}(\eta \mid e^{-i\eta \sqrt{2k}}) \right] \frac{dv}{\sin \nu},
$$

(7.80)

where $-1 < c < 0$. On the surface $\eta = \eta_1$:

$$
H_z = -\frac{2e^{i\xi \sqrt{2k}}}{\pi} \frac{Y}{\sqrt{\left(\pi k(\xi^2 + \eta_1^2)\right)}} \int_{e^{-i\phi}}^{e^{+i\phi}} D_\delta(\xi \mid e^{-i\xi \sqrt{2k}}) D_{-\nu-1}(\eta_0 \mid e^{-i\eta_0 \sqrt{2k}})
$$

$$
\times \frac{D_\alpha(-\xi \mid e^{-i\xi \sqrt{2k}})}{D_{-\nu-1}(\eta_1 \mid e^{-i\eta_1 \sqrt{2k}})} \Gamma(-\nu) dv.
$$

(7.81)

The far field amplitude for the total electric field can be obtained from eq. (7.80) upon letting $p \to \infty$. The result is identical to the plane wave solution given in eq. (7.10) with $\xi, \eta$ and $\cos \frac{1}{2} \phi_0$ replaced with $\xi_0, \eta_0$ and $\cos \frac{1}{2} \phi_0$, respectively.

In the particular case $|\xi_0| - \xi < \eta_0 - \eta < \eta_0$, the total electric field can be written as a harmonic series:

$$
E_z = -\frac{2i}{\pi} \sum_{n=0}^{\infty} (-1)^n D_\alpha(\xi \mid e^{-i\xi \sqrt{2k}}) D_{-\nu-1}(\eta \mid e^{-i\eta \sqrt{2k}}) \frac{D_\alpha(-\xi \mid e^{-i\xi \sqrt{2k}})}{D_{-\nu-1}(\eta_1 \mid e^{-i\eta_1 \sqrt{2k}})}
$$

$$
\times \left[ D_{-\nu-1}(\eta_1 \mid e^{-i\eta_1 \sqrt{2k}}) D_{-\nu-1}(-\eta \mid e^{-i\eta \sqrt{2k}}) - D_{-\nu-1}(-\eta_1 \mid e^{-i\eta_1 \sqrt{2k}}) D_{-\nu-1}(\eta \mid e^{-i\eta \sqrt{2k}}) \right].
$$

(7.82)

and on the surface $\eta = \eta_1$:

$$
H_z = \frac{4e^{-i\xi \sqrt{2k}}}{\pi k(\xi^2 + \eta_1^2)} \sum_{n=0}^{\infty} \left( -\frac{1}{n!} \right) \frac{D_\alpha(\xi \mid e^{-i\xi \sqrt{2k}}) D_{-\nu-1}(\eta_0 \mid e^{-i\eta_0 \sqrt{2k}})}{D_{-\nu-1}(\eta_1 \mid e^{-i\eta_1 \sqrt{2k}})}
$$

$$
\times \frac{D_\alpha(-\xi \mid e^{-i\xi \sqrt{2k}})}{D_{-\nu-1}(\eta_1 \mid e^{-i\eta_1 \sqrt{2k}})}.
$$

(7.83)
Alternatively, in the case $|\xi| - \xi > \eta_1 + \eta < -2\eta_1$, the total electric field can be written as the series (Robin [1964]):

$$E_x = -2i \sum_{r=1}^{\infty} D_r(|\xi| e^{-i\lambda \sqrt{2k}}) D_{r-1}(\eta) e^{-i\lambda \sqrt{2k}} D_r(-\xi e^{-i\lambda \sqrt{2k}})$$

$$\times D_{r-1}(\eta e^{-i\lambda \sqrt{2k}}) \frac{D_{r-1}(-\eta e^{-i\lambda \sqrt{2k}})}{(\partial/\partial \eta)D_{r-1}(\eta e^{-i\lambda \sqrt{2k}})\eta_{r=\eta} \sin \nu \pi}$$

(7.84)

where $\nu_t$ is defined in eq. (7.20). On the surface $\eta = \eta_1$:

$$H_x = \frac{4e^{-i\lambda \gamma}}{\sqrt{\{\pi k(\xi^2 + \eta_1^2)\}}} \sum_{r=1}^{\infty} D_r(|\xi| e^{-i\lambda \sqrt{2k}}) D_{r-1}(\eta_0 e^{-i\lambda \sqrt{2k}})$$

$$\times \frac{D_r(-\xi e^{-i\lambda \sqrt{2k}})}{(\partial/\partial \eta)D_{r-1}(\eta_1 e^{-i\lambda \sqrt{2k}})\eta_{r=\eta} \sin \nu \pi}$$

(7.85)

In the limiting case $\eta_1 = 0$ (Robin [1964]):

$$E_x|_{\eta_1=0} = \int_{c+i\infty}^{c-i\infty} D_r(|\xi| e^{-i\lambda \sqrt{2k}}) D_{r-1}(\eta_0 e^{-i\lambda \sqrt{2k}})$$

$$\times \left[D_{r-1}(-\eta_0 e^{-i\lambda \sqrt{2k}}) - D_{r-1}(\eta_0 e^{-i\lambda \sqrt{2k}})\right] \frac{dv}{\sin \nu \pi}$$

(7.86)

which is an alternative representation of the total electric field of eq. (8.46) for the half plane. On the surface $\eta = 0$:

$$H_x|_{\eta_1=0} = \frac{2e^{i\lambda \gamma}}{|\xi|} \sqrt{\frac{2}{\pi k}} \int_{c+i\infty}^{c-i\infty} D_r(|\xi| e^{-i\lambda \sqrt{2k}}) D_{r-1}(\eta_0 e^{-i\lambda \sqrt{2k}})$$

$$\times D_r(-\xi e^{-i\lambda \sqrt{2k}}) \frac{2i^{-1} \nu}{\Gamma(\nu + 1) \sin \nu \pi}$$

(7.87)

In the particular case $|\xi| - \xi < \eta > \eta_1$, the total electric field can be written as a harmonic series:

$$E_x|_{\eta_1=0} = -2i \sum_{s=0}^{\infty} (-1)^s D_s(|\xi| e^{-i\lambda \sqrt{2k}}) D_{s+1}(\eta) e^{-i\lambda \sqrt{2k}}$$

$$\times D_s(-\xi e^{-i\lambda \sqrt{2k}}) \left[D_{s+1}(\eta) e^{-i\lambda \sqrt{2k}} - D_{s+1}(\eta) e^{-i\lambda \sqrt{2k}}\right]$$

(7.88)

and on the surface $\eta = 0$:

$$H_x|_{\eta_1=0} = \frac{4e^{-i\lambda \gamma} Y}{|\xi|} \sqrt{\frac{2}{\pi k}} \sum_{s=0}^{\infty} (-1)^s \frac{2^{-\nu}}{\Gamma(s+1)} D_s(|\xi| e^{-i\lambda \sqrt{2k}})$$

$$\times D_{s+1}(\eta_0 e^{-i\lambda \sqrt{2k}}) D_s(-\xi e^{-i\lambda \sqrt{2k}})$$

(7.89)

Alternatively, in the case $|\xi| - \xi > \eta > \eta_1$, the total electric field can be written
as the harmonic series (ROBIN [1964]):

\[
(E_z)_{n=0} = -\frac{4i}{\pi} \sum_{n=1}^{\infty} \frac{D_{-2n}(|\xi_0| e^{-i\xi_0 \sqrt{2k}})}{D_{2n-1}(\eta \xi_0 e^{-i\xi_0 \sqrt{2k}})}
\]

and on the surface \( \eta = 0 \):

\[
(H_z)_{n=0} = -\frac{4e^{-i\xi_0 \sqrt{2k}}}{\pi \xi_0} \sum_{n=1}^{\infty} \frac{2^n}{\sqrt{k} \Gamma(n+1)} \frac{D_{-2n}(|\xi_0| e^{-i\xi_0 \sqrt{2k}})}{D_{2n-1}(\eta_0 e^{-i\xi_0 \sqrt{2k}})}
\]

7.3.1.2. HIGH FREQUENCY APPROXIMATIONS

For a line source off the surface and in the umbra region

\[
\xi_0 \eta_0 \pm \sqrt{((\xi_0^2 + \eta_0^2)(\eta_0^2 - \eta_1^2))} \leq \xi \eta \mp \sqrt{((\xi^2 + \eta_1^2)(\eta_1^2 - \eta_0^2))}.
\]

the total electric field is (KELLER [1956]):

\[
E_z \sim \frac{e^{-i\xi_0}}{\pi \eta} \frac{(\rho_1)^{\pm}}{\rho_1} \exp \{ik[\xi_0^2 + (d_0)_z + (d_\xi)_z]\}
\times \sum_{r=1}^{\infty} [A_i(-z_r)]^{-2}
\times \exp \left\{ \frac{\xi_0}{\eta} \pm \sqrt{((\xi_0^2 + \eta_1^2)(\eta_1^2 - \eta_0^2))} \right\} + \ldots
\]

(7.92)

with the upper or lower signs according as \( \xi_0 \leq \xi \) respectively. The focal length is \( \rho_1 = \sqrt{\eta_1^2} \). The Airy function \( A_i(\xi) \) is defined in the Introduction. The arc length from the point of incidence where the incoming ray strikes the surface tangentially to the point where the diffracted ray leaves the surface is \( s^2 \), where the \( \xi \)-coordinates of the point of incidence and the diffraction point are

\[
\xi_i = \frac{1}{\eta_1} \left( \xi_0 \eta_0 \pm \sqrt{((\xi_0^2 + \eta_1^2)(\eta_0^2 - \eta_1^2))} \right)
\]

and

\[
\xi_d = \frac{1}{\eta_1} \left( \xi \eta \mp \sqrt{((\xi^2 + \eta_1^2)(\eta_1^2 - \eta_0^2))} \right).
\]

(7.93)

(7.94)

respectively. The distance from the source point to the point of incidence is

\[
(d_0)_z = \eta_0^{-2} \left( ((\xi_0^2 + \eta_1^2)(\eta_0^2 - \eta_1^2)) \right) \eta_0 \psi (\xi_0^2 + \eta_1^2) \pm \xi_0 \psi (\eta_0^2 - \eta_1^2).
\]

(7.95)

This distance from the diffraction point to the observation point is

\[
(d)_z = \eta_1^{-2} \left( ((\xi^2 + \eta_1^2)(\eta_1^2 - \eta_0^2)) \right) \eta_1 \psi (\xi^2 + \eta_1^2) \mp \xi_1 \psi (\eta_1^2 - \eta_0^2).
\]

(7.96)
As a consequence

\[ s_{\xi a}^2 + (d_0)_{\xi a} + (d)_{\xi a} = \rho_1 \log \left[ \left( \frac{\pm \xi_0 + \sqrt{(\xi_0^2 + \eta_1^2)}}{\eta_0 + \sqrt{(\eta_0^2 - \eta_1^2)}} \right) \left( \frac{\pm \xi + \sqrt{(\xi^2 + \eta_1^2)}}{\eta + \sqrt{(\eta^2 - \eta_1^2)}} \right) \right] \]

\[ \pm \frac{\pm \xi_0 + \sqrt{(\xi_0^2 + \eta_1^2)}}{\eta_0 + \sqrt{(\eta_0^2 - \eta_1^2)}} \pm \frac{\pm \xi + \sqrt{(\xi^2 + \eta_1^2)}}{\eta + \sqrt{(\eta^2 - \eta_1^2)}}. \]  

(7.97)

In eq. (7.92),

\[ \eta_1 \log \left[ \left( \frac{\pm \xi_0 + \sqrt{(\xi_0^2 + \eta_1^2)}}{\eta_0 + \sqrt{(\eta_0^2 - \eta_1^2)}} \right) \left( \frac{\pm \xi + \sqrt{(\xi^2 + \eta_1^2)}}{\eta + \sqrt{(\eta^2 - \eta_1^2)}} \right) \right] \]

is the radius of curvature to the power \(-\frac{1}{2}\) integrated along the path \(s_{\xi a}^2\).

7.3.2. \(H\)-polarization

7.3.2.1. EXACT SOLUTIONS

For an exterior magnetic line source parallel to the \(z\) axis of the cylinder and located at \((\xi_0, \eta_0, \gamma) = (r, \phi, z)\), such that

\[ H = \frac{2}{2\pi} \frac{1}{kR}, \]  

(7.98)

a contour integral representation of the total magnetic field is (ROBIN [1964]):

\[ H_\xi = \frac{1}{\pi} \int_{c-\infty}^{c+\infty} D_\xi(|\xi> |\gamma> e^{-ix\sqrt{2k}}) D_{\gamma-1}(\eta_0 e^{-ix/\sqrt{2k}}) \frac{D_\gamma(-\xi e^{-ix/\sqrt{2k}})}{D_{\gamma-1}(\eta_0 e^{-ix/\sqrt{2k}})} \times [D_{\gamma-1}(\eta_0 e^{-ix/\sqrt{2k}}) D_{\gamma-1}(-\eta_0 e^{-ix/\sqrt{2k}}) + D_{\gamma-1}(-\eta_0 e^{-ix/\sqrt{2k}})] \frac{dv}{\sin \nu}, \]  

(7.99)

where \(-1 < c < 0\). On the surface \(\eta = \eta_1:\)

\[ H_\xi = \frac{1}{\pi} \int_{c-\infty}^{c+\infty} D_\gamma(|\xi> |\gamma> e^{-ix\sqrt{2k}}) D_{\gamma-1}(\eta_0 e^{-ix/\sqrt{2k}}) \times \frac{D_\gamma(-\xi e^{-ix\sqrt{2k}})}{D_{\gamma-1}(\eta_0 e^{-ix\sqrt{2k}})} \Gamma(-\nu) d\nu. \]  

(7.100)

The far field amplitude for the total magnetic field can be obtained from eq. (7.99) upon letting \(\rho \to \infty\). The result is identical to the plane wave solution given in eq. (7.45) with \(\xi, \eta\) and \(\cos \frac{1}{2} \phi_0\) replaced with \(\xi_\infty, \eta_0\) and \(|\cos \frac{1}{2} \phi_0|\), respectively.

In the particular case \(|\xi_\infty| < \eta_\infty < \eta_\infty - \eta_\infty\), the total magnetic field can be written as a harmonic series:

\[ H_\xi = \frac{2\pi}{\pi} \sum_{n=0}^{\infty} (-1)^n D_\rho(|\xi> |\gamma> e^{-ix\sqrt{2k}}) D_{\gamma-1}(\eta_0 e^{-ix\sqrt{2k}}) \frac{D_\gamma(-\xi e^{-ix\sqrt{2k}})}{D_{\gamma-1}(\eta_0 e^{-ix\sqrt{2k}})} \times [D_{\gamma-1}(\eta_0 e^{-ix\sqrt{2k}}) D_{\gamma-1}(-\eta_0 e^{-ix\sqrt{2k}}) + D_{\gamma-1}(-\eta_0 e^{-ix\sqrt{2k}})] \frac{dv}{\sin \nu}, \]  

(7.101)
and on the surface $\eta = \eta_1$:

$$H_z = \gamma \sqrt{\frac{2}{\pi}} \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} D_3(|\xi_0| e^{-i\pi / 2k}) D_{-n-1}(\eta_0 e^{-i\pi / 2k}) \frac{D_4(-\xi e^{-i\pi / 2k})}{D_{-n-1}(\eta e^{-i\pi / 2k})}.$$  

(7.102)

Alternatively, in the case $|\xi_0| > \eta_0 + \eta_1$, the total magnetic field can be written as the series (ROBIN [1964]):

$$H_z = 2i \sqrt{\frac{2}{\pi}} \sum_{r=1}^{\infty} D_r(|\xi_0| e^{-i\pi / 2k}) D_{-r-1}(\eta_0 e^{-i\pi / 2k}) D_r(-\xi_0 e^{-i\pi / 2k})$$

$$\times D_{-r-1}(\eta_0 e^{-i\pi / 2k}) \frac{1}{(\partial / \partial \eta)D_{-r-1}(\eta e^{-i\pi / 2k}) \sin \nu \eta},$$  

(7.103)

where $\nu$ is defined in eq. (7.55). On the surface $\eta = \eta_1$:

$$H_z = 2i \sqrt{\frac{2}{\pi}} \sum_{r=1}^{\infty} D_r(|\xi_0| e^{-i\pi / 2k}) D_{-r-1}(\eta_0 e^{-i\pi / 2k})$$

$$\times \frac{D_r(-\xi_0 e^{-i\pi / 2k})}{(\partial / \partial \eta)D_{-r-1}(\eta_1 e^{-i\pi / 2k}) \sin \nu \eta},$$  

(7.104)

In the limiting case $\eta_1 = 0$ (ROBIN [1964]):

$$(H_z)_{\eta_1=0} = \frac{1}{\pi} \sum_{l=-\infty}^{c+1} D_l(|\xi_0| e^{-i\pi / 2k}) D_{-l-1}(\eta_0 e^{-i\pi / 2k}) D_l(-\xi_0 e^{-i\pi / 2k})$$

$$\times \left[ D_{-l-1}(\eta_0 e^{-i\pi / 2k}) + D_{-l-1}(\eta_0 e^{-i\pi / 2k}) \right] \frac{d\nu}{\sin \nu \eta},$$  

(7.105)

which is an alternative representation of the total magnetic field of eq. (8.68) for the half plane. On the surface $\eta = 0$:

$$(H_z)_{\eta=0} = \sqrt{\frac{2}{\pi}} \sum_{l=-\infty}^{c+1} D_l(|\xi_0| e^{-i\pi / 2k}) D_{-l-1}(\eta_0 e^{-i\pi / 2k})$$

$$\times \frac{D_l(-\xi_0 e^{-i\pi / 2k})}{\Gamma(\nu+1)} \frac{2^{\nu+1}}{\sin \nu \pi},$$  

(7.106)

In the particular case $|\xi_0| = \xi_0 < \eta_0 - \eta_1$, the total magnetic field can be written as a harmonic series:

$$(H_z)_{\eta_1=0} = -2i \sum_{l=0}^{\infty} (-1)^n D_l(|\xi_0| e^{-i\pi / 2k}) D_{-l-1}(\eta_0 e^{-i\pi / 2k}) D_l(-\xi_0 e^{-i\pi / 2k})$$

$$\times \left[ D_{-l-1}(\eta_0 e^{-i\pi / 2k}) + D_{-l-1}(\eta_0 e^{-i\pi / 2k}) \right],$$  

(7.107)

and on the surface $\eta = 0$:

$$(H_z)_{\eta=0} = -2i \sqrt{\frac{2}{\pi}} \sum_{l=0}^{\infty} (-1)^n \frac{1}{\Gamma(\nu+1)} D_l(|\xi_0| e^{-i\pi / 2k}) D_{-l-1}(\eta_0 e^{-i\pi / 2k})$$

$$\times D_l(-\xi_0 e^{-i\pi / 2k}),$$  

(7.108)
Alternatively, in the case $|\xi_+| - \xi < \eta_+ + \eta_-$, the total magnetic field can be written as the harmonic series (ROBIN [1964]):

$$
(H_x)_{\xi_+=0} = -\frac{4i}{\pi} \sum_{n=1}^{\infty} D_{-2n+1}(i|\xi_+|e^{-i\xi\sqrt{2\kappa}})D_{2n-2}(\eta_+ e^{-i\xi\sqrt{2\kappa}})
\times D_{-2n+1}(-\xi e^{-i\xi\sqrt{2\kappa}})D_{2n-2}(\eta_- e^{-i\xi\sqrt{2\kappa}}),
$$

and on the surface $\eta = 0$:

$$
(H_x)_{\eta=0} = -\frac{2i}{\sqrt{\pi}} \sum_{n=1}^{\infty} \frac{2^n}{\Gamma(\frac{1}{2} - n)} D_{-2n+1}(i|\xi_+|e^{-i\xi\sqrt{2\kappa}})D_{2n-2}(\eta_0 e^{-i\xi\sqrt{2\kappa}})
\times D_{-2n+1}(-\xi e^{-i\xi\sqrt{2\kappa}}).
$$

### 7.3.2.2. HIGH FREQUENCY APPROXIMATIONS

For a line source off the surface and in the umbra region

$$
\xi_0 \eta_0 \pm \sqrt{((\xi_0^2 + \eta_0^2)(\eta_0^2 - \eta_1^2))} \leq \xi \eta \mp \sqrt{((\xi^2 + \eta_1^2)(\eta^2 - \eta_1^2))}, \quad \text{for} \quad \xi_0 \leq \xi,
$$

the total magnetic field is (KELLER [1955]):

$$
H_x \sim \frac{e^{-i\xi\sqrt{2\kappa}}}{\pi k} \frac{(k\rho_1)^{\frac{1}{3}}}{[(\xi_0^2 + \eta_1^2)(\eta_0^2 - \eta_1^2)(\xi^2 + \eta_1^2)(\eta^2 - \eta_1^2)]^{\frac{1}{3}}} \exp \left\{ ik[\xi_0^2 + (d_0)_{\xi} + (d)_{\xi}]ight\}
\times \sum_{n=1}^{\infty} \frac{1}{\beta_n [\text{Ai}(\beta_n)^2]^{\frac{1}{3}}} \exp \left\{ \frac{ix}{(k\rho_1)^{\frac{1}{3}}} \right\} \log \left\{ \frac{\xi_0 + \sqrt{(\xi_0^2 + \eta_1^2)}}{\eta_0 + \sqrt{(\eta_0^2 - \eta_1^2)}} \right\}
\times \left( \frac{\pm \xi + \sqrt{(\xi^2 + \eta_1^2)}}{\eta + \sqrt{(\eta^2 - \eta_1^2)}} \right) + \ldots
$$

with the upper or lower signs according as $\xi_0 \leq \xi$ respectively. The focal length is $\rho_1 = \frac{1}{4} \eta_1^2$. The Airy function $\text{Ai}(\tau)$ is defined in the Introduction. The arc length from the point of incidence where the incoming ray strikes the surface tangentially to the point where the diffracted ray leaves the surface is $s_{d}^{\xi}$, where the $\xi$-coordinates of the point of incidence and the diffraction point are

$$
\xi_1 = \frac{1}{\eta_1} (\xi_0 \eta_0 \pm \sqrt{((\xi_0^2 + \eta_1^2)(\eta_0^2 - \eta_1^2))})
$$

and

$$
\xi_d = \frac{1}{\eta_1} (\xi \eta \mp \sqrt{((\xi^2 + \eta_1^2)(\eta^2 - \eta_1^2))}),
$$

respectively. The distance from the source point to the point of incidence is

$$
(d_0)_{\xi} = \eta_0^{-2} \sqrt{((\xi_0^2 + \eta_1^2)(\eta_0^2 - \eta_1^2))(\eta_0 \sqrt{(\xi_0^2 + \eta_1^2)} \pm \xi_0 \sqrt{(\eta_0^2 - \eta_1^2)})}\).$$

The distance from the diffraction point to the observation point is

$$
(d)_{\xi_d} = \eta_1^{-2} \sqrt{((\xi^2 + \eta_1^2)(\eta^2 - \eta_1^2))(\eta \sqrt{(\xi^2 + \eta_1^2)} \mp \xi \sqrt{(\eta^2 - \eta_1^2)})}.
$$
As a consequence
\[
s_{o}^{e} = \rho_{1} \log \left[ \frac{\mp \frac{\zeta_{0} + \sqrt{\zeta_{0}^{2} + \eta_{1}^{2}}}{\eta_{0} + \sqrt{\eta_{0}^{2} - \eta_{1}^{2}}} \left( \frac{\pm \zeta + \sqrt{\zeta^{2} + \eta_{1}^{2}}}{\eta + \sqrt{\eta^{2} - \eta_{1}^{2}}} \right) \right] + \frac{1}{2} \xi_{0}\sqrt{\left( \zeta_{0}^{2} + \eta_{1}^{2} \right)} + \frac{1}{2} \eta_{0}\sqrt{\left( \eta_{0}^{2} - \eta_{1}^{2} \right)} \pm \frac{1}{2} \zeta\sqrt{\left( \zeta^{2} + \eta_{1}^{2} \right)} + \frac{1}{2} \eta\sqrt{\left( \eta^{2} - \eta_{1}^{2} \right)}.
\]

In eq. (7.111),
\[
\eta_{1} \log \left[ \frac{\mp \frac{\zeta_{0} + \sqrt{\zeta_{0}^{2} + \eta_{1}^{2}}}{\eta_{0} + \sqrt{\eta_{0}^{2} - \eta_{1}^{2}}} \left( \frac{\pm \zeta + \sqrt{\zeta^{2} + \eta_{1}^{2}}}{\eta + \sqrt{\eta^{2} - \eta_{1}^{2}}} \right) \right]
\]
is the radius of curvature to the power $-\frac{1}{2}$ integrated along the path $s_{o}^{e}$.

7.4. Interior line sources

7.4.1. E-polarization

7.4.1.1. EXACT SOLUTIONS

For an interior electric line source parallel to the axis $z$ of the cylinder and located at $(\xi_{0} \geq 0, \eta_{0} < \eta_{1})$, such that
\[
E_{\parallel} = 2\mathbf{H}_{0}^{(1)}(\kappa R),
\]
a contour integral representation of the total electric field is (HOCHSTADT [1957]):
\[
E_{\parallel} = \frac{1}{\pi} \int_{c_{1} - i\infty}^{c_{1} + i\infty} \frac{Y_{\parallel}}{\pi k} D_{\parallel}(\xi_{0} e^{-i\xi_{0}/\sqrt{2k}}) - D_{\parallel}(\eta_{0} e^{-i\eta_{0}/\sqrt{2k}}) - D_{\parallel}(\eta_{1} e^{-i\eta_{1}/\sqrt{2k}}) + D_{\parallel}(\eta_{1} e^{-i\eta_{1}/\sqrt{2k}}) \frac{dv}{\sin \phi}.
\]

where $\frac{1}{2} < c_{1} < 0$. On the surface $\eta = \eta_{1}$:
\[
H_{\parallel} = \frac{2e^{i\xi_{1}}}{\pi \sqrt{\pi k}} \int_{c_{1} - i\infty}^{c_{1} + i\infty} D_{\parallel}(\xi_{0} e^{-i\xi_{0}/\sqrt{2k}}) D_{\parallel}(\eta_{0} e^{-i\eta_{0}/\sqrt{2k}}) D_{\parallel}(\eta_{1} e^{-i\eta_{1}/\sqrt{2k}}) D_{\parallel}(\eta_{1} e^{-i\eta_{1}/\sqrt{2k}}) + \frac{1}{2} \zeta_{0}\sqrt{\left( \zeta_{0}^{2} + \eta_{1}^{2} \right)} + \frac{1}{2} \eta_{0}\sqrt{\left( \eta_{0}^{2} - \eta_{1}^{2} \right)} \pm \frac{1}{2} \zeta\sqrt{\left( \zeta^{2} + \eta_{1}^{2} \right)} + \frac{1}{2} \eta\sqrt{\left( \eta^{2} - \eta_{1}^{2} \right)}.
\]
In the particular case where the two conditions \(|\xi| + \xi < \eta_{1} + \eta_{c}\) and \(|\xi| - \xi < \eta_{1} - \eta_{c}\) are both fulfilled, the total electric field can be written as a harmonic series:

\[
E_{\xi} = \sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} D_{n}(|\xi| e^{-i\pi /2k}) (\Delta_{-\xi_{n}-1}(\eta_{1} e^{-i\pi /2k}) + D_{-\xi_{n}-1}(-\eta_{1} e^{-i\pi /2k})) \times [D_{-\xi_{n}-1}(\eta_{1} e^{-i\pi /2k}) - D_{-\xi_{n}-1}(-\eta_{1} e^{-i\pi /2k})]^{-1} \times [D_{n}(\xi_{c} e^{-i\pi /2k}) D_{n-1}(\eta_{1} e^{-i\pi /2k}) - \eta_{0} e^{-i\pi /2k}) D_{n-1}(\eta_{1} e^{-i\pi /2k})] \times [D_{-\xi_{n}-1}(\eta_{1} e^{-i\pi /2k}) D_{-\xi_{n}-1}(-\eta_{1} e^{-i\pi /2k}) + D_{n}(\xi_{c} e^{-i\pi /2k}) - D_{-\xi_{n}-1}(\eta_{0} e^{-i\pi /2k}) D_{-\xi_{n}-1}(-\eta_{1} e^{-i\pi /2k})] \times \int_{0}^{\eta_{c}} [D_{-\xi_{n}-1}(\eta_{1} e^{-i\pi /2k}) + D_{-\xi_{n}-1}(-\eta_{1} e^{-i\pi /2k})]^{2} d\eta \right) \Gamma(-\mu_{r}).
\]

An alternative representation of the total electric field of eq. (7.118) is:

\[
E_{\xi} = \sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} D_{n}(|\xi| e^{-i\pi /2k}) (\Delta_{-\xi_{n}-1}(\eta_{1} e^{-i\pi /2k}) + D_{-\xi_{n}-1}(-\eta_{1} e^{-i\pi /2k})) \times [D_{n}(\xi_{c} e^{-i\pi /2k}) D_{n-1}(\eta_{1} e^{-i\pi /2k}) - \eta_{0} e^{-i\pi /2k}) D_{n-1}(\eta_{1} e^{-i\pi /2k})] \times [D_{-\xi_{n}-1}(\eta_{1} e^{-i\pi /2k}) D_{-\xi_{n}-1}(-\eta_{1} e^{-i\pi /2k}) + D_{n}(\xi_{c} e^{-i\pi /2k}) - D_{-\xi_{n}-1}(\eta_{0} e^{-i\pi /2k}) D_{-\xi_{n}-1}(-\eta_{1} e^{-i\pi /2k})] \times \int_{0}^{\eta_{c}} [D_{-\xi_{n}-1}(\eta_{1} e^{-i\pi /2k}) + D_{-\xi_{n}-1}(-\eta_{1} e^{-i\pi /2k})]^{2} d\eta \right) \Gamma(-\mu_{r}).
\]

where \(\mu_{r} (r = 1, 2, \ldots)\) are solutions of:

\[
D_{-\xi_{n}-1}(\eta_{1} e^{-i\pi /2k}) + D_{-\xi_{n}-1}(-\eta_{1} e^{-i\pi /2k}) = 0;
\]
all solutions have $\text{Re } \mu = -\frac{1}{2}$ (Magnus [1940, 1941-42]). On the surface $\eta = \eta_1$:

$$H_t = -\frac{2Y}{k}\sqrt{\frac{\xi^2 + \eta_1^2}{\eta_1}} \sum_{r=1}^{\infty} D_{\mu R}(\xi e^{-i\xi} \sqrt{2k}) \times [D_{\mu R}(-\eta_0 e^{-i\xi} \sqrt{2k}) + D_{\mu R}(-\xi e^{-i\xi} \sqrt{2k})]$$

$$\times [D_{\mu R}(-\eta_1 e^{-i\xi} \sqrt{2k}) + D_{\mu R}(-\xi e^{-i\xi} \sqrt{2k})] \left(D_{\mu R}(-\eta_0 e^{-i\xi} \sqrt{2k}) + D_{\mu R}(-\xi e^{-i\xi} \sqrt{2k})\right)^{-1} \int_{\eta_0}^{\eta_1} \frac{\Gamma(-\mu)}{\Gamma(1+\mu)} \, d\eta. \quad (7.124)$$

7.4.1.2. HIGH FREQUENCY APPROXIMATIONS

The complete asymptotic expansion of the scattered electric field when the line source is at the focal line ($\xi_0 = \eta_0 = 0$) has been examined by Keller et al. [1956]. Explicitly, the first term of the series is

$$E_2 \sim -\frac{2}{\pi k} \frac{e^{-i\xi}}{\sqrt{y^2/(4\rho_1^2 + \rho_1^2)}} e^{i(kx + 2\mu_1)} + \ldots, \quad (7.125)$$

which is the geometric optics approximation. The focal length is $\rho_1 = \frac{1}{2} \eta_1^2$. The more general problem of a line source in the focal plane off the focal line has been considered by Hochstadt [1957] and Epstein [1956].

7.4.2. H-POLARIZATION

7.4.2.1. EXACT SOLUTIONS

For an interior magnetic line source parallel to the axis $z$ of the cylinder and located at $(\xi_0 \geq 0, \eta_0 < \eta_1)$, such that

$$H^i = 2H_0^i(kR), \quad (7.126)$$

a contour integral representation of the total magnetic field is (Hochstadt [1957]):

$$H_z = \frac{-1}{\pi} \int_{\gamma_1 - i\infty}^{\gamma_1 + i\infty} D_{\mu R}(\xi e^{-i\xi} \sqrt{2k}) \left[H - \eta_1 e^{-i\xi} \sqrt{2k}\right] +$$

$$+ D_{\mu R}(-\eta_1 e^{-i\xi} \sqrt{2k}) D_{\mu R}(-\xi e^{-i\xi} \sqrt{2k})$$

$$\times [D_{\mu R}(-\eta_1 e^{-i\xi} \sqrt{2k}) - D_{\mu R}(-\xi e^{-i\xi} \sqrt{2k})]$$

$$\times [D_{\mu R}(-\eta_1 e^{-i\xi} \sqrt{2k}) + D_{\mu R}(-\xi e^{-i\xi} \sqrt{2k})]^{-1}$$

$$\times \left[D_{\mu R}(\xi e^{-i\xi} \sqrt{2k}) \left[H - \eta_1 e^{-i\xi} \sqrt{2k}\right] +$$

$$+ D_{\mu R}(-\eta_1 e^{-i\xi} \sqrt{2k}) D_{\mu R}(-\xi e^{-i\xi} \sqrt{2k}) D_{\mu R}(-\eta_1 e^{-i\xi} \sqrt{2k}) +$$

$$+ D_{\mu R}(-\xi e^{-i\xi} \sqrt{2k}) D_{\mu R}(-\eta_1 e^{-i\xi} \sqrt{2k}) D_{\mu R}(-\xi e^{-i\xi} \sqrt{2k}) +$$

$$+ D_{\mu R}(-\xi e^{-i\xi} \sqrt{2k}) \left[H - \eta_1 e^{-i\xi} \sqrt{2k}\right] D_{\mu R}(-\xi e^{-i\xi} \sqrt{2k})\right] \frac{dv}{\sin \nu \eta}. \quad (7.127)$$
where \(-\frac{1}{2} < c_1 < 0\). On the surface \(\eta = \eta_1:\)

\[
H_z = -\frac{1}{\pi} \sqrt{\frac{i}{2}} \int_{c_1 = -i}^{c_1 = i} D_n((\xi_x) \text{e}^{-i\text{Im}/2\text{i}k})
\times [(D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k}) - D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k}))]
\times [D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k}) + D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k})]^{-1}
\times [D_n((\xi_x) \text{e}^{-i\text{Im}/2\text{i}k})][D_{\text{r}}(\eta_0 \text{e}^{-i\text{Im}/2\text{i}k})]D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k}) +
+ D_{\text{r}}(\eta_0 \text{e}^{-i\text{Im}/2\text{i}k})][D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k})] +
+ D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k})D_{\text{r}}(\eta_0 \text{e}^{-i\text{Im}/2\text{i}k})
\times (7.128)
\]

In the particular case where the two conditions \(\xi_x + \xi_y < \eta_1 + \eta_2\) and \(\xi_x - \xi_y < \eta_2 - \eta_1\) are both fulfilled, the total magnetic field can be written as a harmonic series:

\[
H_z = 2i \sum_{n=0}^{\infty} (-1)^n D_n((\xi_x) \text{e}^{-i\text{Im}/2\text{i}k})[D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k}) - D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k})]
\times [D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k}) + D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k})]^{-1}
\times [D_n((\xi_x) \text{e}^{-i\text{Im}/2\text{i}k})][D_{\text{r}}(\eta_0 \text{e}^{-i\text{Im}/2\text{i}k})]D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k}) +
+ D_{\text{r}}(\eta_0 \text{e}^{-i\text{Im}/2\text{i}k})][D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k})] +
+ D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k})D_{\text{r}}(\eta_0 \text{e}^{-i\text{Im}/2\text{i}k})
\times (7.129)
\]

and on the surface \(\eta = \eta_1:\)

\[
H_z = -2i \sqrt{\frac{i}{2}} \sum_{n=0}^{\infty} (-1)^n D_n((\xi_x) \text{e}^{-i\text{Im}/2\text{i}k})
\times [(D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k}) - D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k})]
\times [D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k}) + D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k})]^{-1}
\times [D_n((\xi_x) \text{e}^{-i\text{Im}/2\text{i}k})][D_{\text{r}}(\eta_0 \text{e}^{-i\text{Im}/2\text{i}k})]D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k}) +
+ D_{\text{r}}(\eta_0 \text{e}^{-i\text{Im}/2\text{i}k})][D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k})] +
+ D_{\text{r}}(\eta_1 \text{e}^{-i\text{Im}/2\text{i}k})D_{\text{r}}(\eta_0 \text{e}^{-i\text{Im}/2\text{i}k})
\times (7.130)
\]

An alternative representation of the total magnetic field of eq. (7.127) is
\[ H_z = \frac{e^{-\frac{1}{2}k}}{\sqrt{\pi k}} \sum_{\nu = 1}^{\infty} D_{\nu} (|\xi| e^{-\frac{1}{2}ik\sqrt{2k}}) \times \left[ D_{-\nu-1} (\eta_0 e^{-\frac{1}{2}ik\sqrt{2k}}) + D_{-\nu-1} (-\eta_0 e^{-\frac{1}{2}ik\sqrt{2k}}) \right] \times \left[ D_{\nu-1} (\eta e^{-\frac{1}{2}ik\sqrt{2k}}) + D_{\nu-1} (-\eta e^{-\frac{1}{2}ik\sqrt{2k}}) \right] \times \left( \int_0^{\eta_0} \left[ D_{-\nu-1} (\eta e^{-\frac{1}{2}ik\sqrt{2k}}) + D_{-\nu-1} (-\eta e^{-\frac{1}{2}ik\sqrt{2k}}) \right]^2 d\eta \right)^{-1} \Gamma(-\mu_0), \quad (7.131) \]

where \( \mu_0 (r = 1, 2, \ldots) \) are solutions of
\[ D_{-\nu-1} (\eta_1 e^{-\frac{1}{2}ik\sqrt{2k}}) - D_{-\nu-1} (-\eta_1 e^{-\frac{1}{2}ik\sqrt{2k}}) = 0; \quad (7.132) \]
all solutions have Re \( \mu = -\frac{1}{2} \). On the surface \( \eta = \eta_1 \):

\[ H_z = \frac{e^{-\frac{1}{2}ik}}{\sqrt{\pi k}} \sum_{\nu = 1}^{\infty} D_{\nu} (|\xi| e^{-\frac{1}{2}ik\sqrt{2k}}) \times \left[ D_{-\nu-1} (\eta_0 e^{-\frac{1}{2}ik\sqrt{2k}}) + D_{-\nu-1} (-\eta_0 e^{-\frac{1}{2}ik\sqrt{2k}}) \right] \times \left[ D_{\nu-1} (\eta e^{-\frac{1}{2}ik\sqrt{2k}}) + D_{\nu-1} (-\eta e^{-\frac{1}{2}ik\sqrt{2k}}) \right] \times \left( \int_0^{\eta_1} \left[ D_{-\nu-1} (\eta e^{-\frac{1}{2}ik\sqrt{2k}}) + D_{-\nu-1} (-\eta e^{-\frac{1}{2}ik\sqrt{2k}}) \right]^2 d\eta \right)^{-1} \Gamma(-\mu_0) \Gamma(\nu_0 + 1), \quad (7.133) \]

7.4.2.2. HIGH FREQUENCY APPROXIMATIONS

The complete asymptotic expansion of the scattered magnetic field when the line source is located at the focal line \( (z_0 = \eta_0 = 0) \) has been examined by Keller et al. [1956]. Explicitly, the first term of the series is

\[ H_z \sim \sqrt{\frac{2}{\pi k}} \left\{ \frac{e^{-\frac{1}{2}ik}}{\sqrt{\gamma}} \left[ \gamma^2 / (4\rho_1 + \rho_1) + \ldots \right] \right\}, \quad (7.134) \]

which is the geometric optics approximation. The focal length is \( \rho_1 = \frac{1}{2} \eta_1^2 \). The more general problem of a line source in the focal plane off the focal line has been considered by Hochstadt [1957].

7.5. Point and dipole sources

No explicit results are available.
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Chapter 8

THE HALF-PLANE

J. J. BOWMAN and T. B. A. SENIOR

The half-plane is the limit of a parabolic cylinder as the latus rectum tends to zero
and is also the limit of a wedge as the interior wedge angle vanishes. It was one of the
earliest structures for which an exact solution of the boundary value problem was
obtained, and has since been subject to a variety of analytical treatments. The solu-
tion, notable for the comparative simplicity of its representation in terms of the
Fresnel integral, has formed the basis for many studies of edge phenomena and dif-
fraction effects in general.

8.1. Half-plane geometry and preliminary considerations

The half-plane is defined in terms of the rectangular Cartesian coordinates
\((x, y, z)\) by the equation \(y = 0, x \geq 0\). The edge is therefore coincident with the \(z\)-
axis. The half-plane is also defined in terms of the circular cylindrical coordinates
\((\rho, \phi, z)\) by the equations \(\phi = 0\) (upper surface) and \(\phi = 2\pi\) (lower surface), and in
terms of the parabolic cylindrical coordinates \((\xi, \eta, z)\) where
\[
\xi = \sqrt{2\rho \cos \frac{1}{2} \phi}, \quad -\infty < \xi < \infty,
\eta = \sqrt{2\rho \sin \frac{1}{2} \phi}, \quad 0 \leq \eta < \infty;
\]
the half-plane is the complete coordinate surface \(\eta = 0\). This last coordinate system
is not employed in this chapter, but in addition to the rectangular and circular cylind-
rical coordinates, we shall also use the spherical coordinates \((r, \theta, \phi)\), where \(\rho = \sin \theta\) and \(z = r \cos \theta\).

The primary source is a plane wave propagating in the plane perpendicular to the
\(z\)-axis and in a direction making an angle \(\pi + \phi_0\) with the positive \(x\)-axis, or a line
source parallel to the \(z\)-axis and located at \((\rho_0, \phi_0)\), or a point or dipole source located
at \((\rho_0, \phi_0, z_0)\). These configurations are illustrated in Fig. 8.1. In each case both
\(E\)- and \(H\)-polarized excitations are considered, and, in addition, the dipole source may
be of arbitrary orientation. For convenience, and without loss of generality, it is
assumed that \(0 \leq \phi_0 \leq \pi\).

The distances from the point of observation to the source, and to the image of
the source in the plane \(y = 0\), are denoted by \(R\) and \(R'\) respectively. Thus, for a line
source,
\[
R = \sqrt{(\rho^2 + \rho_0^2 - 2\rho \rho_0 \cos (\phi - \phi_0))} = \sqrt{(x - x_0)^2 + (y - y_0)^2}, \quad (8.1)
\]
Fig. 8.1. Geometry for (a) plane wave illumination, (b) line sources and (c) point sources.
\[ R' = \sqrt{\rho^2 + \rho_0^2 - 2\rho\rho_0 \cos(\phi + \phi_0)} = \sqrt{(x-x_0)^2 + (y+y_0)^2}, \quad (8.2) \]

whereas for a point or dipole source,

\[
R = \sqrt{\rho^2 + \rho_0^2 - 2\rho\rho_0 \cos(\phi + \phi_0) + (z-z_0)^2} \\
= \sqrt{(x-x_0)^2 + (y-y_0)^2 + (z-z_0)^2},
\]

\[ R' = \sqrt{\rho^2 + \rho_0^2 - 2\rho\rho_0 \cos(\phi + \phi_0) + (z-z_0)^2} \\
= \sqrt{(x-x_0)^2 + (y+y_0)^2 + (z-z_0)^2}. \quad (8.4) \]

We also introduce the parameter \( R_1 \) associated with the edge diffraction where, for a line source,

\[ R_1 = \rho + \rho_0, \tag{8.5} \]

and for a point or dipole source

\[ R_1 = \sqrt{(\rho + \rho_0)^2 + (z-z_0)^2}. \tag{8.6} \]

A function of particular importance in the sequel is the Fresnel integral

\[ F(\tau) = \int_{\tau}^{\infty} e^{i\tau^2} d\mu \tag{8.7} \]

whose properties are discussed in the Introduction, and we also make use of the Heaviside step function, \( \eta(\psi) \), where

\[ \eta(\psi) = \begin{cases} 
1 & \text{for } \psi > 0 \\
0 & \text{for } \psi < 0
\end{cases} \]

and the signum function \( \text{sgn}(\psi) = \pm 1 \) for \( \psi \geq 0 \).

For any type of source the complete field can be expressed as a contour integral of the form

\[ \oint_{C_1, C_2} G(z)s(z+\phi)\,dz \]

(see, for example, Tuzhilin [1963]), where \( C_1 \) and \( C_2 \) are known as the Sommerfeld contours. In the integrand \( s(z+\phi) \) is proportional to the sum (or difference) of two cotangents, and the kernel \( G(z) \) is determined by the source. The contours \( C_1 \) and \( C_2 \) are shown in Fig. 8.2, where the shading indicates those regions where \( G(z) \) vanishes exponentially as \( |\text{Im} z| \to \infty \) on the upper Riemann sheet. When the source is at a finite distance, the kernel has branch points at \( z = (2n + 1)\pi i, n = 0, \pm 1, \pm 2, \ldots \), where

\[ e = 2 \cosh^{-1} \frac{R_1}{\sqrt{2\rho\rho_0}}. \]

Except in the case of plane wave incidence (when \( e = \infty \)), the \( z \)-plane then has branch cuts extending to infinity as shown in Fig. 8.2. Complete uniform asymptotic expansions of the above contour integral may be obtained as special cases of the results given in Chapter 6 and will not be repeated in the present chapter.
8.2. Plane wave incidence

8.2.1. E-polarization

For incidence at an angle $\phi_0$ with respect to the negative $x$-axis, such that

$$E^1 = 2 \exp \{ -ikp \cos (\phi - \phi_0) \}. \quad (8.8)$$

a contour integral representation of the total electric field is (SOMMERFELD [1896], CARSLAW [1899]):

$$E_z = \frac{1}{8\sin \phi_0} \int_{C_1} e^{ikp \cos \alpha} \{ \cot \frac{\pi}{2}(\pi - \phi + \phi_0) - \cot \frac{\pi}{2}(\pi - \phi - \phi_0) \} d\alpha \quad (8.9)$$

where $C_1$ and $C_2$ are the Sommerfeld contours shown in Fig. 8.2. The above expression reduces to (SOMMERFELD [1896], CLEMMOW [1951])

$$E_z = \frac{e^{-it}}{\sqrt{\pi}} \left\{ \exp \{ -ikp \cos (\phi - \phi_0) \} F[-\sqrt{2kp} \cos \frac{1}{2}(\phi - \phi_0)] - \exp \{ -ikp \cos (\phi + \phi_0) \} F[-\sqrt{2kp} \cos \frac{1}{2}(\phi + \phi_0)] \right\}. \quad (8.10)$$

An alternative representation for $E_z$ in terms of parabolic cylinder functions follows from the eigenfunction expansions in Chapter 7, and still another representation is MACDONALD [1902]):

$$E_z = \sum_{n=0}^{\infty} c_n \sin (\frac{1}{2}n\phi) \sin (\frac{1}{2}n\phi_0) S_n. \quad (8.11)$$

where

$$S_n = e^{-i\pi n} J_n(kp). \quad (8.12)$$
A symmetry relation holds is

\[ E_x(\phi) - E_x(2\pi - \phi) = \exp \{-ik\rho \cos (\phi - \phi_0)\} - \exp \{-ik\rho \cos (\phi + \phi_0)\}. \] (8.13)

Field calculations based on eq. (8.10) are easy to perform using tabulations of the Fresnel integral. Typical of the results available are the amplitude and phase curves shown in Figs. 8.3 and 8.4 respectively.

On the surface

\[ H_x = Y \sqrt{\frac{2}{\pi kx}} e^{i\pi x} \sin \frac{1}{2} \phi_0 \{ \mp e^{ix} + 2i\sqrt{2kx} \cos \frac{1}{2} \phi_x \exp (-ikx \cos \phi_0) \} \times F[\mp \sqrt{2kx} \cos \frac{1}{2} \phi_x] \] (8.14)

with the upper or lower sign for \( \phi = 0 \) or \( 2\pi \) respectively. If \( \sqrt{2kx} \cos \frac{1}{2} \phi_x \ll 1 \) (which includes the immediate vicinity of the edge), insertion of the small argument expansion of the Fresnel integral gives

\[ H_x = Y \sqrt{\frac{2}{\pi kx}} e^{i\pi x} \sin \frac{1}{2} \phi_0 \{ \mp e^{ix} - \sqrt{2kx} e^{-i\pi x} \cos \frac{1}{2} \phi_x \exp (-ikx \cos \phi_0) \pm \]

\[ \pm 4ik \cdot \cos^2 \frac{1}{2} \phi_0 e^{ix} \} + O[(2kx \cos^2 \frac{1}{2} \phi_x)^2]. \] (8.15)

Fig. 8.3. Amplitude of total electric field \( E_x \) for \( \phi_0 = \frac{1}{2} \pi \) and \( \gamma = \frac{\lambda}{2} \). (CLEMMOW [1959]).
Fig. 8.4. Phase of total electric field $E$, for $\phi = \frac{1}{2} \pi$ and $y = -3\lambda$ (Harden [1952]).

The singularity at the edge is here made explicit. On the other hand, if $\sqrt{2kx \cos \phi_0} \gg 1$ (far from the edge)

$$H_x \sim \left\{ \begin{array}{ll}
-2Y \sin \phi_0 \exp (-ikx \cos \phi_0) + \\
+ \frac{Y e^{(ikx-1\pi)}}{2kx \sqrt{2\pi kx \cos^2 \frac{1}{2} \phi_0}} \left[ 1 + O((2kx \cos^2 \frac{1}{2} \phi_0)^{-1}) \right], & (\phi = 0) \quad (8.16) \\
- \frac{Y e^{(ikx-1\pi)}}{2kx \sqrt{2\pi kx \cos^2 \frac{1}{2} \phi_0}} \sin \frac{1}{2} \phi_0 \left[ 1 + O((2kx \cos^2 \frac{1}{2} \phi_0)^{-1}) \right], & (\phi = 2\pi).
\end{array} \right.$$
The amplitude and phase of the surface field component $H_x$, normalized to $H_x^1$ and computed from eq. (8.14), are shown in Figs. 8.5 and 8.6 for $\phi_0 = \frac{\pi}{2}$ and $\phi = 0, 2\pi$.

If $k\rho \ll 1$, a small argument expansion of the Fresnel integrals in eq. (8.10), or of the Bessel functions in eq. (8.11) gives

$$E_z = 2 \sqrt{\frac{2k\rho}{\pi}} e^{-i\phi} \sin \frac{1}{2} \phi_0 + O(k\rho \sin \phi \sin \phi_0).$$

(8.17)

If $k\rho \gg 1$, a convenient decomposition of the field is

$$E_z = E_z^\phi_n + E_z^d,$$

(8.18)

where $E_z^\phi_n$ is the geometrical optics field given by

$$E_z^\phi_n = \eta(\pi + \phi_0 - \phi) \exp \{-ik\rho \cos (\phi - \phi_0)\} - \eta(\pi - \phi_0 - \phi) \exp \{-ik\rho \cos (\phi + \phi_0)\}$$

(8.19)

and $E_z^d$ is the diffracted field, which is discontinuous at $\phi = \pi \pm \phi_0$ in order to compensate for the discontinuities in $E_z^\phi_n$. In the immediate vicinity of these directions, the actual transitional behavior of $E_z$ is provided by the Fresnel integrals in eq. (8.10).

For $k\rho \gg 1$ and $\phi$ not too close to $\pi \pm \phi_0$,

$$E_z^d \sim \sqrt{\frac{2}{\pi k\rho}} e^{(ik\rho + ik\phi_0)} \sin \frac{1}{2} \phi_0 \sin \frac{1}{2} \phi \cos \phi + \cos \phi_0.$$

(8.20)

Fig. 8.5. Amplitude of normalized surface field for $\phi_0 = \frac{\pi}{2}$ and $\phi = 0$ (---), $\phi = 2\pi$ (----).
This has the appearance of a cylindrical wave with

\[
P = i \frac{\sin \frac{1}{2} \phi \sin \frac{1}{2} \phi_0}{\cos \phi + \cos \phi_0}
\] (8.21)

eemanating from the edge. Savornin [1939] has computed \(16|P|^2\) as a function of \(\phi\), \(\pi < \phi < 2\pi\), for \(\phi_0 = \frac{1}{2} \pi\). Similar computations, but for a variety of \(\phi_0\), have been made by Marcinkows; [1959] and Tavenner [1960], and some of the data is reproduced in Fig. 8.7.

As \(\phi\) approaches \(\pi \pm \phi_0\), the approximation implied by eq. (8.20) breaks down. Eq. (8.10), however, indicates that for \(\phi = \pi - \phi_0\)

\[
E_z = \exp(ik\rho \cos 2\phi_0) - \frac{1}{2} e^{ik\rho} - \frac{e^{-\frac{1}{2}ik\rho}}{\sqrt{\pi}} \exp(ik\rho \cos 2\phi_0)F[\sqrt{2k\rho} \sin \phi_0].
\] (8.22)

whereas for \(\phi = \pi + \phi_0\),

\[
E_z = \frac{1}{2} e^{ik\rho} - \frac{e^{-\frac{1}{2}ik\rho}}{\sqrt{\pi}} \exp(ik\rho \cos 2\phi_0)F[\sqrt{2k\rho} \sin \phi_0].
\] (8.23)
For edge-on incidence ($\phi_0 = \pi$), eq. (8.10) reduces to

$$E_z = e^{ikp\cos \phi} \left( 1 - 2 \frac{e^{-ikx}}{\sqrt{\pi}} F[\sqrt{2kp} \sin \frac{1}{2} \phi] \right),$$

and on the surface in this case:

$$H_x = \mp Y \sqrt{\frac{2}{\pi k x}} e^{ikx}, \quad \mp \text{ for } \phi = 0, 2\pi.$$  

For grazing incidence ($\phi_0 = 0$), $E_z = 0$ everywhere.

\[ \text{Fig. 8.7. Far field amplitude of the diffracted wave (Marcinkowski [1959]).} \]

### 8.2.2. H-polarization

For incidence at an angle $\phi_0$ with respect to the negative $x$-axis, such that

$$H^1 = 2 \exp \{-ikp \cos (\phi - \phi_0)\},$$

a contour integral representation of the total magnetic field is (Sommerfeld [1896], Carslaw [1899]):

$$H_z = \frac{1}{8i\pi \sqrt{C_1 + C_2}} \int_{C_1 + C_2} e^{ikp \cos \phi} \left( \cot \frac{1}{2}(\pi - \phi + \phi_0) + \cot \frac{1}{2}(\pi - \phi - \phi_0) \right) dx$$

where $C_1$ and $C_2$ are the Sommerfeld contours shown in Fig. 8.2. The above expres-
sion reduces to (Sommerfeld [1896], Clemmow [1951]):

\[
H_z = \frac{e^{-i \omega}}{\sqrt{\pi}} \left\{ \exp \left\{ -i k \rho \cos (\phi - \phi_0) \right\} F[-\sqrt{2k\rho} \cos \frac{1}{2}(\phi - \phi_0)] + \exp \left\{ -i k \rho \cos (\phi + \phi_0) \right\} F[-\sqrt{2k\rho} \cos \frac{1}{2}(\phi + \phi_0)] \right. 
\]

(8.28)

An alternative representation for \( H_z \) in terms of parabolic cylinder functions follows from the eigenfunction expansions in Chapter 7, and still another representation is (MacDonald [1902]):

\[
H_z = \sum_{n=0}^{\infty} \xi_n \cos \left( \frac{1}{2} n \phi \right) \cos \left( \frac{1}{2} n \phi_0 \right) S_{1n},
\]

(8.29)

where \( S_n \) is given in eq. (8.12). A symmetry relation that holds is

\[
H_z(\phi) + H_z(2\pi - \phi) = \exp \left\{ -i k \rho \cos (\phi - \phi_0) \right\} + \exp \left\{ -i k \rho \cos (\phi + \phi_0) \right\}. \quad (8.30)
\]

Field calculations based on eq. (8.28) are easy to perform using tabulations of the Fresnel integral. Typical of the results available are the amplitude and phase curves shown in Figs. 8.8 and 8.9 respectively. Braunbek and Laukien [1952] have computed the equi-amplitude and equi-phase contours and lines of average energy flow within a

Fig. 8.8. Amplitude of total magnetic field \( H_z \) for \( \phi_0 = \frac{1}{2} \pi \) and \( y = -3 \lambda \).
region bounded by a square of side $2\lambda$ centered on the edge for the case $\phi_0 = \frac{\pi}{4}$. The first two plots are reproduced in Figs. 8.10 and 8.11.

On the surface

$$H_z = 2^{-\frac{i\pi}{4}} \exp(-ikx \cos \phi_0)F\left[\mp \sqrt{2kx} \cos \frac{\phi_0}{2}\right]$$

(8.31)

with the upper or lower sign for $\phi = 0$ or $2\pi$ respectively. If $\sqrt{2kx} \cos \frac{\phi_0}{2} \approx 1$ (which includes the immediate vicinity of the edge), insertion of the small argument
expansion of the Fresnel integral gives

\[ H_s = \exp (-ikx \cos \phi_0) \pm 2 \left[ \frac{2kx}{\pi} e^{-i\pi \cos \frac{1}{2}\phi_0} e^{ikx} + O[(2kx \cos^2 \frac{1}{2}\phi_0)^1] \right]. \]  

(8.32)

On the other hand, if \( \sqrt{2kx \cos \frac{1}{2}\phi_0} \gg 1 \) (far from the edge)

\[ H_s \sim \begin{cases} 
2 \exp (-ikx \cos \phi_0) & \frac{e^{-i(kx + \frac{\pi}{2})}}{\sqrt{2kx}} \sec \frac{1}{2} \phi_0 \left[ 1 + O[(2kx \cos^2 \frac{1}{2} \phi_0)^{-1}] \right], \quad (\phi = 0), \\
\frac{e^{i(kx + \frac{\pi}{2})}}{\sqrt{2kx}} \sec \frac{1}{2} \phi_0 \left[ 1 + O[(2kx \cos^2 \frac{1}{2} \phi_0)^{-1}] \right], \quad (\phi = 2\pi).
\end{cases} 

(8.33)

The amplitude and phase of the surface field component \( H_s \) computed from eq. (8.31)

![Fig. 8.10. Equi-amplitude contours of \( H_s \) for \( \phi_0 = \frac{\pi}{2} \) (Braunbeck and Laurien [1952]).](image)
are shown in Figs. 8.12 and 8.13 for $\phi_0 = \frac{1}{2}\pi$ and $\phi = 0, 2\pi$.

If $k\rho < 1$, a small argument expansion of the Fresnel integral in eq. (8.28), or of the Bessel functions in eq. (8.29), gives

$$H_z = 1 + 2 \sqrt{2k\rho / \pi} e^{-i\phi} \cos \frac{1}{2} \phi \cos \phi_0 + O(k\rho \cos \phi \cos \phi_0). \quad (8.34)$$

If $k\rho \rightarrow 1$, a convenient decomposition of the field is

$$H_z = H_z^{\text{opt}} + H_z^g, \quad (8.35)$$

where $H_z^{\text{opt}}$ is the geometrical optics field given by

$$H_z^{\text{opt}} = \eta(\pi + \phi_0 - \phi) \exp \{ -ik\rho \cos (\phi - \phi_0) \} +$$

$$+ \eta(\pi - \phi_0 - \phi) \exp \{ -ik\rho \cos (\phi + \phi_0) \}. \quad (8.36)$$
8.2 PLANE WAVE INCIDENCE

Fig. 8.12. Amplitude of surface field for $\phi_0 = \frac{1}{2}\pi$ and $\phi = 0$ (---), $\phi = 2\pi$ (--.--). Note that a phase term $kx$ has been subtracted from the phase computed for the lower surface ($\phi = 2\pi$).

Fig. 8.13. Phase of surface field for $\phi_0 = \frac{1}{2}\pi$ and $\phi = 0$ (---), $\phi = 2\pi$ (--.--). Note that a phase term $kx$ has been subtracted from the phase computed for the lower surface ($\phi = 2\pi$).
and $H^d_z$ is the diffracted field, which is discontinuous at $\phi = \pi \pm \phi_0$ in order to compensate for the discontinuities in $H^0_z$. In the immediate vicinity of these directions the actual transitional behavior of $H_z$ is provided by the Fresnel integrals in eq. (8.28). For $k\rho \gg 1$ and $\phi$ not too close to $\pi \pm \phi_0$,

$$H^d_z \sim -\sqrt{\frac{2}{\pi k\rho}} e^{i(k\rho + \frac{\pi}{4})} \frac{\cos \frac{1}{4} \phi \cos \frac{1}{4} \phi_0}{\cos \phi + \cos \phi_0}.$$  

(8.37)

This has the appearance of a cylindrical wave with

$$P = -i \frac{\cos \frac{1}{4} \phi \cos \frac{1}{4} \phi_0}{\cos \phi + \cos \phi_0}.$$  

(8.38)

emanating from the edge. SAVORNIN [1939] has computed $16|P|^2$ as a function of $\phi$, $\pi < \phi < 2\pi$, for $\phi_0 = \frac{1}{4}\pi$. Similar computations, but for a variety of $\phi_0$, have been made by MARCINKOWSKI [1959] and TAVENNER [1960], and some of the data are reproduced in Fig. 8.14.

\[\text{Fig. 8.14. Far field amplitude of the diffracted wave (MARCINKOWSKI [1959]).}\]

As $\phi$ approaches $\pi \pm \phi_0$, the approximation implied by eq. (8.37) breaks down. Equation (8.28), however, indicates that for $\phi = \pi - \phi_0$

$$H_z = \exp(ik\rho \cos 2\phi_0) + \frac{e^{-iK}}{\sqrt{\pi}} \exp(ik\rho \cos 2\phi_0)F(\sqrt{2k\rho} \sin \phi_0),$$  

(8.39)
whereas for $\phi = \pi + \phi_0$,
\[
H_z = \frac{1}{4} e^{\imath k \rho} + \frac{e^{-\imath k \rho}}{\sqrt{\pi}} \exp(\imath k \rho \cos 2\phi_0) F[\sqrt{2k \rho \sin \phi_0}].
\] (8.40)

For edge-on incidence ($\phi_0 = \pi$), eq. (8.28) reduces to
\[
H_z = e^{\imath k \rho \cos \phi},
\] (8.41)
so that the scattered field is zero everywhere. For grazing incidence ($\phi_0 = 0$),
\[
H_z = 2 \frac{e^{-\imath k \rho}}{\sqrt{\pi}} e^{-\imath k \rho \cos \phi} F[-\sqrt{2k \rho \cos \phi}].
\] (8.42)

8.3. Line sources

8.3.1. E-polarization

For an electric line source parallel to the edge and located at $(\rho_0, \phi_0)$ such that
\[
E_1 = 2 H_0^{(1)}(kR),
\] (8.43)
a contour integral representation of the total electric field is (Carslaw [1899]):
\[
E_z = \frac{1}{8\pi} \int_{C_1+C_2} H_0^{(1)}(kR(x)) \left[ \cot \left( \pi - \pi - \phi + \phi_0 \right) - \cot \left( \pi - \pi - \phi - \phi_0 \right) \right] dx
\] (8.44)
where
\[
R(x) = (\rho^2 + \rho_0^2 + 2\rho_0 \rho \cos \alpha)^{1/2}
\] (8.45)
and $C_1$ and $C_2$ are the Sommerfeld contours shown in Fig. 8.2. The above expression reduces to (Clemmow [1950]):
\[
E_z = - \frac{2i}{\pi} \left( e^{\imath k R} \int_{-\infty}^{\infty} e^{\imath k \mu \cos \phi} \frac{d\mu}{\sqrt{(\mu^2 + 2k R)}} - e^{\imath k R'} \int_{-\infty}^{\infty} e^{\imath k \mu \cos \phi} \frac{d\mu}{\sqrt{(\mu^2 + 2k R')}} \right)
\] (8.46)
with
\[
m = 2 \frac{k \rho_0}{R_1 + R} \cos \left( \frac{1}{2}(\phi - \phi_0) \right) = \pm \sqrt{k(R_1 - R)}, \quad \pm \text{ for } \cos \left( \frac{1}{2}(\phi - \phi_0) \right) \geq 0.
\]
\[
m' = 2 \frac{k \rho_0}{R_1 + R'} \cos \left( \frac{1}{2}(\phi + \phi_0) \right) = \pm \sqrt{k(R_1 - R')}, \quad \pm \text{ for } \cos \left( \frac{1}{2}(\phi + \phi_0) \right) \geq 0.
\]
The form of solution given by Macdonald [1915] can be obtained from eq. (8.46) by a change of integration variable:
\[
\mu = \sqrt{2kS} \sinh \frac{1}{2} \xi, \quad S = R \text{ or } R'.
\]
An alternative representation which has found some use is
\[
E_z = \sum_{n=0}^{\infty} \epsilon_n \sin \left( \frac{1}{2} n \phi \right) \sin \left( \frac{1}{2} n \phi_0 \right) S_{\xi},
\] (8.47)
where (MacDonald [1902]):

\[ S_v = J_v(kp_\sigma)H^{(1)}_v(kp_\sigma). \]  

which may also be written (Tuzhilin [1963]):

\[ S_v = \sum_{s=0}^{\infty} \frac{(\frac{1}{2}kp_\rho)^{2s+v}}{s!\Gamma(s+v+1)} \frac{H^{(1)}_{2s+v}(k\sqrt{(\rho^2+p_\sigma^2)})}{[\sqrt{(\rho^2+p_\sigma^2)}]^{2s+v}}. \]  

The following symmetry relation holds:

\[ E_x(\phi) - E_x(2\pi - \phi) = H^{(1)}_0(kR) - H^{(1)}_0(kR'). \]  

If the observation point is on the surface (implying \( R' = R \))

\[ H_x = \frac{2Y}{\pi k} \frac{R_1}{R^2} \sqrt{\rho_0} \sin \frac{1}{2} \phi_0 \]

\[ \times \left\{ \mp e^{ikR} + 2i \frac{\sqrt{(R_1^2 - R^2)}}{R_1} e^{ikR} \int_{\pm \sqrt{ik(R_1 - Rk)}}^{\infty} \frac{\mu^2 + kR}{\sqrt{(\mu^2 + 2kR)}} e^{i\mu^2} d\mu \right\} \]  

with the upper or lower sign for \( \phi = 0 \) or \( 2\pi \) respectively. An alternative (series) form is easily derived from eq. (8.47), and Moullin [1949] has used this to compute the real and imaginary parts (in-phase and quadrature components) of the normalized total current

\[ \pi Z[H_x(0) - H_x(2\pi)]. \]  

Fig. 8.15. Real (---) and imaginary (-----) parts of the normalized total current for \( k\rho_0 = 7, \quad \delta_0 = 60 \).
borne by the half-plane as functions of \( kx, 0 \leq kx \leq 4 \), for \( ky_0 = 0.603 \) and \( kx_0 = 0.804 \) and 1.95. Similar computations, but for \( 1/\pi \) times the above quantities are given for other values of \( kx_0 \) and \( ky_0 \) by MOULLIN [1954]. The results of a recomputation of one of the latter cases are shown in Fig. 8.15.

If \( k(R_1 - R) \ll 1 \), a Taylor expansion of the integral in eq. (8.52) gives

\[
H_x = \frac{2Y}{\pi k R^2} R_1 \int_0^{\phi_0} \sin \frac{1}{2} \phi_0 \left( \pm e^{ikR_1} - \frac{1}{4} \pi k \frac{R}{R_1} \sqrt{R_1^2 - R^2} H_1^{(1)}(kR_1) \pm \right.
\]

\[
\left. \pm 2i k(R_1 - R)e^{ikR_1} + O\left[k^2(R_1 - R)^2\right]\right) \quad (8.53)
\]

which makes explicit the field singularity at the edge. If, on the other hand, \( r(R_1 - R) \gg 1 \),

\[
H_x \sim 2i Y \frac{\rho_0}{R} H_1^{(1)}(kR) \sin \phi_0 - i \frac{Y}{kx} \frac{e^{ikx}}{\sqrt{(2nk \rho_0)}} \sqrt{(2nkx) \cos^2 \frac{1}{2} \phi_0}
\]

\[
\times \{1 + O[k^{-1}(R_1 - R)^{-1}]\}, \quad (\phi = 0), \quad (8.54)
\]

and the modification to the infinite sheet result now has the character of a cylindrical wave.

If \( k(R_1 - R), k(R_1 - R') \ll 1 \), a small argument expansion of the integrals in eq. (8.46) gives

\[
E_x = -\frac{4i}{\pi} \frac{e^{ikR_1}}{R} \sqrt{\rho_0} \sin \frac{1}{2} \phi_0 + O[k(R_1 - R)H_1^{(1)}(kR_1), k(R_1 - R')H_1^{(1)}(kR_1)]
\]

\[
(8.55)
\]

and this holds for either the source or observation point, or both, near to the edge. For \( k(R_1 - R), k(R_1 - R') \gg 1 \), a convenient decomposition of the field is

\[
E_x = E_x^{\phi_0} + E_x^d,
\]

(8.56)

where \( E_x^{\phi_0} \) is the geometrical optics field given by

\[
E_x^{\phi_0} = \eta(\pi + \phi_0 - \psi)H_0^{(1)}(kR) - \eta(\pi - \phi_0 - \phi)H_0^{(1)}(kR')
\]

(8.57)

and \( E_x^d \) is the diffracted field, which is discontinuous at \( \phi = \pi \pm \phi_0 \) in order to compensate for the discontinuities in \( E_x^{\phi_0} \). In the immediate vicinity of these directions, the actual transitional behavior of \( E_x \) is provided by the integrals in eq. (8.46). If \( kR_1 \gg 1 \), a first order approximation to \( E_x^d \) is (CLEMMOW [1950]):

\[
E_x^d \sim \frac{2i}{\pi} \left( \mathsf{sgn} \left( \pi + \phi_0 - \phi \right) \right) e^{ikR} F\left[\chi \{k(R_1 + R)\}\right] -
\]

\[
- \mathsf{sgn} \left( \pi - \phi_0 - \phi \right) e^{ikR'} F\left[\chi \{k(R_1 + R')\}\right] \right]. \quad (8.58)
\]
If, in addition, $k(R_1 - R), k(R_1 - R') > i$, asymptotic expansion of the Fresnel integral gives

$$E_z \sim \frac{e^{ikR_1}}{\sqrt{\pi k \rho_0}} \frac{e^{ikR}}{\sqrt{\pi k \rho}} \frac{2 \sin \frac{1}{2} \phi \sin \frac{1}{2} \phi_0}{\cos \phi + \cos \phi_0},$$

and this has the appearance of a cylindrical wave diverging from the edge.

The far field amplitude for the total electric field can be obtained from either eq. (8.46) or eq. (8.47) upon letting $k \rho \to \infty$. The result is identical to the plane wave solution given in eq. (8.10) or eq. (8.11) with $\rho$ replaced by $\rho_0$. MOULLIN [1949] has used the representation

$$P = \sum_{n=0}^{\infty} c_n e^{-i \ln n} f_n(k \rho_0) \sin \left(\frac{1}{2} n \phi\right) \sin \left(\frac{1}{2} n \phi_0\right)$$

(8.60)

to compute the far field amplitude as a function of $\phi$ for a variety of $k \rho_0$ and $\phi_0$. Some results are shown in Fig. 8.16.

**Fig. 8.16.** Far field amplitude for $x_0 = \frac{1}{2} \lambda, y_0 = 0$ (---) and $x_0 = 0, y_0 = \frac{1}{2} \lambda$ (---).
8.3 LINE SOURCES

On the boundaries $\phi = \pi \pm \phi_0$ of the geometrical optics regions, eq. (8.46) assumes the following forms: when $\phi = \pi - \phi_0$,

$$E_z = H_0^{(1)}(kR) - \frac{2i}{\pi} \int_0^\infty \frac{e^{ikr}}{\sqrt{i(k(R_1 - R))}} \sqrt{\mu^2 + 2kR} \, d\mu,$$

whereas for $\phi = \pi + \phi_0$,

$$E_z = \frac{1}{2} H_0^{(1)}(kR_0) + \frac{2i}{\pi} \int_0^\infty \frac{e^{ikr}}{\sqrt{i(k(R_1 - R))}} \sqrt{\mu^2 + 2kR} \, d\mu.$$

For the line source on the continuation of the half-plane (i.e. $\phi_0 = \pi$), eq. (8.45) reduces to

$$E_z = H_0^{(1)}(kR) + \frac{2i}{\pi} \int_0^\infty \frac{e^{ikr}}{\sqrt{i(k(R_1 - R))}} \sqrt{\mu^2 + 2kR} \, d\mu.$$

and if the observation point is on the surface in this case

$$H_x = \mp \frac{2Y}{\pi kR} \sqrt{\frac{\rho_0}{x}} e^{ikr}, \quad \mp \text{ for } \phi = 0, 2\pi.$$

For a line source on the half-plane itself ($\phi_0 = 0$), $E_z = 0$ everywhere.

8.3.2. H-polarization

For a magnetic line source parallel to the edge and located at $(\rho_0, 0)$ such that

$$H^1 = \frac{1}{2i} H_0^{(1)}(kR),$$

a contour integral representation of the total magnetic field is (Carslaw [1899]):

$$H_z = \frac{1}{8i\pi} \int_{C_1, C_2} H_0^{(1)}[kR(\alpha)] \left( \cot \left( \frac{\pi}{2} - \phi + \phi_0 \right) + \cot \left( \frac{\pi}{2} - \phi - \phi_0 \right) \right) \, d\alpha$$

where

$$R(\alpha) = \left( \rho^2 + \rho_0^2 + 2\rho\rho_0 \cos \alpha \right)^{\frac{3}{2}}$$

and $C_1$ and $C_2$ are the Sommerfeld contours shown in Fig. 8.2. The above expression reduces to (Clemmow [1950]):

$$H_z = -\frac{2i}{\pi} \left( e^{ikr} \int_0^\infty \frac{e^{ikr}}{\sqrt{\mu^2 + 2kR}} \, d\mu + e^{ikr} \int_0^\infty \frac{e^{ikr}}{\sqrt{\mu^2 + 2kR'}} \, d\mu \right)$$

with

$$m = 2 \left\{ \begin{array}{l} \frac{k\rho_0}{R_1 + R} \cos \left( \frac{\pi}{4} - \phi + \phi_0 \right) = \pm \sqrt{k(R_1 - R)}, \quad \text{for } \cos \left( \frac{\pi}{4} - \phi + \phi_0 \right) \geq 0, \\
\end{array} \right.$$  

$$m' = 2 \left\{ \begin{array}{l} \frac{k\rho_0}{R_1 + R'} \cos \left( \frac{\pi}{4} + \phi + \phi_0 \right) = \pm \sqrt{k(R_1 - R')}, \quad \text{for } \cos \left( \frac{\pi}{4} + \phi + \phi_0 \right) \geq 0. \\
\end{array} \right.$$
The form of solution given by MacDonald [1915] can be obtained from eq. (8.61) by a change of integration variable:

$$\mu = \sqrt{2kS \sinh \frac{1}{2} \xi}, \quad S = R \text{ or } R'.$$

An alternative representation which has found some use is

$$H_z = \sum_{n=0}^{\infty} a_n \cos \left(\frac{1}{2} n \phi\right) \cos \left(\frac{1}{2} n \phi_0\right) S_n$$

(8.69)

where $S_n$ is given in eq. (8.48) or equivalently in eq. (8.49). The following symmetry relation holds:

$$H_0(\phi) + H_0(2\pi - \phi) = H_0^{(1)}(kR) + H_0^{(1)}(kR').$$

(8.70)

If the observation point is on the surface (implying $R' = R$)

$$H_z = -\frac{4i}{\pi} e^{ikR} \int_{-\infty}^{\infty} \frac{e^{i\mu^2}}{\sqrt{(\mu^2 + 2kR)}} \, d\mu$$

(8.71)

with the upper or lower sign for $\phi = 0$ or $2\pi$ respectively. An alternative (series) form follows immediately from eq. (8.69), and this has been used to compute the real and imaginary parts (in-phase and quadrature components) of the total current shown in Fig. 8.17. If $\lambda(R_1 - R) \gg 1$, a Taylor expansion of the integral in eq. (8.71) gives

**Fig. 8.17.** Real (---) and imaginary (----) parts of the normalized total current for $kR_0 = 7$, $\phi_0 = 60^\circ$. 

\[kx\]
\[ H_z = H_z^{(1)}(kR) + \frac{4i}{\pi} \sqrt{\frac{R_1 - R}{R_1 + R}} e^{ikR_i} \{ 1 + O[k(R_1 - R)] \}. \] (8.72)

If, on the other hand, \( k(R_1 - R) \gg 1 \),

\[ H_z \sim \begin{cases} 
2H_0^{(1)}(kR) - \frac{e^{ik\phi_0}}{\sqrt{(\pi k\rho_0)}} \frac{e^{ikx}}{\sqrt{(\pi kx)}} \sec \frac{1}{2} \phi_0 \{ 1 + O[k^{-1}(R_1 - R)^{-1}] \}, & (\phi = 0), \\
- \frac{e^{ik\phi_0}}{\sqrt{(\pi k\rho_0)}} \frac{e^{ikx}}{\sqrt{(\pi kx)}} \sec \frac{1}{2} \phi_0 \{ 1 + O[k^{-1}(R_1 - R)^{-1}] \}, & (\phi = 2\pi),
\end{cases} \] (8.73)

and the modification to the infinite sheet result now has the character of a cylindrical wave.

If \( k(R_1 - R), k(R_1 - R') \ll 1 \), a small argument expansion of the integrals in eq. (8.68) gives

\[ H_z = H_0^{(1)}(kR) - \frac{4i}{\pi} \frac{e^{ikR_i}}{R_1} \sqrt{\rho_0 \cos \frac{1}{2} \phi \cos \frac{1}{2} \phi_0} + O[k(R_1 - R)H_0^{(1)}(kR_1), k(R_1 - R')H_0^{(1)}(kR_1)] \] (8.74)

and this holds for either the source or observation point, or both, near to the edge. For \( k(R_1 - R), k(R_1 - R') \gg 1 \), a convenient decomposition of the field is

\[ H_z = H_z^{(0)} + H_z^d, \] (8.75)

where \( H_z^{(0)} \) is the geometrical optics field given by

\[ H_z^{(0)} = \eta(\pi + \phi_0 - \phi)H_0^{(1)}(kR) + \eta(\pi - \phi_0 - \phi)H_0^{(1)}(kR') \] (8.76)

and \( H_z^d \) is the diffracted field, which is discontinuous at \( \phi = \pi \pm \phi_0 \) in order to compensate for the discontinuities in \( H_z^{(0)} \). In the immediate vicinity of these directions, the actual transitional behavior of \( H_z \) is provided by the integrals in eq. (8.68). If \( kR_1 \gg 1 \), a first order approximation to \( H_z^d \) is (CLEMMOW [1950]):

\[ H_z^d \sim \begin{cases} 
2i \left\{ \text{sgn}(\pi + \phi_0 - \phi) - \sqrt{\{k(R_1 + R)\}} \right\} F[k(R_1 - R)] + \\
\sqrt{\{k(R_1 + R)\}}^2 F[k(R_1 - R')], & (8.77)
\end{cases} \]

If, in addition, \( k(R_1 - R), k(R_1 - R') \gg 1 \), asymptotic expansion of the Fresnel integrals gives

\[ H_z^d \sim - \frac{e^{ik\rho_0}}{\sqrt{(\pi k\rho_0)}} \frac{e^{ik\rho}}{\sqrt{(\pi k\rho)}} 2 \cos \frac{1}{2} \phi \cos \frac{1}{2} \phi_0 \] (8.78)

and this has the appearance of a cylindrical wave diverging from the edge.

The far field amplitude for the total magnetic field can be obtained from either eq. (8.68) or eq. (8.69) upon letting \( k\rho \to \infty \). The result is identical to the plane wave solution given in eq. (8.28) or eq. (8.29) with \( \rho \) replaced by \( \rho_0 \).
On the boundaries $\phi = \pi \pm \phi_0$ of the geometrical optics regions, eq. (8.68) assumes the following forms: when $\phi = \pi - \phi_0$,

$$H_z = H_0^{(1)}(kR) + \frac{1}{2} H_1^{(1)}(kR_1) + \frac{2i}{\pi} e^{ikR} \int_{\sqrt{(k(R-R))}}^{\infty} \frac{e^{i\mu^2}}{\sqrt{\mu^2 + 2kR}} d\mu. \quad (8.79)$$

whereas for $\phi = \pi + \phi_0$,

$$H_z = \frac{1}{2} H_1^{(1)}(kR_1) - \frac{2i}{\pi} e^{ikR} \int_{\sqrt{(k(R-R))}}^{\infty} \frac{e^{i\mu^2}}{\sqrt{\mu^2 + 2kR}} d\mu. \quad (8.80)$$

For the line source on the continuation of the half-plane (i.e. $\phi_0 = \pi$), eq. (8.68) reduces to

$$H_z = H_0^{(1)}(kR), \quad (8.81)$$

so that the scattered field is zero everywhere. For the line source on the half-plane ($\phi_0 = 0$),

$$H_z = -\frac{4i}{\pi} e^{ikR} \int_{-\sqrt{(k(R-R))}}^{\infty} \frac{e^{i\mu^2}}{\sqrt{\mu^2 + 2kR}} d\mu. \quad (8.82)$$

8.4. Point sources
8.4.1. Acoustically soft half-plane

For a point source at $(\rho_0, \phi_0, z_0)$ such that

$$V = \frac{e^{ikR}}{kR}, \quad (8.83)$$

a contour integral representation of the total field is (Carslaw [1899]):

$$V = \frac{1}{8i\pi} \int_{C_1 + C_2} e^{ikR(x)} \left\{ \frac{1}{k(x-z_0)} - \frac{1}{k(x-z_0)} \right\} dz \quad (8.84)$$

where

$$R(x) = \left\{ \rho^2 + \rho_0^2 + 2\rho_0 \rho \cos(z - z_0)^2 \right\} \quad (8.85)$$

and $C_1$ and $C_2$ are the Sommerfeld contours shown in Fig. 8.2. The above expression reduces to

$$V = i \int_{-m}^{m} \frac{H_1^{(1)}(\rho^2 + kR)}{\sqrt{\rho^2 + 2kR}} d\mu - i \int_{-m'}^{m'} \frac{H_1^{(1)}(R^2 + kR')}{\sqrt{R^2 + 2kR'}} d\mu \quad (8.86)$$

with

$$m = 2 \sqrt{\frac{k\rho_0}{R_1 R}} \cos \frac{1}{2}(\phi - \phi_0) = \pm \sqrt{(k(R_1 - R))}, \quad \pm \text{ for } \cos \frac{1}{2}(\phi - \phi_0) \geq 0,$$

$$m' = 2 \sqrt{\frac{k\rho_0}{R_1 R}} \cos \frac{1}{2}(\phi + \phi_0) = \pm \sqrt{(k(R_1 - R'))}, \quad \pm \text{ for } \cos \frac{1}{2}(\phi + \phi_0) \geq 0.$$
The form of solution given by Macdonald [1915] can be obtained from eq. (8.86) by a change of integration variable:

$$\mu = \sqrt{2kS} \sinh \frac{1}{2} \xi, \quad S = R \text{ or } R'.$$

An alternative representation of the total field as an eigenfunction expansion is

$$V = \sum_{n=0}^{\infty} e_n \sin \left( \frac{1}{2} n \phi \right) \sin \left( \frac{1}{2} n \phi_0 \right) S_n,$$

(8.87)

where (Vandakurov [1954]):

$$S_v = \frac{i}{2k} \int_{-\infty}^{\infty} dt e^{it(z-z_0)} J_v[\rho\sqrt{(k^2-t^2)}] H_l^{(1)}[\rho\sqrt{(k^2-t^2)}],$$

(8.88)

which may be written in the form (Tuzhilin [1963]):

$$S_v = \frac{i}{s!} \sum_{s=0}^{\infty} \frac{(4k^2\rho_0)^{2s+v}}{s!} \frac{H_{2s+1}(k\sqrt{(\rho^2+\rho_0^2+(z-z_0)^2)})}{\Gamma(s+v+1)} \left( \sqrt{\rho^2+\rho_0^2+(z-z_0)^2} \right)^{2s+v}$$

(8.89)

and may further be written (Macdonald [1915]):

$$S_v = i e^{-2i\pi v} \sum_{s=0}^{\infty} \frac{\Gamma(s+2v+1)}{s!} (2s+2v+1) j_{s+1}(kr) H_l^{(1)}(kr) P_{s+v}^+(\cos \theta) P_{s+v}^-(\cos \theta_0).$$

(8.90)

The following symmetry relation holds:

$$V(\phi) - V(2\pi - \phi) = \frac{e^{ikR}}{kR} - \frac{e^{ikR'}}{kR'},$$

(8.91)

If the observation point is on the surface (implying $R' = R$)

$$\frac{\partial V}{\partial y} = \frac{1}{R^2} \int_{R}^{R_1} \frac{\rho_0}{\chi} \sin \frac{1}{2} \phi_0 \left( \pm H_l^{(1)}(kR_1) - 2 \sqrt{(R_1^2-R^2)} - \frac{\mu^2+kR}{(\mu^2+2kR)} H_l^{(1)}(\mu^2+kR) d\mu \right)$$

(8.92)

with the upper or lower sign for $\phi = 0$ or $2\pi$ respectively. If $k(R_1 - R) \gg 1$, a Taylor expansion of the integral in eq. (8.92) gives

$$\frac{\partial V}{\partial y} = \frac{1}{R^2} \int_{R}^{R_1} \frac{\rho_0}{\chi} \sin \frac{1}{2} \phi_0 \left\{ \pm H_l^{(1)}(kR_1) - \left( 1 + \frac{i}{kR} \right) \sqrt{(R_1^2-R^2)} - 2k(R_1 - R)H_l^{(1)}(kR_1) + O\left[ k^2(R_1 - R)^2 \right] \right\}$$

(8.93)

which makes explicit the field singularity at the edge. If, on the other hand, $k(R_1 - R) \ll 1$. 
\[ \frac{\partial V}{\partial y} \sim \left\{ -2i \rho_0 R^2 \left( 1 + \frac{i}{kR} \right) e^{ikR} \sin \phi_0 + \frac{i}{\epsilon kx} \frac{H_0^{(1)}(kR_1)}{\sqrt{(\rho_0 x)}} \sin \frac{1}{2} \phi_0 \right\} \times \left\{ 1 + O[k^{-1}(R_1 - R)^{-1}] \right\} \], \quad (\phi = 0), \quad (8.94)

If \( k(R_1 - R), k(R_1 - R') \ll 1 \), a small argument expansion of the integrals in eq. (8.86) gives

\[ V = 2iH_1^{(1)}(kR_1) \frac{\sqrt{\rho_0}}{R_1} \sin \frac{1}{2} \phi_0 + O[k(R_1 - R)h_1^{(1)}(kR_1), k(R_1 - R')h_1^{(1)}(kR_1)] \]

and this holds for either the source or observation point, or both, near to the edge. For \( k(R_1 - R), k(R_1 - R') \gg 1 \), a convenient decomposition of the field is

\[ V = V^{g.o.} + V^d, \]

where \( V^{g.o.} \) is the geometrical optics field given by

\[ V = \eta(\pi + \phi_0 - \phi) \frac{e^{ikR}}{kR} - \eta(\pi - \phi_0 - \phi) \frac{e^{ikR'}}{kR'} \]

and \( V^d \) is the diffracted field, which is discontinuous at \( \phi = \pi \pm \phi_0 \) in order to compensate for the discontinuities in \( V^{g.o.} \). In the immediate vicinity of these directions, the actual transitional behavior of \( V \) is provided by the integrals in eq. (8.86). If \( kR_1 \gg 1 \), a first order approximation to \( V^d \) is (MacDonald [1915]),

\[ V^d \sim - \sqrt{\frac{2}{\pi kR_1}} e^{-ikR} \left\{ \text{sgn}(\pi + \phi_0 - \phi) \frac{e^{ikR}}{\sqrt{\{k(R_1 + R)\}} F[\sqrt{\{k(R_1 - R)\}}]} - \text{sgn}(\pi - \phi_0 - \phi) \frac{e^{ikR'}}{\sqrt{\{k(R_1 + R')\}} F[\sqrt{\{k(R_1 - R')\}}]} \right\} \].

If, in addition, \( k(R_1 - R), k(R_1 - R') \gg 1 \), asymptotic expansion of the Fresnel integrals gives

\[ V^d \sim - \sqrt{\frac{2}{\pi kR_1}} e^{ikR} \frac{1}{\epsilon kR_1} \left[ 1 - \frac{1}{\sin \frac{1}{2} \phi_0} \right] \sin \frac{1}{2} \phi_0 \cos \phi + \cos \phi_0 \]

On the boundaries \( \phi = \pi \pm \phi_0 \) of the geometrical optics regions, eq. (8.86) assumes the following forms: when \( \phi = \pi - \phi_0 \),

\[ V = \frac{e^{ikR}}{kR} - \frac{1}{2} \int_{-\infty}^{\infty} \frac{H_1^{(1)}(\mu^2 + kR)}{(\mu^2 + 2kR)} d\mu. \]
whereas for $\phi = \pi + \phi_0$,

$$V = \frac{1}{2} \frac{e^{ikR_1}}{kR_1} - \frac{i}{2} \int_{\mathbb{R}}^{\infty} \frac{H_1^{(1)}(\mu^2 + kR')}{\sqrt{\mu^2 + 2kR'}} \frac{d\mu}{\mu}.$$  \hspace{1cm} (8.101)

For the point source on the continuation of the half-plane (i.e. $\phi_0 = \pi$), eq. (8.86) reduces to

$$V = \frac{e^{ikR}}{kR} - 2i \int_{\mathbb{R}}^{\infty} \frac{H_1^{(1)}(\mu^2 + kR)}{\sqrt{\mu^2 + 2kR'}} \frac{d\mu}{\mu}.$$  \hspace{1cm} (8.102)

and if the observation point is on the surface in this case

$$\frac{\partial V}{\partial y} = \pm \frac{i}{R} \sqrt{\frac{\rho_0}{\rho}} H_1^{(1)}(kR), \quad \pm \text{ for } \phi = 0, 2\pi.$$  \hspace{1cm} (8.103)

For a point source on the half-plane itself ($\phi_0 = 0$), $V = 0$ everywhere.

### 8.4.2. Acoustically hard half-plane

For a point source at $(\rho_0, \phi_0, z_0)$ such that

$$V^1 = \frac{e^{ikR}}{kR},$$  \hspace{1cm} (8.104)

a contour integral representation of the total field is (Carslaw [1899]):

$$V = \frac{1}{8\pi i} \int_{C_1+C_2} \frac{e^{ikR(z)}}{kR(z)} \left\{ \cot \frac{\phi}{2}(\pi - \phi + \phi_0) + \cot \frac{\phi}{2}(\pi - \phi - \phi_0) \right\} dz$$  \hspace{1cm} (8.105)

where

$$R(z) = (\rho^2 + \rho_0^2 + 2\rho\rho_0 \cos z + (z - z_0)^2)^{\pm}$$  \hspace{1cm} (8.106)

and $C_1$ and $C_2$ are the Sommerfeld contours shown in Fig. 8.2. The above expression reduces to

$$V = i \int_{-\infty}^{\infty} \frac{H_1^{(1)}(\mu^2 + kR')}{\sqrt{\mu^2 + 2kR'}} \frac{d\mu}{\mu} + i \int_{-\infty}^{\infty} \frac{H_1^{(1)}(\mu^2 + kR)}{\sqrt{\mu^2 + 2kR'}} \frac{d\mu}{\mu}.$$  \hspace{1cm} (8.107)

with

$$m = 2 \sqrt{\frac{k\rho_0}{R_1 + R}} \cos \frac{1}{2}(\phi - \phi_0) = \pm \sqrt{\left\{ k(R_1 - R) \right\}}; \quad \pm \text{ for } \cos \frac{1}{2}(\phi - \phi_0) \geq 0,$$

$$m' = 2 \sqrt{\frac{k\rho_0}{R_1 + R'}} \cos \frac{1}{2}(\phi + \phi_0) = \pm \sqrt{\left\{ k(R_1 - R') \right\}}; \quad \pm \text{ for } \cos \frac{1}{2}(\phi + \phi_0) \geq 0.$$  \hspace{1cm} (8.107)

The form of solution given by MacDonald [1915] can be obtained from eq. (8.107) by a change of integration variable:

$$\mu = \sqrt{2kS \sin \xi}, \quad S = R \text{ or } R'.$$
An alternative representation of the total field as an eigenfunction expansion is

\[ V = \sum_{n=0}^{\infty} c_n \cos \left( \frac{1}{2} n \phi \right) \cos \left( \frac{1}{2} n \phi \right) S_n, \quad (8.108) \]

where \( S_n \) is given in three equivalent forms by eqs. (8.88) through (8.90). The following symmetry relation holds:

\[ V(\phi) + V(2\pi - \phi) = \frac{e^{ikR}}{kR} + \frac{e^{ikR'}}{kR'}. \quad (8.109) \]

If the observation point is on the surface (implying \( R' = R \))

\[ V = 2i \int_{\gamma_{(R,R)}} \frac{H^{(1)}_1(\mu^2 + kR)}{\sqrt{(\mu^2 + 2kR)}} \, d\mu \quad (8.110) \]

with the upper or lower sign for \( \phi = 0 \) or \( 2\pi \) respectively. If \( k(R_1 - R) \ll 1 \), a Taylor expansion of the integral in eq. (8.110) gives

\[ V = \frac{e^{ikR}}{kR} \pm 2i \int \frac{R_1 - R}{R_1 + R} H^{(1)}_1(\mu^2 + kR) \{1 + O[k(R_1 - R)\}}. \quad (8.111) \]

If, on the other hand, \( k(R_1 - R) \gg 1 \),

\[ \frac{2 e^{ikR_1}}{kR} \times \frac{H^{(1)}_0(kR_1)}{2k \sqrt{\rho_0 \mu}} \cos \frac{1}{2} \phi_0 \{1 + O[k^{-1}(R_1 - R)^{-1}]\}, \quad (\phi = 0) \]

\[ \frac{1}{2} H^{(1)}_0(kR_1) \sec \frac{1}{2} \phi_0 \{1 + O[k^{-1}(R_1 - R)^{-1}]\}, \quad (\phi = 2\pi) \]

If \( k(R_1 - R), k(R_1 - R') \ll 1 \), a small argument expansion of the integrals in eq. (8.110) gives

\[ V = \frac{e^{ikR_1}}{kR_1} + 2i H^{(1)}_1(kR_1) \frac{\rho_0}{R_1} \cos \frac{1}{2} \phi_0 \cos \frac{1}{2} \phi_0 + \]

\[ + O[k(R_1 - R)H^{(1)}_1(kR_1), k(R_1 - R')H^{(1)}_1(kR_1)] \quad (8.113) \]

and this holds for either the source or observation point, or both, near to the edge. For \( k(R_1 - R), k(R_1 - R') \ll 1 \), a convenient decomposition of the field is

\[ V = V^{\text{geo}} + V^{\text{dif}}, \quad (8.114) \]

where \( V^{\text{geo}} \) is the geometrical optics field given by

\[ V = \eta(\pi + \phi_0 - \psi) \frac{e^{ikR}}{kR} + \eta(\pi - \phi_0 - \psi) \frac{e^{ikR'}}{kR'}, \quad (8.115) \]

and \( V^{\text{dif}} \) is the diffracted field, which is discontinuous at \( \phi = \pi \pm \phi_0 \) in order to compensate for the discontinuities in \( V^{\text{geo}} \). In the immediate vicinity of these directions, the actual transitional behavior of \( V \) is provided by the integrals in eq. (8.107). If
8.5 Dipole Sources

$kR \gg 1$, a first order approximation to $V^d$ is (Macdonald [1951]):

$$V^d \sim -\frac{\sqrt{2}}{\pi kR} e^{-i\pi/2} \left\{ \text{sgn} (\pi + \phi_0 - \phi) \frac{e^{iR}}{\sqrt{\{k(R_1 + R)\}}} F[\sqrt{\{k(R_1 - R)\}}] + 
+ \text{sgn} (\pi - \phi_0 - \phi) \frac{e^{iR'}}{\sqrt{\{k(R_1 + R')\}}} F[\sqrt{\{k(R_1 - R')\}}] \right\}.$$  \hspace{1cm} (8.116)

If, in addition, $k(R_1 - R), k(R_1 - R') \gg 1$, asymptotic expansion of the Fresnel integrals gives

$$V^d \sim -\frac{\sqrt{2}}{\pi kR} e^{i(kR_1 \phi)} \frac{1}{\sqrt{(kR_1 \phi)}} \frac{1}{\sqrt{(kR_1 \phi)}} \cos\frac{i\phi}{2} \cos\frac{i\phi_0}{2}. \hspace{1cm} (8.117)$$

On the boundaries $\phi = \phi_0 \pm \pi$ of the geometrical optics regions, eq. (8.107) assumes the following forms: when $\phi = \pi - \phi_0$,

$$V = \frac{e^{iR}}{kR} + \frac{1}{2 kR_1} + i \int_{-1}^{1} \frac{H_1^{(1)}(\mu^2 + kR)}{\sqrt{(\mu^2 + 2kR)}} d\mu, \hspace{1cm} \text{ eq. (8.118) for } \phi = \pi - \phi_0,$$

whereas for $\phi = \pi + \phi_0$,

$$V = \frac{1}{2 kR_1} + i \int_{-1}^{1} \frac{H_1^{(1)}(\mu^2 + kR')}{\sqrt{(\mu^2 + 2kR')}} d\mu. \hspace{1cm} \text{ eq. (8.119) for } \phi = \pi + \phi_0.$$  

For a point source on the continuation of the half-plane (i.e. $\phi_0 = \pi$), eq. (8.107) reduces to

$$V = \frac{e^{iR}}{kR}, \hspace{1cm} \text{ eq. (8.120) for } \phi = \pi.$$  

so that the scattered field is zero everywhere. For the point source on the half-plane itself ($\phi_0 = 0$),

$$V = 2i \int_{-1}^{1} \frac{H_1^{(1)}(\mu^2 + kR)}{\sqrt{(\mu^2 + 2kR^2)}} d\mu. \hspace{1cm} \text{ eq. (8.121) for } \phi = 0.$$  

8.5.1 Electric Dipoles

For an arbitrarily oriented electric dipole at $(\rho_0, \phi_0, z_0)$ with moment $(4\pi \varepsilon \kappa)\varepsilon$, corresponding to an electric Hertz vector

$$\Pi^e = \frac{\varepsilon e^{iR}}{kR}, \hspace{1cm} \text{eq. (8.122)}$$

where

$$\varepsilon = \varepsilon \sin \Theta \cos \phi + \bar{\varepsilon} \sin \Theta \sin \phi \bar{\cos} \Theta, \hspace{1cm} \text{eq. (8.123)}$$

a contour integral representation of the total electric Hertz vector is (Malyuzhinetskii...
and Tuzhilin [1963]):

\[
\Pi = \frac{1}{8\sin\frac{c_1+c_2}{2}} \int e^{ikR(x)} \left\{ \hat{e}(\pi-x-\phi+\phi_0-\Phi) \cot \frac{1}{2}(\pi-x-\phi+\phi_0) - \\
- \hat{e}(\pi-x-\phi-\phi_0+\Phi) \cot \frac{1}{2}(\pi-x-\phi-\phi_0) \right\} dx \tag{8.124}
\]

where

\[
R(x) = \{\rho^2 + \rho_0^2 + 2\rho\rho_0 \cos \phi + (z-z_0)^2 \}^{1/2}, \tag{8.125}
\]

\[
\hat{e}(x) = i \sin \theta \cos \phi - j \sin \theta \sin \phi + k \cos \theta, \tag{8.126}
\]

and \( C_1 \) and \( C_2 \) are the Sommerfeld contours shown in Fig. 8.2. The above expression may be reduced to (Bowman and Senior [1967]):

\[
\Pi = \frac{1}{k} \left[ lV^s + \frac{i}{k_\lambda(\rho_0)} H_0^{(1)}(kR_1)(l \sin \frac{1}{2}\phi_0 - m \cos \frac{1}{2}\phi_0) \sin \frac{1}{2}\phi \right] + \\
+ \frac{mV^a}{k_\lambda(\rho_0)} H_0^{(1)}(kR_1)(l \sin \frac{1}{2}\phi_0 - m \cos \frac{1}{2}\phi_0) \cos \frac{1}{2}\phi \right] + 2nV^a, \tag{8.127}
\]

where \( l = \sin \Theta \cos \Phi, m = \sin \Theta \sin \Phi, n = \cos \Theta \) are the directional cosines of \( \hat{e} \), and \( V^a \) and \( V^b \) are, respectively, the acoustically soft and acoustically hard point source solutions in Sec. 8.4. The following symmetry relation holds:

\[
\Pi(\phi) - \Pi(2\pi - \phi) = \frac{\hat{e}(\phi) e^{ikR}}{kR} - \frac{\hat{e}(\Phi) e^{ikR'}}{kR'} \tag{8.128}
\]

The form of solution (8.127) is remarkable in that the previously-derived scalar solutions \( V^a \) and \( V^b \) are explicitly involved along with certain additive correction terms which obey the source-free wave equations. If \( l = m = m \cot \frac{1}{2} \phi_0 \), these additive terms vanish and the electromagnetic field is determined by \( V^a \) and \( V^b \) alone. If, furthermore, \( l = m = 0 \), the field is determined by \( V^a \) only. In the case of other dipole orientations, however, the additive terms are necessary to provide the correct edge behavior. In general, all the functions \( \Pi, E, \) and \( H \) are of order \( \rho^{-3} \) as \( \rho \to 0 \). The additive terms for the Hertz potential are equivalent to those derived by Vankakrov [1954] and are analogous, but not equivalent, to those presented for the electromagnetic field quantities by Senior [1953] in the case of the vertical (\( y \)-oriented) dipole and by Woods [1957], Williams [1957] and Jones [1965] in the case of the arbitrarily oriented dipole. In these last references, the electromagnetic field quantities are expressed as derivatives with respect to both source and observer coordinates, and the consequent additive correction terms are not immediately derivable from a Hertz potential.

The components of the total magnetic field derived by vector operations on \( \Pi \) are

\[
H_x = k^3 V^a \left[ m(z-z_0) - n(y-y_0) \right] I_R + \left[ m(z-z_0) + n(y+y_0) \right] I_R - \\
-2 \frac{H_0^{(1)}(kR_1)}{kR_1(\rho_0)} \left[ (z-z_0)(l \sin \frac{1}{2}\phi_0 - m \cos \frac{1}{2}\phi_0) - \rho_0 n \sin \frac{1}{2}\phi_0 \right] \cos \frac{1}{2}\phi. \tag{8.129}
\]
\[ H_y = k^3 Y \left\{ \left[ (n(x-x_0) - l(z-z_0)) I_R - \left[(n(x-x_0) - l(z-z_0)) I_{R'} \right] \right. \right. \]
\[-2 \frac{H^{(1)}(kR_1)}{kR_1 (\rho \rho_0)} \left[ (z-z_0)(l \sin \frac{1}{2}\phi_0 - m \cos \frac{1}{2}\phi_0) - \rho_0 n \sin \frac{1}{2}\phi_0 \sin \frac{1}{2}\phi \right] \right\}, \tag{8.130} \]
\[ H_z = k^3 Y \left\{ \left[ (l(y-y_0) - m(x-x_0)) I_R - \left[(l(y-y_0) + m(x-x_0)) I_{R'} \right] \right. \right. \]
\[+2 \frac{H^{(1)}(kR_1)}{kR_1 (\rho \rho_0)} \rho (l \sin \frac{1}{2}\phi_0 - m \cos \frac{1}{2}\phi_0) \cos \frac{1}{2}\phi \right\}, \tag{8.131} \]

where
\[ I_R = \int_{-\infty}^{\infty} \frac{H^{(1)}(\mu^2 + kR) d\mu}{-m (\mu^2 + kR) \sqrt{\mu^2 + 2kR}}, \tag{8.132} \]
\[ I_{R'} = \int_{-\infty}^{\infty} \frac{H^{(1)}(\mu^2 + kR') d\mu}{-m' (\mu^2 + kR') \sqrt{\mu^2 + 2kR'}} \tag{8.133} \]

and
\[ m = 2 \sqrt{\frac{k \rho \rho_0}{R_1 + R} \cos \frac{1}{2} (\phi - \phi_0) = \pm \sqrt{\{k(R_1 - R)} \}, \quad \text{for} \quad \cos \frac{1}{2} (\phi - \phi_0) \geq 0, \]
\[ m' = 2 \sqrt{\frac{k \rho \rho_0}{R_1 + R} \cos \frac{1}{2} (\phi + \phi_0) = \pm \sqrt{\{k(R_1 - R')} \}, \quad \text{for} \quad \cos \frac{1}{2} (\phi + \phi_0) \geq 0. \]

The above result, with a slight modification of the integrals, has been given by VANDAKUROV [1954] in the case \( n = 0, z_0 = 0 \). The corresponding expression for the total electric field is considerably more complicated in form and will be omitted. It may be noted, however, that the integrals appearing in the result are of the type
\[ \int_{-\infty}^{\infty} \frac{H^{(1)}(\mu^2 + kR) d\mu}{-m (\mu^2 + kR) \sqrt{\mu^2 + 2kR}}. \tag{8.134} \]

A representation of the total electric field as an eigenfunction expansion is
\[ E(r) = 4\pi \mathcal{G}_e(r|r_0) \cdot \hat{e} \tag{8.135} \]

where \( \mathcal{G}_e(r|r_0) \) is the electric dyadic Green function for the half-plane. In circular cylindrical coordinates (TAI [1954]):
\[ \frac{4\pi}{k} \mathcal{G}_e(r|r_0) = \left( \frac{\hat{\rho}}{\rho} \right) \left( \frac{\hat{\phi}}{\phi} \right) \left( \frac{\hat{z}}{z} \right) \mathcal{G}_e(r|r_0) \cdot \hat{e} \]
\[ + \left( \frac{2 k^2 + k^2}{k^2} \right) \left( \frac{\partial}{\rho \phi} \right) \left( \frac{\partial}{\rho \phi} \right) \mathcal{G}_e(r|r_0) \cdot \hat{e} \]
\[ + \frac{2}{k^2} \left( \frac{\partial}{\rho \phi} \right) \left( \frac{\partial}{\rho \phi} \right) \mathcal{G}_e(r|r_0) \cdot \hat{e} \]
\[ + \frac{2}{k^2} \left( \frac{\partial}{\rho \phi} \right) \left( \frac{\partial}{\rho \phi} \right) \mathcal{G}_e(r|r_0) \cdot \hat{e} \]
\[ + \frac{2}{k^2} \left( \frac{\partial}{\rho \phi} \right) \left( \frac{\partial}{\rho \phi} \right) \mathcal{G}_e(r|r_0) \cdot \hat{e} \]
\[ + \frac{2}{k^2} \left( \frac{\partial}{\rho \phi} \right) \left( \frac{\partial}{\rho \phi} \right) \mathcal{G}_e(r|r_0) \cdot \hat{e} \]
\[ + \frac{2}{k^2} \left( \frac{\partial}{\rho \phi} \right) \left( \frac{\partial}{\rho \phi} \right) \mathcal{G}_e(r|r_0) \cdot \hat{e} \]
\[ \mathcal{G}_e(r|r_0) \cdot \hat{e} \]
where

\[
U = \sum_{n=0}^{\infty} e_n \cos \left( 4n\phi \right) \cos \left( 4n\phi_0 \right) T_{\alpha_n},
\]

\[
U = \sum_{n=0}^{\infty} e_n \sin \left( 4n\phi \right) \sin \left( 4n\phi_0 \right) T_{\alpha_n},
\]

\[
T_{\alpha} = i \frac{1}{2k} \int_{-\infty}^{\infty} \frac{dt}{k^2 - t^2} e^{i(k' - 2\alpha)} J_1 \left[ \rho \sqrt{(k^2 - t^2)} \right] H^{(1)} \left[ \rho \sqrt{(k^2 - t^2)} \right]
\]

Fig. 8.18. Normalized radiation patterns in plane \( z = z_0 \) for \( \hat{x} \)-oriented electric dipoles with \( \phi_0 = 10' \) and (a) \( \rho_0 = \frac{\lambda}{2} \), (b) \( \rho_0 = 2\lambda \) (Tan [1954]).

Fig. 8.19. Normalized radiation patterns in plane \( z = z_0 \) for \( \hat{y} \)-oriented electric dipoles with \( \phi_0 = 10' \) and (a) \( \rho_0 = \frac{\lambda}{2} \), (b) \( \rho_0 = 2\lambda \) (Tan [1954]).
Fig. 8.20. Normalized radiation patterns in plane \( z = z_0 \) for \( z \)-oriented electric dipoles with \( \phi_0 = 10' \) and (a) \( \rho_0 = \frac{1}{4} \lambda \), (b) \( \rho_0 = 2 \lambda \) (TAI [1954]).

Since
\[
\left( \frac{\partial^2}{\partial z_0^2} + k^2 \right) U = V^e,
\]
(8.140)
the solution for a \( z \) oriented dipole (that is, \( \theta = \pi \)) again follows immediately from the point source solution. On the basis of eq. (8.136), TAI [1954] has computed normalized radiation patterns in the principal plane \( r = r_0 \) for \( x, y \) and \( z \) oriented dipoles with a variety of values of \( k\rho_0 \) and \( \phi_0 \). A selection of the data is reproduced in Figs. 8.18 through 8.20.

In spherical coordinates (TILSTON [1952]):

\[
\frac{4\pi}{k} \mathcal{G}_e(r|\rho_0) = \frac{1}{r_0} \left( \frac{\partial}{\partial r} \frac{\partial}{\partial \theta} \phi_0 \right) \left( \frac{\partial}{\partial \phi} \phi_0 \right) U + \left( \frac{\partial^2}{\partial r^2} + k^2 \right) + \left( \frac{1}{r} \frac{\partial}{\partial r} \right) \left( \frac{1}{r} \frac{\partial}{\partial r} \right) \left( r_0 \left( \frac{\partial^2}{\partial \phi_0^2} + k^2 \right) + \frac{\partial}{\partial \rho_0} \frac{\partial^2}{\partial \rho_0^2} \right) + \frac{\phi_0}{r_0 \sin \theta_0} \frac{\partial}{\partial \rho_0} \frac{\partial}{\partial \rho_0} + \frac{\phi_0}{r_0 \sin \theta_0} \frac{\partial}{\partial \rho_0} \frac{\partial}{\partial \rho_0},
\]
(8.143)

where \( U \) and \( \phi_0 \) are as given in eqs. (8.137) and (8.138), respectively, but with eq. (8.139) replaced by

\[
T_\tau = i e^{\pm is} \sum_{\tau = 0}^{\pm \pi} \frac{1}{(s + \tau + 1)(s + \tau + 1 - 2\pi)} H_{\tau}^{(1)}(kr) P_{s}^{(1)}(\cos \theta) P_{\tau}^{(1)}(\cos \theta_0).
\]
(8.142)

Since
\[
\left( \frac{\partial^2}{\partial \rho_0^2} + k^2 \right) (r_0 U) = V^e,
\]
(8.143)
the solution for a radial dipole (that is, \( \hat{r} = \hat{r}_0 \)) now follows immediately from the point source solution.

If \( kr \ll 1 \) and \( kr_0 \gg 1 \), the representation in eq. (8.141) is rapidly convergent and the dominant term leads to (Felsen [1957]):

\[
E \sim \frac{e^{ikr_0 + i\theta}}{r} \sqrt{\frac{2k}{\pi \rho \sin \theta_0}} \{ \hat{\rho} \sin \frac{1}{2} \phi + \hat{\phi} \cos \frac{1}{2} \phi \} \\
\times \{(\hat{\theta}_0 \cdot \hat{r}) \cos \theta_0 \sin \frac{1}{2} \phi_0 + (\hat{\phi}_0 \cdot \hat{r}) \cos \frac{1}{2} \phi_0\},
\]

(8.144)

\[
H \sim \frac{e^{ikr_0 + i\theta}}{r_0} \sqrt{\frac{2k}{\pi \rho \sin \theta_0}} \{ \hat{\rho} \cos \frac{1}{2} \phi - \hat{\phi} \sin \frac{1}{2} \phi \} \\
\times \{(\hat{\theta}_0 \cdot \hat{r}) \sin \frac{1}{2} \phi_0 + (\hat{\phi}_0 \cdot \hat{r}) \cos \theta_0 \cos \frac{1}{2} \phi_0\},
\]

(8.145)

where

\[
\hat{\theta}_0 \cdot \hat{r} = \cos \theta_0 \sin \Theta \cos (\phi_0 - \Phi) - \sin \theta_0 \cos \Theta,
\]

\[
\hat{\phi}_0 \cdot \hat{r} = -\sin \Theta \sin (\phi_0 - \Phi).
\]

The above equations make explicit the behavior of the electromagnetic fields near to the edge.

For \( k\rho_0/R_1 \gg 1 \) (source and observation point far from the edge), a convenient decomposition of the total electric Hertz vector is

\[
\Pi = \Pi^{\text{go}} + \Pi^d
\]

(8.147)

where \( \Pi^{\text{go}} \) is the geometrical optics contribution given by

\[
\Pi^{\text{go}} = \eta(\pi + \phi_0 - \Phi)\hat{e}(\Phi)e^{ikR} - \eta(\pi - \phi_0 - \Phi)\hat{e}(\Phi)e^{-ikR}
\]

(8.148)

and \( \Pi^d \) is the diffracted contribution, which is discontinuous at \( \phi = \pi \pm \phi_0 \) in order to compensate for the discontinuities in \( \Pi^{\text{go}} \). If \( kR_1 \gg 1 \), a first order approximation to \( \Pi^d \) is obtained by combining the results of Tuzhilin [1964] and MacDonald [1915]:

\[
\Pi^d \sim \frac{e^{ik(R_1 + \frac{1}{2}k)}}{\sqrt{2\pi kR_1}} \left\{ \frac{\hat{e}(\Phi)e^{ikR}}{\sqrt{kR}} \right\} - \left\{ \frac{\hat{e}(\Phi)e^{ikR}}{\sqrt{kR}} \right\} F[\sqrt{k(R_1 - R)}] - \\
- \frac{\hat{e}(\Phi)e^{ikR}}{\sqrt{kR}} F[\sqrt{k(R_1 + R)}] - \\
- \frac{\hat{e}(\Phi)e^{ikR}}{\sqrt{kR}} F[\sqrt{k(R_1 + R)}]
\]

(8.149)

If, in addition, \( k(R_1 - R), k(R_1 - R') \to 1 \), asymptotic expansion of the Fresnel integrals gives

\[
\Pi^d \sim -\frac{e^{ikR_1 + \frac{1}{2}k}}{\sqrt{2\pi kR_1}} \left\{ \frac{\hat{e}(\pi + \phi_0 - \Phi) - \hat{e}(\pi - \phi_0 - \Phi)}{\sqrt{kR}} \right\} - \\
- \frac{\hat{e}(\pi + \phi_0 - \Phi) - \hat{e}(\pi - \phi_0 - \Phi)}{\sqrt{kR}} F[\sqrt{k(R_1 - R)}] - \\
- \frac{\hat{e}(\phi_0 - \Phi)}{\sqrt{kR}} F[\sqrt{k(R_1 + R)}].
\]

(8.150)
8.5.2. Magnetic dipoles

For an arbitrarily oriented magnetic dipole at \((\rho_0, \phi_0, z_0)\) with moment \((4\pi/k)\mathbf{e}\), corresponding to a magnetic Hertz vector

\[ \mathbf{H}^l = \mathbf{e} \frac{e^{ikR}}{kR} \]

where

\[ \mathbf{e} = \hat{x} \sin \Theta \cos \Phi + \hat{y} \sin \Theta \sin \Phi + \hat{z} \cos \Theta, \]

a contour integral representation of the total magnetic Hertz vector is

\[ \mathbf{H} = \frac{1}{8\pi \sin C_c + C_s} e^{ikR(z)} \int \frac{e^{ikR(x)}}{kR(x)} \left\{ \mathbf{e} \left( \pi - x - \phi + \phi_0 - \Phi \right) \cot \left( \pi - x - \phi + \phi_0 \right) + \right. \]

\[ \left. + \mathbf{e} \left( \pi - x - \phi - \phi_0 + \Phi \right) \cot \left( \pi - x + \phi - \phi_0 \right) \right\} d\alpha \]

where

\[ R(x) = \rho^2 + \rho_0^2 + 2 \rho \rho_0 \cos x + (z - z_0)^2 \] \hspace{1cm} (8.154)

\[ \mathbf{e}(x) = \hat{x} \sin \Theta \cos x + \hat{y} \sin \Theta \sin x + \hat{z} \cos \Theta, \] \hspace{1cm} (8.155)

and \(C_1\) and \(C_2\) are the Sommerfeld contours shown in Fig. 8.2. The above expression may be reduced to (Bowman and Senior [1967]):

\[ \mathbf{H} = \hat{x} \left( \mathbf{V}^h + \frac{i}{k \sqrt{(\rho \rho_0)}} H_{0}^{(1)}(kR)(l \cos \frac{1}{2} \phi_0 + m \sin \frac{1}{2} \phi_0) \cos \frac{1}{2} \Phi + \right. \]

\[ \left. + \frac{\rho}{k \sqrt{(\rho \rho_0)}} H_{0}^{(1)}(kR)(l \cos \frac{1}{2} \phi_0 + m \sin \frac{1}{2} \phi_0) \sin \frac{1}{2} \Phi \right) + \hat{z} \mathbf{V}^h, \]

where \(l = \sin \Theta \cos \Phi, m = \sin \Theta \sin \Phi, n = \cos \Theta\) are the directional cosines of \(\hat{z}\), and \(\mathbf{V}^s\) and \(\mathbf{V}^h\) are, respectively, the acoustically soft and acoustically hard point source solutions in Sec. 8.4. The following symmetry relation holds:

\[ \mathbf{H}(\phi) + \mathbf{H}(2\pi - \phi) = \mathbf{e}(\phi) \frac{e^{ikR}}{kR} + \mathbf{e}(\phi) \frac{e^{ikR}}{kR}, \]

The form of solution (8.156) is remarkable in that the previously derived scalar solutions \(\mathbf{V}^s\) and \(\mathbf{V}^h\) are explicitly involved along with certain additive correction terms which obey the source-free wave equation. If \(l = -m \tan \frac{1}{2} \phi_0\), these additive terms vanish and the electromagnetic field is determined by \(\mathbf{V}^s\) and \(\mathbf{V}^h\) alone. If, furthermore, \(l = m = 0\), the field is determined by \(\mathbf{V}^h\) only. In the case of other dipole orientations, however, the additive terms are necessary to provide the correct edge behavior. All the functions \(\mathbf{H}, \mathbf{E}\) and \(\mathbf{H}\) are of order \(\rho^{-1}\) as \(\rho \to 0\).

The components of the total electric field derived by vector operations on \(\mathbf{H}\) are
\[ E_x = -k^2 Z \left( \left[ m(z-z_0) - n(y-y_0) \right] I_R - \left[ m(z-z_0) + n(y+y_0) \right] I_{R'} \right) + 2 \frac{H^{(1)}_2(kR_1)}{kR_1 \sqrt{\rho_0 \rho}} \left[ (z-z_0)(l \cos \frac{1}{2} \phi_0 + m \sin \frac{1}{2} \phi_0) + \rho_0 n \cos \frac{1}{2} \phi_0 \sin \frac{1}{2} \phi \right], \quad (8.158) \]

\[ E_y = -k^2 Z \left( \left[ n(x-x_0) - l(z-z_0) \right] I_R + \left[ n(x-x_0) - l(z-z_0) \right] I_{R'} \right) - 2 \frac{H^{(1)}_2(kR_1)}{kR_1 \sqrt{\rho_0 \rho}} \left[ (z-z_0)(l \cos \frac{1}{2} \phi_0 + m \sin \frac{1}{2} \phi_0) + \rho_0 n \cos \frac{1}{2} \phi_0 \cos \frac{1}{2} \phi \right], \quad (8.159) \]

\[ E_z = -k^2 Z \left( \left[ (y-y_0) - m(x-x_0) \right] I_R + \left[ (y+y_0) + m(x-x_0) \right] I_{R'} \right) + 2 \frac{H^{(1)}_2(kR_1)}{kR_1 \sqrt{\rho_0 \rho}} \rho \left( l \cos \frac{1}{2} \phi_0 + m \sin \frac{1}{2} \phi_0 \sin \frac{1}{2} \phi \right) \], \quad (8.160) \]

where

\[ I_R = \int_{-\infty}^{\infty} \frac{H^{(1)}_2(\mu^2 + kR)}{-\mu(\mu^2 + kR)\sqrt{\mu^2 + 2kR}} \, d\mu, \quad (8.161) \]

\[ I_{R'} = \int_{-\infty}^{\infty} \frac{H^{(1)}_2(\mu^2 + kR')}{-\mu(\mu^2 + kR')\sqrt{\mu^2 + 2kR'}} \, d\mu \]

and

\[ m = 2 \sqrt{\frac{k \rho \rho_0}{R_1 + R}} \cos \frac{1}{2} (\phi - \phi_0) = \pm \sqrt{k(R_1 - R)}, \quad \text{for} \quad \cos \frac{1}{2}(\phi - \phi_0) \geq 0, \]

\[ m' = 2 \sqrt{\frac{k \rho \rho_0}{R_1 + R'}} \cos \frac{1}{2} (\phi + \phi_0) = \pm \sqrt{k(R_1 - R')}, \quad \text{for} \quad \cos \frac{1}{2}(\phi + \phi_0) \geq 0. \]

The above result, with a slight modification of the integrals, has been given by Vandakurov [1954] in the case \( n = 0, z_0 = 0 \). The corresponding expression for the total magnetic field is considerably more complicated in form and will be omitted. It may be noted, however, that the integrals appearing in the result are of the type

\[ \int_{-\infty}^{\infty} \frac{H^{(1)}_2(\mu^2 + kR)}{-\mu(\mu^2 + kR)\sqrt{\mu^2 + 2kR}} \, d\mu \]

\[ \int_{-\infty}^{\infty} \frac{H^{(1)}_2(\mu^2 + kR')}{-\mu(\mu^2 + kR')\sqrt{\mu^2 + 2kR'}} \, d\mu \]

\[ \int_{-\infty}^{\infty} \frac{H^{(1)}_2(\mu^2 + kR)}{-\mu(\mu^2 + kR)\sqrt{\mu^2 + 2kR}} \, d\mu \]

\[ \int_{-\infty}^{\infty} \frac{H^{(1)}_2(\mu^2 + kR')}{-\mu(\mu^2 + kR')\sqrt{\mu^2 + 2kR'}} \, d\mu \]

A representation for the total magnetic field as an eigenfunction expansion is

\[ H(r) = 4\pi k \gamma_m (r | r_0) \cdot \hat{e} \]

where \( \gamma_m (r | r_0) \) is the magnetic dyadic Green function for the half-plane. In circular cylindrical coordinates (Pai [1954]):
The solution for a \( z \) oriented dipole (that is, \( \theta = \frac{\pi}{2} \)) again follows immediately from the point source solution. On the other hand, in spherical coordinates (TILSTON [1952]):

\[
\begin{align*}
4\pi \frac{k}{k} \mathcal{G}_m(r_r) &= \left( \frac{\partial}{\partial \rho} - \Phi \frac{\partial}{\partial \rho} \right) \left( \frac{\rho_0}{\rho_0 \partial \Phi_0} - \Phi_0 \frac{\partial}{\partial \rho_0} \right) U + \left( \rho \frac{\partial^2}{\partial \rho^2} + \Phi \frac{\partial}{\partial \rho} \right) + \\
&\quad + C \left( \frac{\partial^2}{\partial r^2} + k^2 \right) \begin{bmatrix} \rho_0 \Phi_0 \frac{\partial^2}{\partial \rho^2} \\
\rho_0 \Phi_0 \frac{\partial^2}{\partial \rho^2} + \Phi_0 \frac{\partial^2}{\partial \rho^2} + C \left( \frac{\partial^2}{\partial z^2} + k^2 \right) \end{bmatrix} U,
\end{align*}
\]  
(8.165)

where \( \mathcal{U} \) and \( U \) are defined by eqs. (8.137) through (8.139). Since

\[
\left( \frac{\partial^2}{\partial z^2} + k^2 \right) \mathcal{U} = \mathcal{U} U,
\]  
(8.166)

the solution for a radial dipole (that is, \( \theta = \frac{\pi}{2} \)) now follows immediately from the point source solution.

If \( \kappa r \ll 1 \) and \( \kappa r_0 \gg 1 \), the representation in eq. (8.167) is rapidly convergent and the dominant term leads to

\[
\begin{align*}
H &\sim \frac{e^{i k r_0 + ik} \pi}{r_0} \sqrt{2k} \left\{ \rho \cos \frac{1}{2} \phi - \Phi \sin \frac{1}{2} \phi \right\} \\
&\quad \times \left\{ (\Phi_0 \cdot \hat{z}) \cos \theta_0 \cos \Phi_0 - (\Phi_0 \cdot \hat{z}) \sin \Phi_0 \right\},
\end{align*}
\]  
(8.169)

\[
\begin{align*}
E &\sim Z \frac{e^{i k r_0 + ik} \pi}{r_0} \sqrt{2k} \left\{ \rho \sin \frac{1}{2} \phi + \Phi \cos \frac{1}{2} \phi \right\} \\
&\quad \times \left\{ (\Phi_0 \cdot \hat{z}) \cos \theta_0 - (\Phi_0 \cdot \hat{z}) \sin \Phi_0 \right\},
\end{align*}
\]  
(8.170)

where \( (\Phi_0 \cdot \hat{z}) \) and \( (\Phi_0 \cdot \hat{z}) \) are given in eq. (8.146). The above equations make explicit the behavior of the electromagnetic fields near to the edge.

For \( k \rho \rho_0, R_1 \gg 1 \) (source and observation point far from the edge), a convenient decomposition of the total magnetic Hertz vector is

\[
\dot{\mathcal{H}} = \dot{\mathcal{H}}^* + \dot{\mathcal{H}}^t
\]  
(8.171)
where $\tilde{\Pi}^{k_0}$ is the geometrical optics contribution given by

$$\tilde{\Pi}^{k_0} = \eta(\pi + \phi_0 - \phi) \frac{e^{ikR}}{kR} + \eta(\pi - \phi_0 - \phi) \frac{e^{ikR'}}{kR'} \tag{8.172}$$

and $\tilde{\Pi}^d$ is the diffraction contribution, which is discontinuous at $\phi = \pi \pm \phi_0$ in order to compensate for the discontinuities in $\tilde{\Pi}^{k_0}$. If $kR_1 \gg 1$, a first order approximation to $\tilde{\Pi}^d$ is obtained by combining the results of Tuzhilin [1964] and MacDonald [1915]:

$$\tilde{\Pi}_d \sim \frac{e^{i(kR_1 + ik)}}{\sqrt{(2\pi kR_1) \sqrt{\rho \rho_0}}} \left( \frac{\xi(\phi - \phi_0)}{\cos \frac{1}{2} (\phi - \phi_0)} + \frac{\xi(\phi + \phi_0)}{\cos \frac{1}{2} (\phi + \phi_0)} \right) - \frac{2}{\pi kR_1} \frac{e^{-ik}}{\sqrt{k(R_1 + R)}} \left[ \text{sgn} (\pi + \phi_0 - \phi) \frac{\xi(\phi - \phi_0)}{\sqrt{k(R_1 - R)}} \right] + \frac{\text{sgn} (\pi - \phi_0 - \phi) \frac{\xi(\phi + \phi_0)}{\sqrt{k(R_1 - R)}}}{\sqrt{k(R_1 - R)}} F[\sqrt{k(R_1 - R)}]. \tag{8.173}$$

If, in addition, $k(R_1 - R), k(R_1 - R') \gg 1$, asymptotic expansion of the Fresnel integrals gives

$$\tilde{\Pi}_d \sim -\frac{e^{i(kR_1 + ik)}}{\sqrt{(2\pi kR_1) \sqrt{\rho \rho_0}}} \left( \frac{\xi(\phi + \phi_0 - \phi)}{\cos \frac{1}{2} (\phi + \phi_0)} + \frac{\xi(\phi - \phi_0 - \phi)}{\cos \frac{1}{2} (\phi - \phi_0)} \right). \tag{8.174}$$
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PART TWO

FINITE BODIES
The next five chapters are concerned with bodies which are finite in all dimensions and are, in consequence, physically achievable configurations. With one exception (the wire), the surface of each body is an entire coordinate surface in one of the coordinate systems in which the scalar wave equation separates; and even the wire, which is included because of its practical importance, can be regarded as the limiting case of a prolate spheroid as the minor axis tends to zero. But only in spherical coordinates, and hence for the sphere, is the vector wave equation separable.

In general three types of sources will be treated; plane waves with arbitrary incidence and polarization, point sources and electric and magnetic dipoles arbitrarily oriented. The wire, however, is again an exception inasmuch as we shall here confine ourselves to a perfectly conducting body with an incident plane wave whose electric vector is in the plane of incidence. In each case particular attention is paid to the far field scattering behavior, and the reader is referred to the definitions of the far field amplitude $S$ and the scattering cross section $\sigma$ in Sections 1.2.4. and 1.2.5, respectively.

In the three-dimensional problems considered in Part 2, the differential acoustic scattering cross section $\sigma(\theta, \phi)$ is defined by

$$\sigma(\theta, \phi) = \lim_{r \to \infty} 4\pi r^2 \frac{|S(\theta, \phi)|^2}{r^2};$$

(9.1)

it then follows from eqs. (1.27) and (9.1) that for an incident sound field of unit amplitude:

$$\sigma(\theta, \phi) = \frac{4\pi}{k^2} |S(\theta, \phi)|^2. \quad (9.2)$$

The total scattering cross section $\sigma_T$ is still related to the bistatic cross section $\sigma(\theta, \phi)$ by eq. (1.32).

The emphasis put on far field results is justified not only by the practical importance of radar cross sections, but also by the fact that the near field is obtainable from the far field; the most important results presently available on this latter topic are outlined in the following. Let us firstly consider the scalar case. By using notation and results of Section 1.2.13.3, the following asymptotic expansion is obtained (Kelker et al. [1956]):

$$1 \sim \sum_{n=0}^{\infty} (ik)^{-n} \sum_{l=0}^{n} a_{nl}(\theta, \phi)r^{-l}, \quad (9.3)$$
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where

\[ a_n = \frac{1}{2^l} [(l-1)+B] a_{l-1,n-1}, \quad (l \geq 1, n \geq 1), \]

(9.4)

\[ a_{0n} = r_0(\theta, \phi)e_n[r_0(\theta, \phi), 0, 0] - \sum_{i=1}^n a_{in} r_0^{-i}, \quad (n \geq 1), \]

(9.5)

\[ a_{00} = r_0(\theta, \phi)e_0[r_0(\theta, \phi), 0, 0], \]

(9.6)

and

\[ B = \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \frac{\sin \theta \frac{\partial}{\partial \theta}}{\cos \phi} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2} \]

(9.7)

is Beltrami's operator. The quantities \( e_n \) are those appearing in eq. (1.113). The quantity \( a_{00} \) remains constant as \( r \) varies on the ray \( \theta = \text{constant}, \phi = \text{constant} \), i.e.:

\[ r_0(\theta, \phi)e_0[r_0(\theta, \phi), \theta, \phi], \]

and \( e_n(0, 0, \phi) \) is the value of \( e_n \) at the point \( r_0 \) on the ray \( \theta = \text{constant}, \phi = \text{constant} \). The result (9.3) is obtained by using \( \Phi = s = r \) and \( G(r) = r^{-2} \) in eq. (1.116) and by substituting the resulting \( e_n \)'s into eq. (1.117). If the expansion (1.113) is given on a surface \( r = r_0(\theta, \phi) \), i.e. if all the \( e_n(0, 0, \phi) \) are known, then the asymptotic expansion (9.3) gives the field everywhere.

While expression (9.3) is only asymptotic, an exact result has been proven by Wilcox [1956b] for the region exterior to a sphere of given radius \( r = r_1 \) that encloses the scatterer. If \( V \) satisfies the scalar wave equation \((\nabla^2 + k^2) V = 0 \) in \( r \geq r_1 \) and the radiation condition at infinity, then

\[ V(r, \theta, \phi) = \frac{e^{ikr}}{2\pi n} \sum_{n=0}^{\infty} \frac{f_n(\theta, \phi)}{r^n}, \]

(9.8)

where the series converges absolutely and uniformly in \( r, \theta \) and \( \phi \) in any region \( r \geq r_1 + \delta > r_1 \). The series can be differentiated term by term with respect to \( r, \theta \) and \( \phi \) any number of times, and the resulting series are all absolutely and uniformly convergent. The quantities \( f_n(\theta, \phi) \) with \( n > 0 \) are determined from the radiation pattern \( f_0(\theta, \phi) \) by means of the formula:

\[ f_n(\theta, \phi) = \frac{1}{2i\pi n} \left[ n(n-1)+B \right] f_{n-1}(\theta, \phi), \quad (n \geq 1). \]

(9.9)

where \( B \) is given by eq. (9.7). Recursion relation (9.9) can be iterated to obtain \( f_n \) in terms of \( f_0 \):

\[ f_n(\theta, \phi) = [(2ik)^n n!]^{-1} \prod_{m=1}^{n} [m(m-1)+B] f_0(\theta, \phi). \]

(9.10)

Wilcox [1956a] has also studied the vector case. If \( A(r) \) satisfies the vector wave
equation \((\nabla \wedge \nabla \wedge - k^2)A = 0\) in \(r \geq r_1\) and the radiation condition \((1.20)\) at infinity, then
\[
A(r) = \frac{\hat{e}_r}{r} \sum_{n=0}^{\infty} A_n(\theta, \phi) r^{-\kappa},
\]
(9.11)
where the series converges absolutely and uniformly in \(r, \theta\) and \(\phi\) in any region \(r \geq r_1 + \delta > r_1\). The series can be differentiated term by term with respect to \(r, \theta\) and \(\phi\) any number of times, and the resulting series are all absolutely and uniformly convergent. The radiation pattern \(A_0(\theta, \phi)\) is tangent to the spheres \(r = \text{constant}\); in general
\[
A_n(\theta, \phi) = A_n(\theta, \phi) \hat{r} + A_{n\theta}(\theta, \phi) \hat{\theta} + A_{n\phi}(\theta, \phi) \hat{\phi},
\]
(9.12)
where:
\[
A_{0r} = 0,
\]
(9.13)
\[
2ik A_{n-1, r} = [n(n-1) + B] A_{n, r}, \quad (n \geq 1),
\]
(9.15)
\[
2ik A_{n\theta} = [n(n-1) + B] A_{n-1, \theta} + D_{\theta} A_{n-1}, \quad (n \geq 1),
\]
(9.16)
\[
2ik A_{n\phi} = [n(n-1) + B] A_{n-1, \phi} + D_{\phi} A_{n-1}, \quad (n \geq 1).
\]
(9.17)
\[B\] is given by eq. (9.7) and the operators \(D_{\theta}\) and \(D_{\phi}\) are defined by
\[
D_{\theta} F = 2 \frac{\partial F_r}{\partial \theta} - \frac{F_{\theta}}{\sin^2 \theta} - \frac{2 \cos \theta}{\sin^2 \theta} \frac{\partial F_{\phi}}{\partial \phi},
\]
(9.18)
\[
D_{\phi} F = \frac{2}{\sin \theta} \frac{\partial F_r}{\partial \phi} + \frac{2 \cos \theta}{\sin^2 \theta} \frac{\partial F_{\theta}}{\partial \phi} - \frac{F_{\phi}}{\sin^2 \theta},
\]
(9.19)
with \(F = F_r \hat{r} + F_{\theta} \hat{\theta} + F_{\phi} \hat{\phi}\). If the vector \(A(r)\) satisfies the wave equation and the radiation condition, so does the vector
\[
B(r) = \nabla \wedge A(r);
\]
(9.20)
Furthermore, the radiation patterns \(A_0\) of \(A\) and \(B_0\) of \(B\) are related by
\[
B_0(\theta, \phi) = i k \hat{r} \wedge A_0(\theta, \phi).
\]
(9.21)
All the above scalar and vector results by Wilcox are valid for any wave number \(k\) such that \(\text{Im} k \geq 0\). The original papers (WILCOX [1956a, 1956b]) also contain bibliographies of previous works on this subject, as well as uniqueness results and theorems connecting the scalar case to the vector case.

A result which is equivalent to expression (9.11) has been recently derived (WESTON et al. [1968]; WESTON and BOERNER [1969]) in connection with inverse electromagnetic scattering. Let us consider a vector field \(A(r)\) satisfying the wave equation and the radiation condition and having a radiation pattern \(A_0(\theta, \phi)\), as in eq. (9.11): \(A(r)\)
may represent a vector potential, or the electric field, or the magnetic field. If \( r = x\hat{x} + y\hat{y} + z\hat{z} \), and if the equivalent sources which produce the electromagnetic field represented by \( A \) are confined within the region \( z_{\text{min}} \leq z \leq z_{\text{max}} \), then

\[
A(r) = \begin{cases} 
\frac{ik}{2\pi} \int_0^{\pi} \sin x \alpha \int_0^{2\pi} e^{ikr \cos \beta} A_0(x, \beta) d\beta, & \text{for } z > z_{\text{max}}, \\
-\frac{ik}{2\pi} \int_0^{\pi} \sin x \alpha \int_0^{2\pi} e^{ikr \cos \beta} A_0(x, \beta) d\beta, & \text{for } z < z_{\text{min}},
\end{cases}
\]

(9.22)

where

\[
k' = k(\sin x \cos \beta \hat{x} + \sin x \sin \beta \hat{y} + \cos x \hat{z}).
\]

(9.23)

Thus, if the radiation pattern \( A_0(\theta, \phi) \) is known for all \( 0 \leq \theta \leq \pi \) and all \( 0 \leq \phi \leq 2\pi \), the integrals (9.22) give the field everywhere outside the region \( z_{\text{min}} \leq z \leq z_{\text{max}} \), which sandwiches the equivalent sources. By rotating the reference axes \((x, y, z)\), i.e. by choosing other paths of integration in the complex \( x \)-plane, the field may be obtained at all points in space outside the minimum convex surface which envelopes the equivalent sources. The analytic continuation of \( A_0(\theta, \phi) \) in the complex \( \theta \)-plane is given by Weston et al. [1968].
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The sphere is undoubtedly the most intensively studied body in diffraction theory. It is still one of the very few bodies for which an exact solution to the vector problem is available. Its solution has been used as a model for developing theories for bodies of more general shape. The scattering behavior of spheres has important applications in many fields.

10.1. Spherical geometry

The spherical polar coordinates \((r, \theta, \phi)\) shown in Fig. 10.1 are related to the rectangular Cartesian coordinates \((x, y, z)\) by the transformation

\[
\begin{align*}
x &= r \sin \theta \cos \phi, \\
y &= r \sin \theta \sin \phi, \\
z &= r \cos \theta,
\end{align*}
\]

(10.1)

![Fig. 10.1. Spherical geometry.](image)
where $0 \leq r < \infty$, $0 \leq \theta \leq \pi$ and $0 \leq \phi < 2\pi$. The coordinate surfaces, $r =$ constant, are concentric spheres intersected by meridian planes, $\phi =$ constant, and a family of cones, $\theta =$ constant. The $z$-axis is the polar axis. The unit vectors $\hat{r}$, $\hat{\theta}$ and $\hat{\phi}$ are drawn in the direction of increasing $r$, $\theta$ and $\phi$ such as to constitute a right-hand base system.

The scattering body is the sphere with surface $r = a$. The primary source is a point or dipole source located at $(r_0, \theta_0, \phi_0)$ or a plane scalar wave or a plane electromagnetic wave (with polarization shown in Fig. 10.1).

Definitions, notation and bibliographical references to numerical tables for Bessel and Hankel functions, and for various functions which occur in the asymptotic developments, are given in the Introduction. The notation and definitions for the spherical vector wave functions and Legendre functions are those of Stratton [1941]. In particular, the following symbols will appear frequently in the exact and approximate formulae:

$$m = (\frac{2}{a})^4$$
$$\psi_n(x) = x j_n(x)$$
$$\tau_n^{(1)}(x) = x h_n^{(1)}(x)$$
$$\psi_n'(x) = \frac{d}{dx} [x j_n(x)]$$
$$\tau_n^{(1')}(x) = \frac{d}{dx} [x h_n^{(1)}(x)]$$

$$a_n = \frac{\psi_n(ka)}{\xi_n^{(1)}(ka)}$$
$$a_n' = \frac{j_n(ka)}{h_n^{(1)}(ka)}$$
$$b_n = \frac{\psi_n(ka)}{\xi_n^{(1)}(ka)}$$

10.2 Acoustically soft sphere

10.2.1 Point sources

10.2.1.1 Exact solutions

For a point source situated at $r_0 = (r_0, \theta_0, \phi_0)$, such that

$$t^{-1} = \frac{e^{ikR}}{kR}$$

(10.3)
the total field is

\[ V^i + V^s = \sum_{n=0}^{\infty} \sum_{l=1}^{n} (2n+1)[J_n(kr_\omega) - a_n h_n^{(1)}(kr_\omega)]h_n^{(1)}(kr_\omega) \]

\[ \times \left[ P_n(\cos \theta_0)P_n(\cos \theta) + 2 \frac{(n-l)!}{(n+l)!} P_n^l(\cos \theta_0)P_n^l(\cos \theta) \cos [l(\phi - \phi_0)] \right]. \quad (10.4) \]

In particular, for a point source situated at \( r_0 = (r_0, 0, 0) \), the total field is

\[ V^i + V^s = \sum_{n=0}^{\infty} (2n+1)P_n(\cos \theta)h_n^{(1)}(kr_\omega)[J_n(kr_\omega) - a_n h_n^{(1)}(kr_\omega)]. \quad (10.5) \]

If the source is situated on the surface \( r_0 = a \), the field \( V^i + V^s \equiv 0 \) everywhere.

On the surface \( r = a \):

\[ \frac{1}{k} \frac{\partial}{\partial r} (V^i + V^s) = \frac{i}{(ka)^2} \sum_{n=0}^{\infty} (2n+1)P_n(\cos \theta) \frac{h_n^{(1)}(kr_\omega)}{h_n^{(1)}(ka)}. \quad (10.6) \]

In the far zone \( (r \to \infty) \):

\[ V^i + V^s = \frac{e^{ikr}}{kr} \sum_{n=0}^{\infty} (-i)^n (2n+1)P_n(\cos \theta) [J_n(kr_\omega) - a_n h_n^{(1)}(kr_\omega)]. \quad (10.7) \]

By using a Watson transformation, eq. (10.5) can be transformed into the following integral form ([Franz [1954], Levy and Keller [1959]]):

\[ V^i + V^s = -\frac{1}{4} \int_{D} \frac{(\mu + 1)P_\mu(-\cos \theta)}{\sin \pi \mu} \left[ h_\mu^{(2)}(kr_\omega) - \frac{h_\mu^{(2)}(ka)}{h_\mu^{(1)}(ka)} \right] d\mu. \quad (10.8) \]

where \( D \) is a contour running from \( -\infty + i\delta \) to \( \infty + i\delta \) in the upper half of the complex \( \mu \)-plane and parallel to the real axis with \( \delta \to 0 \). Similarly, on the surface \( r = a \), eq. (10.6) can be written as

\[ \frac{1}{k} \frac{\partial}{\partial r} (V^i + V^s) = -\frac{i}{2(ka)^2} \int_{D} \frac{(\mu + 1)P_\mu(-\cos \theta)}{\sin \pi \mu} \left[ h_\mu^{(2)}(kr_\omega) - h_\mu^{(1)}(ka) \right] d\mu. \quad (10.9) \]

Equations (10.8) and (10.9) are the basis for most high frequency approximations.

10.2. LOW FREQUENCY APPROXIMATIONS

No specific results are available; however, low frequency approximations for the various quantities can be derived from the exact results of the previous section.

10.2.1. HIGH FREQUENCY APPROXIMATIONS

At a point in the shadow region the field is given by ([Franz [1954], Levy and Keller [1959]]):
\[ V^1 + V^2 = \frac{m^4}{k^2} e^{-i\pi \pi (\pi r_0 \sin \theta)} \left( \exp \left[ \frac{ik[r^2 - \alpha^2]^4 + (r_0^2 - \alpha^2)^4}{(r^2 - \alpha^2)^4 (r_0^2 - \alpha^2)^4} \right] \right) \]
\[ \times \sum_{n=1}^{\infty} \exp \left[ i\left[ \nu_n(2\pi - \theta) - \frac{i\pi}{4} \right] \right] + \exp \left[ i\left[ \nu_n(2\pi + \theta) + \frac{i\pi}{4} \right] \right] \]
\[ \left( 1 + \exp(2i\pi \nu_n) \right) \]
\[ \times \frac{\exp \left[ -iv_n \left( \cos^{-1} \left( \frac{a}{r} \right) + \cos^{-1} \left( \frac{a}{r_0} \right) \right) \right]}{[\text{Ai}(-\nu_n)]^2} \left[ 1 + O(m^{-2}) \right]. \] (10.10)

where
\[ \nu_n = ka + \xi_n \alpha_x - e^{-\xi_n} \frac{k^2}{2a} + \frac{\xi_n^2}{60m} - \frac{5}{1400m^5} + O(m^{-5}). \] (10.11)

with \( n = 1, 2, 3, \ldots \) and \( \nu_n \) are the zeros of the Airy functions, i.e. \( \text{Ai}(-\nu_n) = 0 \).

Equation (10.10) does not apply on the caustics \( r = a \) and \( \theta = \pi \).

For a point in the illuminated region the field is (Levy and Keller [1959], Franzen [1954]):

\[ V^1 = V_{\text{refl}} = -\frac{m^4}{k^2} e^{-i\pi \pi (\pi r_0 \sin \theta)} \left( \exp \left[ \frac{ik[r^2 - \alpha^2]^4 + (r_0^2 - \alpha^2)^4}{(r^2 - \alpha^2)^4 (r_0^2 - \alpha^2)^4} \right] \right) \]
\[ \times \sum_{n=1}^{\infty} \exp \left[ iv \left( 2\pi + \theta - \frac{i\pi}{4} \right) \right] + \exp \left[ iv \left( 2\pi - \theta + \frac{i\pi}{4} \right) \right] \]
\[ \left( 1 + \exp(2i\pi \nu_n) \right) \]
\[ \times \frac{\exp \left[ -iv_n \left( \cos^{-1} \left( \frac{a}{r} \right) + \cos^{-1} \left( \frac{a}{r_0} \right) \right) \right]}{[\text{Ai}(-\nu_n)]^2} \left[ 1 + O(m^{-2}) \right]. \] (10.12)

where the summation over \( n \) represents the creeping wave contribution. \( V_{\text{refl}} \) is the reflected part of the field and is formally given by (Franzen [1954]):

\[ V_{\text{refl}} = -i^4 + \frac{1}{i} \int_D (2\mu + 1) Q^{(2)}(\theta) h^{(1)}(kr) \left[ h^{(2)}(kr) - \frac{h^{(2)}(ka)}{h^{(1)}(ka)} h^{(1)}(kr) \right] \phi_\mu, \] (10.13)

where the contour \( D \) is as defined in Section 10.2.2.1 and \( Q^{(2)}(x) = \text{i} \pi Q_a(x - i0) \) with \( Q_a(x - i0) \) as defined in the Introduction (see Section 1.3.5). An asymptotic expansion of eq. (10.13) in inverse powers of \( ka \) leads to the Luneburg-Kline series whose first term represents the reflected wave according to geometrical optics. The creeping wave contribution given in eq. (10.12) is not valid on the caustics \( r = a \) and \( \theta = 0 \).

10.2.2 Plane wave incidence

10.2.2.1 Exact solutions

For a plane wave incident in the direction \( \theta_0, \phi_0 \), such that
\[ V^1 = \exp \left( ik \left[ \cos \theta_0 \cos \theta + \sin \theta_0 \sin \theta \cos (\phi - \phi_0) \right] \right), \] (10.14)
Fig. 10.2. Surface current as a function of $\theta$ for selected values of $ka$ for a soft sphere.
the total field is

\[ V^i + V^s = \sum_{n=0}^{\infty} i (2n+1) \left[ j_n(kr) - a_n h_n^{(1)}(kr) \right] \left( P_n(\cos \theta_0) P_n(\cos \theta) + 2 \sum_{l=1}^{n} \frac{(n-l)!}{l(n+l)!} P_n^l(\cos \theta_0) P_n^l(\cos \theta) \cos\left[k(l \phi - \phi_0)\right]\right]. \]  

(10.15)

In particular for a plane wave incident in the direction of the negative z-axis the total field is

\[ V^i + V^s = \sum_{n=0}^{\infty} (-i) (2n+1) \left[ j_n(kr) - a_n h_n^{(1)}(kr) \right] P_n(\cos \theta). \]  

(10.16)
Fig. 10.3. The scattering function $S$ as a function of $\theta$ for selected values of $ka$ for a soft sphere.
On the surface \( r = a \):

\[
\frac{1}{k} \frac{\partial}{\partial r} (r^2 \frac{\partial}{\partial r}) = -\frac{i}{(ka)^2} \sum_{n=0}^{\infty} (-i)^n (2n+1) \frac{P_n(\cos \theta)}{h_n^{(1)}(ka)}.
\] (10.17)

Computed values of the surface current, as a function of \( \theta \) are shown in Fig. 10.2 for selected values of \( ka \).

In the far field \( (r \to \infty) \):

\[
S = i \sum_{n=0}^{\infty} (-1)^n (2n+1) a_n P_n(\cos \theta).
\] (10.18)

Computed values of \( S \) as a function of \( \theta \) are shown in Fig. 10.3 for selected values of \( ka \).

The back scattering cross section is

\[
\sigma = \frac{4\pi}{k^2} \left| \sum_{n=0}^{\infty} (-1)^n (2n+1) a_n \right|^2.
\] (10.19)

The normalized back scattering cross section \( \sigma (\pi a^2) \) is shown as a function of \( ka \) in Fig. 10.4.

![Fig. 10.4. Normalized back scattering cross section \( \sigma (\pi a^2) \) as a function of \( ka \) for a soft sphere.](image-url)
The total scattering cross section
\[ \sigma_T = \frac{4\pi}{k^2} \sum_{n=0}^{\infty} (2n+1)|a_n|^2. \]  
\hspace{10.2} (10.20)

Figure 10.5 shows the normalized total scattering cross section \( \sigma_T \) \( (2\pi a^2) \) as a function of \( ka \).

FIG. 10.5. Normalized total scattering cross section \( \sigma_T/(2\pi a^2) \) as a function of \( \kappa a \) for \( \kappa a \approx 1 \) (King and Wu [1959]).

10.2.2. LOW FREQUENCY APPROXIMATIONS

For a plane wave incident in the direction of the negative \( z \)-axis, such that
\[ \psi = e^{-ikz}, \]  
\hspace{10.2} (10.21)
low frequency expansions may be obtained either directly or by power series developments of the Bessel and Hankel functions appearing in the exact solution (Rayleigh [1872], Morse and Feshbach [1953]). The first three coelcients appearing in eq. (10.18) are:
\[ a_0 = i\kappa a \left( 1 - i\kappa a - \frac{1}{2}i(\kappa a)^2 + \frac{1}{3}i(\kappa a)^3 + \frac{1}{4}i(\kappa a)^4 - \frac{i}{5}i(\kappa a)^5 - O[(\kappa a)^6] \right), \]  
\hspace{10.2} (10.22)
\[ a_1 = i(\kappa a)^2 \left( 1 - \frac{1}{2}(\kappa a)^2 + \frac{1}{3}(\kappa a)^3 - \frac{1}{4}(\kappa a)^4 + O[(\kappa a)^5] \right), \]  
\hspace{10.2} (10.23)
\[ a_2 = i\kappa a \left( 1 - \frac{1}{2}(\kappa a)^2 + O[(\kappa a)^3] \right), \]  
\hspace{10.2} (10.24)
where \( \kappa a \ll 1 \).

The scattering function in the direction \( \theta = 0 \) is (Senior [1965]):
\[ S(0) = -\kappa a, 1 + i\kappa a - \frac{1}{2}i(\kappa a)^2 + \frac{1}{3}i(\kappa a)^3 + \frac{1}{4}i(\kappa a)^4 + \frac{i}{5}i(\kappa a)^5 + O[(\kappa a)^6], \]  
\hspace{10.2} (10.25)
Similarly, in the forward direction \( \theta = \pi \):
\[ S(\pi) = -\kappa a, 1 + i\kappa a - \frac{1}{2}i(\kappa a)^2 - \frac{1}{3}i(\kappa a)^3 + \frac{1}{4}i(\kappa a)^4 + \frac{i}{5}i(\kappa a)^5 + O[(\kappa a)^6], \]  
\hspace{10.2} (10.26)
The back scattering cross section is
\[ \sigma \sim 4\pi a^2 \left[1 - \frac{3}{2}(ka)^2 + \frac{1}{8}(ka)^4\right]. \quad (10.27) \]

The total scattering cross section is
\[ \sigma_T \sim 4\pi a^2 \left[1 - \frac{1}{4}(ka)^2 + \frac{1}{32}(ka)^4\right]. \quad (10.28) \]

10.2.2.3. HIGH FREQUENCY APPROXIMATIONS

For a plane wave incident in the direction of the negative \( z \)-axis, such that
\[ V' = e^{-ikz}, \quad (10.29) \]
the high frequency behavior of the field can be completely determined in both near and far zones by applying a modified Watson transformation based upon Poisson's summation formula to the exact expressions (Nussenzveig [1965]). The various regions of space to be considered are shown in Fig. 10.6.

For points within the deep shadow region not too close to the surface of the sphere (Levy and Keller [1959], Nussenzveig [1965]),
\[ 1 - V' \sim \frac{e^{-ikx}}{(2\pi)^{1/2}} \sum \left( \frac{a^2}{r^2 - a^2} \right)^{1/2} \exp \left( -ik(r^2 - a^2)^{1/2} \right) \exp \left( \frac{ikr \sin \theta}{2} \right)^{1/2} \sum \left( -1 \right) s \exp \left( iv_s \xi - \frac{i}{2} \xi \right) - \exp \left( iv_s \xi + \frac{i}{2} \xi \right) \left[ \xi^2 + \gamma_s \right]^{1/2}. \quad (10.30) \]
where
\[ \gamma_i = 2\pi - \theta_a + \theta \]
\[ \delta_i = (l+1)2\pi - (\theta_a + \theta) \]
\[ \pi - \theta_a = \sin^{-1}(a/r) \quad \text{(Fig. 10.6)} \]

Eq. (10.30) is valid under the following conditions:
\[ \frac{1}{2}\pi \leq \theta_a < \theta < \pi \]
\[ (r-s) \gg am^{-1} \]
\[ (kr-|v_n|) \gg |v_n|^b \]

\[ (\pi - \theta) \gg (ka)^{-1} \]

with \( v_n \) and \( x_n \) defined in Section 10.2.1.3.

The physical interpretation of eq. (10.30) is that the incident rays at their points of tangency to the sphere launch a series of surface waves emanating from these points. These waves travel along the surface with phase velocity slightly smaller than that in free space. As they travel along the surface, they shed radiation along tangential directions. The angular damping factor due to radiation for the dominant surface waves \( (l = 0) \) is:
\[ |\exp(iv_n\gamma_0)| \approx \exp[-\sqrt{3}/2 z_n m (\theta_a - \theta)] \]
\[ |\exp(iv_n\delta_0)| \approx \exp[-\sqrt{3}/2 z_n m (2\pi - (\theta_a + \theta))] \]

If \( 0 \leq (\pi - \theta) \leq (ka)^{-1} \) (Levy and Keller [1959], Nussenzveig [1965]):
\[ V^+ + V^- \sim e^{-im\pi}m \left( \frac{a^2}{r^2 - a^2} \right)^\frac{i}{2} \exp[\pm i(kr - a^2)^\frac{3}{2}] \]
\[ \times \sum_{l=0}^{\pi} (-1)^l \sum_{n=1}^{\pi} \exp[iv_n((2l+1)\pi - \theta_0)] f_0[v_n(\pi - \theta)] \quad \text{(10.34)} \]

In the lit region, sufficiently far from the shadow boundary, the reflected portion of the scattered field in the region \( 0 \leq \theta_a \leq \theta_a - m^{-1} \) is (Keller et al. [1956], Nussenzveig [1965]):
\[ V^+_{\text{refl.}} = \left[ -\frac{a^2 \sin^2 \zeta}{4s(s \sin^2 \zeta + a \cos^3 \zeta)} \right] \frac{i}{4} \exp[\pm i(s - \frac{3}{2} a \sin \zeta)] \]
\[ \times \left[ 1 + \frac{1}{2ka} \left[ \frac{1}{\sin^3 \zeta} + \frac{1}{2^4 \sin^7 \zeta \cos^5 \zeta} (a/s) + \frac{3}{2^5 \sin \zeta} (a/s)^2 \left( 2 \sin \zeta - 5 \sin^3 \zeta \right) (a/s)^3 - \frac{15}{2^6 \cos^2 \zeta} (a/s)^4 - \frac{1}{2^3 \sin \zeta \cos \zeta} \left( \sin^2 \zeta + a \cos^3 \zeta \right) \right] + O[(ka)^{-2}] \quad \text{(10.35)} \]

where
\[ s = r \cos \bar{\nu} - \frac{1}{2} a \sin \zeta \]
\[ \zeta = \frac{1}{2}(\pi - \theta - \bar{\nu}) \]
\[ \sin \bar{\nu} = \frac{d}{r} \cos \frac{1}{2}(\pi - \theta - \bar{\nu}) \]
Eq. (10.35) is the Luneburg-Kline asymptotic expansion in inverse powers of \((ka)\); its first term represents the reflected wave according to geometrical optics and the remainder represents the correction to geometrical optics (Keller et al. [1956]). The physical interpretation of the geometrically reflected field term is shown in Fig. 10.7.

The creeping wave contribution to the scattered field at a point in the lit region sufficiently far from the shadow boundary, such that \(m^{-1} \leq \theta \leq \theta^* - m^{-1}\), is (Levy and Keller [1959], Nussenzveig [1965]):

\[
V_{cr. s.} \sim e^{-i \alpha} m \left( \frac{a^2}{r^2 - a^2} \right)^{1/4} \exp \left[ i(k(r^2 - a^2))^{3/4} \right] \left[ e^{-i \alpha} \sum_{n=1}^{\infty} \frac{\exp \left( i\psi_0 \delta_0 \right)}{\sin \theta} \right] + \sum_{n=1}^{\infty} (-1)^n \sum_{m=1}^{\infty} \exp \left[ i\psi_0 \eta_i + \frac{i}{2} \pi \right] \sum_{m=1}^{\infty} \exp \left[ i\psi_0 \delta_i - \frac{i}{2} \pi \right] \left( \frac{\Delta i(-a \psi)}{\sin \theta} \right) \right].
\]

(10.37)

In the range \(0 \leq \theta \leq (ka)^{-1}\) (Levy and Keller [1959], Nussenzveig [1965]):

\[
V_{cr. s.} \sim e^{-i \alpha} m(a/r)^{3/4} \exp \left[ i(k(r^2 - a^2)^{3/4}) \right] \times \sum_{n=1}^{\infty} (-1)^n \sum_{m=1}^{\infty} \exp \left[ i\psi_0 ((l + 1)2\pi - \theta_i) \right] J_0(\psi_0 \theta). \]

(10.38)

On the surface of the sphere, outside the penumbra region \([\pi - \theta^*] \leq m^{-1}\), an accurate approximation is provided by the Kirchhoff approximation (geometrical optics) and is:

\[
k \frac{\sin \theta^*}{\sin \theta} \left( 1 - \frac{1}{\cos \theta^*} \right) = 1 \quad \text{for } \theta^* - m^{-1} < \theta < \pi
\]

\[
k \frac{\sin \theta^*}{\sin \theta} \left( 1 - \frac{1}{\cos \theta^*} \right) = \frac{1}{2\pi} \cos \theta \exp \left( -ik a \cos \theta \right) \quad \text{for } \theta^* - m^{-1} < \theta < \pi - m^{-1}.
\]

(10.39)
Within the penumbra region (Nussenzeig [1965]):

\[
\frac{1}{k} \frac{\partial}{\partial r} (V^t + V^r) \sim -\frac{1}{m \sqrt{\sin \theta}} \exp \left\{ ika(\theta - \frac{1}{2}\pi) \right\} f(\xi),
\]  

(10.40)

where \( \xi = m(\theta - \frac{1}{2}\pi) \) and the modified Fock function \( f(\xi) \) is defined in the Introduction. The Fock function \( f(\xi) \) in eq. (10.40) interpolates smoothly the values in the lit and shadow regions on the surface of the sphere. However, it cannot be employed in the lit region too far beyond \((\frac{1}{2}\pi - \theta) \sim m^{-1}\).

Within the Fresnel region and near the boundary of the geometrical shadow such that \( am^{-1} \leq z \leq am \) (Rubinow and Wu [1956]):

\[
V^t + V^r \sim \frac{e^{i\xi}}{2\pi} e^{-ikz} \left[ F(x\sqrt{\pi}) - M_0 \xi \frac{e^{i\pi z^2}}{\pi x} \right],
\]  

(10.41)

where

\[
\xi = m(\theta - \theta), \quad x = (kz/\pi)^4(\theta - \theta), \\
M_0 = 1.2550743e^{i\xi}
\]  

(10.42)

and \( F(x\sqrt{\pi}) \) is the Fresnel integral as defined in the Introduction.

In the Fresnel-Lommel region (Fig. 10.6) and within the geometrical shadow (Nussenzeig [1965]):

\[
V^t + V^r \sim \left( \frac{\pi - \theta}{\sin \theta} \right)^{\frac{1}{4}} \exp \left[ ik \left( r + \frac{a^2}{2r} \right) \right],
\]  

(10.43)

where

\[
f(s, t, u, v) = L(u, v) + isF(s, t, r);
\]  

(10.44)

\( L(u, v) \) represents Lommel's approximation (Watson [1948]):

\[
L(u, v) = V_0(u, v) + iV_1(u, v).
\]  

(10.45)

where \( V_0(u, v), V_1(u, v) \) are Lommel functions of order 0 and 1, and

\[
F(s, t, v) = e^{i\xi} \int_0^r Ai(xe^{1/4}) e^{-ixs} f_0(v - tx) dx + \int_0^r Ai(xe^{-1/4}) e^{ixs} f_0(v + tx) dx,
\]  

(10.46)

where

\[
s = ma r, \quad t = m(\theta - \theta) \\
u = ka^2 r, \quad v = ka(\pi - \theta) = tu s.
\]  

(10.47)

On the axis \( \theta = \pi \):

\[
V^t + V^r \sim f(s, 0, u, 0) \exp \left[ ika \left( r + \frac{a^2}{2r} \right) \right],
\]  

(10.48)
where
\[ f(s, 0, u, 0) = 1 + is \left[ e^{\frac{s}{r}} \int_0^\infty \frac{\text{Ai}(xe^{\frac{s}{r}})}{\text{Ai}(xe^{\frac{s}{r}})} e^{-ix} dx + e^{i\pi} \int_0^\infty \frac{\text{Ai}(x)}{\text{Ai}(xe^{\frac{s}{r}})} e^{ix} dx \right]. \] (10.49)

If \( r \ll ma \) (Nussenzveig [1965]):
\[ V'^i + V'^o \sim -e^{-i\pi} \frac{ma}{r} \exp \left[ ik \left( r + \frac{a^2}{2r} \right) \right] \sum_{n=1}^\infty \exp \left[ \frac{ie^{i\pi}a_n ma}{r} \right]. \] (10.50)

If \( r \gg ma \) (Rubinow and Wu [1956]):
\[ V'^i + V'^o \sim \left[ 1 + iM_0 \frac{ma}{r} - M_1 \frac{m^2 a^2}{r^2} + \ldots \right] \exp \left[ ik \left( r + \frac{a^2}{2r} \right) \right], \] (10.51)
where
\[ M_1 = 0.53225036 e^{i\pi}. \] (10.52)

On comparing eq. (10.50) with eq. (10.49) it is found that a Poisson spot of intensity comparable to that of the incident wave is evident at a distance \( r \sim ma \) from the sphere.

In a region away from the axis such that \( r \gg ma \), \( \theta \gg a/r \), the field is (Nussenzveig [1965]):
\[ V'^i + V'^o \sim \left( \frac{\pi - \theta}{\sin \theta} \right)^{1/2} \exp \left[ ik \left( r + \frac{a^2}{2r} \right) \right] \times \left[ \left[ 1 + iM_0 \frac{ma}{r} - M_1 \frac{m^2 a^2}{r^2} + \ldots \right] J_0(ka(n-\theta)) - i\left[ 1 + iM_1 \frac{m^2 a^2}{r^2} + \ldots \right] \frac{J_1(ka(n-\theta))}{\theta} \right]. \] (10.53)

In the neighborhood of the axis, for \( r \gg ma \), the intensity according to eq. (10.53) behaves like \( J_0^2(ka(n-\theta)) \) times the intensity of the incident wave, so that the Poisson spot actually corresponds to a Poisson cone of angular opening \( (ka)^{-1} \) (Fig. 10.6).

In the far zone \((r \to \infty)\)
\[ S = S_{\text{refl.}} + S_{\text{cr.w.}}. \] (10.54)

where \( S_{\text{refl.}} \) is the contribution due to the reflected field and \( S_{\text{cr.w.}} \) that due to creeping waves.

For \( 0 \leq \theta \leq \pi - m^{-1} \),
\[ S_{\text{refl.}} \sim -\frac{ka}{2} \exp \left[ -2ka \cos \frac{\theta}{2} \right] \left( 1 + \frac{i}{2ka \cos \frac{\theta}{2}} + \ldots \right), \] (10.55)
\[ S_{\text{cr.w.}} \sim -e^{-i\pi} \frac{mka}{\sin \theta} \left( \frac{\theta}{\sin \theta} \right)^{1/2} \sum_{n=0}^{\infty} (-1)^n \frac{\left( i(2l+1) \pi \right)_{\infty}}{\sin \theta} \exp \left[ \frac{ie^{i\pi}a_n ma}{r} \right] J_0(V_n \theta). \] (10.56)
More refined expressions for $S_{\text{eff}}$ and $S_{\text{cr.w.}}$ in the direction $\theta = 0$ are (Senior [1965]):

$$S_{\text{eff.}} = -\frac{1}{4} ka e^{-2i\kappa} \left[ 1 + \frac{i}{2\kappa a} + \frac{1}{2(\kappa a)^2} - \frac{5i}{4(\kappa a)^3} - \frac{5}{(\kappa a)^4} + O((\kappa a)^{-5}) \right], \quad (10.57)$$

$$S_{\text{cr.w.}} = -e^{i\kappa m\kappa a} \sum_{l=0}^{\infty} (-1)^l \sum_{n=1}^{\infty} \left[ 1 + \frac{e^{i\kappa m\kappa a}}{15m^2} - \frac{e^{-i\kappa m\kappa a}^2}{175m^4} + O(m^{-6}) \right]$$

$$\times \frac{1}{[\text{Ai}(-\kappa)]^2} \exp \left[ i(2l+1)\pi \left( \kappa a + e^{i\kappa m\kappa a} - e^{-i\kappa m\kappa a}^2 \right) + \frac{a^2}{60m} + \frac{a^2}{1400m^3} + O(m^{-6}) \right]. \quad (10.58)$$

The first three terms in eq. (10.57) were previously obtained by Keller et al. [1956] using Luneburg-Kline expansion techniques. The leading term in eq. (10.57) is the contribution due to geometrical optics. The second real term in eq. (10.57) produces a correction to the geometrical optics term exceeding 10 per cent if $\kappa a < 2.23$ and the third real term in eq. (10.57) corrects the second by more than 10 per cent if $\kappa a < 5$.

An accurate approximation to eq. (10.58) based on a single creeping wave alone and for $\kappa a > 1$ is (Senior [1965]):

$$S_{\text{cr.w.}} = -e^{i\kappa m\kappa a} \left[ 1 + \frac{e^{i\kappa m\kappa a}}{15m^2} + O(m^{-4}) \right] \frac{1}{[\text{Ai}(-\kappa)]^2} \exp \left[ i\pi \kappa a - e^{-i\kappa m\kappa a} e^{i\kappa m\kappa a} + \frac{a^2}{60m} + O(m^{-3}) \right]. \quad (10.59)$$

where

$$\kappa_1 = 2.338 10741 \ldots ,$$

$$\text{Ai}(-\kappa_1) = 0.701 21082 \ldots$$

The normalized creeping wave contribution $2S_{\text{cr.w.}}/(\kappa a)$ as computed from eq. (10.59) is shown as a function of $\kappa a$ in Fig. 10.8.

In the transition region ($\pi - \theta) \sim m^{-1}$ the scattering function is (Nuszenzeig [1965]):

$$S \sim \frac{1}{4} k a^2 a^2 \left( \frac{\pi - \theta}{\sin \theta} \right)^{3} \left( 2J_0[(\kappa a(\pi - \theta)] +$$

$$+ m^{-2} \left[ \int_0^{\pi} \text{Ai}(x) J_0(\kappa a(\pi - \theta) - e^{-i\kappa m(\pi - \theta)} x) dx +$$

$$+ \int_0^{\pi} \text{Ai}(x) J_0(\kappa a(\pi - \theta) + m(\pi - \theta) x) dx \right] + \ldots \right) +$$

$$+ e^{-i\kappa m\kappa a} \left( \frac{\pi - \theta}{\sin \theta} \right)^{3} \left( -1 \right)^l \sum_{n=1}^{\infty} \exp \left[ 2i\pi n \kappa a \right] J_0[v_n(\pi - \theta)]. \quad (10.60)$$
Fig. 10.8. Amplitude (—) and phase (—--) of the normalized creeping wave contribution $2S_{cr. w.}(ka)$ in the direction $\theta = 0$ as a function of $ka$ for a soft sphere.

In the neighborhood of the forward direction $0 \leq \pi - \theta \leq m^{-1}$ (Nussenzveig [1965]):

$$
S_{ref.} \sim \frac{1}{2}i(ka)^2 \frac{(\pi - \theta)}{\sin \theta} \left\{ 2J_0[ka(\pi - \theta)] + \right. $$
$$
+ e^{i4\pi m^{-2}} \{1.9923J_0[ka(\pi - \theta)] + 0.5323m(\pi - \theta)J_0[ka(\pi - \theta)] + \ldots \} \right\}, \quad (10.61)
$$

$$
S_{cr. w.} \sim e^{i4\pi mka} \frac{(\pi - \theta)}{\sin \theta} \sum_{l=1}^{L} (-1)^l \sum_{n=1}^{\infty} \left\{ \text{Ai} \left(-\frac{\pi}{2}\right) \right\}^2 J_0(\pi n - \theta). \quad (10.62)
$$

In the forward direction $\theta = \pi$ the scattering function is (Wu [1956]):

$$
S(\pi) \sim \frac{1}{2}i(ka)^2 \left[ 1 + M_0(\frac{1}{2}ka)^{-4} + i\frac{1}{2}M_1(\frac{1}{2}ka)^{-4} + i\frac{3}{2}M_2 + i\frac{5}{2}M_3 + M_3 \right]^{-1} - \left( - i\frac{1}{2}M_3 + i\frac{3}{2}M_1 \right) \left( \frac{1}{2}ka \right)^{-4} + \left( i\frac{3}{2}M_2 + i\frac{5}{2}M_3 \right) \left( \frac{1}{2}ka \right)^{-3} + \ldots \right].
$$

$$
(10.63)
$$
where
\begin{align*}
M_0 &= 1.255074 \, 3e^{i\pi}, \\
M_1 &= 0.532250 \, 3e^{i\pi}, \\
M_2 &= 0.0935216, \\
M_3 &= 0.772793 \, e^{i\pi}, \\
M_4 &= 1.0992e^{i\pi}.
\end{align*}

The total scattering cross section is (Wu [1956], Beckmann and Franz [1957]):
\begin{align*}
\frac{\sigma_T}{2\pi a^2} &\sim 1 + 0.996153 \, 19(ka)^{-\frac{4}{3}} - 0.357649 \, 83(ka)^{-\frac{7}{3}} + 0.227598 \, 2(ka)^{-2} - \\
&\quad - 0.007275 \, 3(ka)^{-\frac{4}{3}} - 0.007443(ka)^{-2} + \ldots
\end{align*}

10.3. Acoustically hard sphere

10.3.1. Point sources

10.3.1.1. EXACT SOLUTIONS

For a point source at \(r_0 = (r_0, \theta_0, \phi_0)\) such that
\begin{align*}
I_0^1 &= R, \\
(10.66)
\end{align*}
the total field is
\begin{align*}
V^1 + V^\nu &= i \sum_{n=0}^\infty \sum_{l=1}^{n} (2n+1)[j_l(kr_o) - a_n h_l^{(1)}(kr_o)] h_l^{(1)}(kr) \\
&\quad \times \left\{ P_n(\cos \theta_0)P_n(\cos \theta) + 2 \frac{(n-l)!}{(n+l)!} P_l^0(\cos \theta_0)P_l^0(\cos \theta) \cos [l(\phi - \phi_0)] \right\}. \\
(10.67)
\end{align*}

In particular for a point source situated at \(r_0 = (r_0, 0, 0)\) the total field is
\begin{align*}
V^1 + V^\nu &= i \sum_{n=0}^\infty (2n+1)P_n(\cos \theta)h_n^{(1)}(kr) [j_n(kr_o) - a_n h_n^{(1)}(kr_o)].
(10.68)
\end{align*}

On the surface \(r = a\):
\begin{align*}
V^1 + V^\nu &= - \frac{1}{(ka)^2} \sum_{n=0}^\infty (2n+1)P_n(\cos \theta) \frac{h_n^{(1)}(kr_o)}{h_n^{(1)}(ka)}. \\
(10.69)
\end{align*}

In the far zone \((r \to \infty)\):
\begin{align*}
V^1 + V^\nu &= \frac{e^{ikr}}{kr} \sum_{n=0}^\infty (-i)^n (2n+1)P_n(\cos \theta) [j_n(kr_o) - a_n h_n^{(1)}(kr_o)].
(10.70)
\end{align*}

By using a Watson transformation eq. (10.68) can be transformed into the following integral (Franz [1954], Levy and Keller [1959]):
\begin{align*}
V^1 + V^\nu &= - \frac{1}{4} \int_{0}^{\pi} \left( \frac{2\mu+1}{\sin \pi \mu} \right) h_{\mu}^{(1)}(kr) \left[ h_{\mu}^{(1)}(kr_o) - \frac{h_{\mu}^{(1)}(ka)}{h_{\mu}^{(1)}(ke)} \right] d\mu.
(10.71)
\end{align*}
where \( D \) is a contour running from \(-\infty + i\delta \) to \( \infty + i\delta \) in the upper half of the complex \( \mu \)-plane and parallel to the real axis with \( \delta \to 0 \).

Similarly, on the surface \( r = a \), eq. (10.68) can be written as

\[
V^1 + V^s = -\frac{i}{2(ka)^2} \int_D \frac{(2\mu + 1)P^s(-\cos \theta)}{\sin \pi \mu} \frac{h^{(1)}_\mu(kr)}{h^{(1)}_\mu(ka)} \, d\mu. \tag{10.72}
\]

Equations (10.71) and (10.72) are the basis for most high frequency approximations.

10.3.1.2. LOW FREQUENCY APPROXIMATIONS

No specific results are available; however, low frequency approximations for different quantities can be derived from the exact results of the previous section.

10.3.1.3. HIGH FREQUENCY APPROXIMATIONS

At a point in the shadow region the field is given by (Frantz [1954], Levy and Keller [1959]):

\[
V^1 + V^s = \frac{m^4}{k^2} e^{-i\pi n} (\pi r r_0 \sin \theta)^{-1} \exp \left\{ i k \left[ \left( r^2 - a^2 \right) \frac{a}{r} + \left( r_0^2 - a^2 \right) \frac{1}{r_0} \right] \right\} \\
\times \sum_{n=1}^{\infty} \frac{\exp \left\{ i [\tilde{v}_n(2\pi - \theta) - i\pi] \right\} + \exp \left\{ i [\tilde{v}_n(2\pi - \theta) + i\pi] \right\}}{1 + \exp (2i\tilde{v}_n\pi)} \exp \left\{ -iv_n \left[ \cos^{-1} \left( a/r \right) + \cos^{-1} \left( a/r_0 \right) \right] \right\} [1 + O(m^{-2})], \tag{10.73}
\]

where

\[
\tilde{v}_n = ka + e^\pm i m \beta_n - \frac{e^{-i\pi}}{60 m \beta_n} (\beta_n^3 + 21) + \frac{1}{1400 m^3 \beta_n^2} (\beta_n^6 + 63 \beta_n^3 + \frac{35}{4} + i) + O(r^{-5}), \tag{10.74}
\]

where \( n = 1, 2, 3, \ldots \) and \( \beta_n \) are the zeros of the derivative of the Airy function, i.e. \( \text{Ai}'(-\beta_n) = 0 \).

Eq. (10.73) does not apply on the caustics \( r = a \) and \( \theta = \pi \).

For a point in the illuminated region the field is (Levy and Keller [1959], Frantz [1954]):

\[
V^s = V_{\text{rel}} - i \frac{m^4}{k^2} e^{-i\pi n} (\pi r r_0 \sin \theta)^{-1} \exp \left\{ i k \left[ \left( r^2 - a^2 \right) \frac{a}{r} + \left( r_0^2 - a^2 \right) \frac{1}{r_0} \right] \right\} \\
\times \sum_{n=1}^{\infty} \frac{\exp \left\{ i [\tilde{v}_n(2\pi + \theta) - i\pi] \right\} + \exp \left\{ i [\tilde{v}_n(2\pi - \theta) + i\pi] \right\}}{1 + \exp (2i\tilde{v}_n\pi)} \exp \left\{ -iv_n \left[ \cos^{-1} \left( a/r \right) + \cos^{-1} \left( a/r_0 \right) \right] \right\} \beta_n [\text{Ai}(-\beta_n)]^2 [1 + O(m^{-2})]. \tag{10.75}
\]
Fig. 10.9. Surface field as a function of θ for selected values of $ka$ for a hard sphere.
Fig. 10.10. The scattering function $S$ as a function of $\theta$ for selected values of $ka$ for a hard sphere
where the summation over \( n \) represents the creeping wave contribution and \( V_{\text{refl.}} \) is the reflected part of the field formally given by (Frantz [1954]):

\[
V_{\text{refl.}} = -V^1 + \frac{i}{2} \int_D \left( 2\mu + 1 \right) Q_{2}^{(2)}(\theta) h^{(1)}(kr) \left[ \frac{h_{n}^{(2)}(kr_<)}{h_{n}^{(1)}(kr_<)} \right] d\mu,
\]

(10.76)

where the contour \( D \) and \( Q_{2}^{(2)}(\theta) \) are as defined in Section 10.2.1.1. An asymptotic expansion of eq. (10.76) in inverse powers of \( ka \) leads to the Luneburg-Kline series whose first term represents the reflected wave according to geometrical optics. The creeping wave contribution given in eq. (10.75) is not valid on the caustics \( r = a \) and \( \theta = 0 \).

### 10.3.2. Plane wave incidence

#### 10.3.2.1. Exact solutions

For a plane wave incident in the direction \( \theta_0 \), \( \phi_0 \), such that

\[
V^1 = \exp \{ ikr[\cos \theta_0 \cos \theta + \sin \theta_0 \sin \theta \cos (\phi - \phi_0)] \},
\]

(10.77)

the total field is

\[
V^1 + V^* = \sum_{n=0}^{\infty} (-i)^n [j_n(kr) - a_n^* h^{(1)}(kr)] \left[ P_n(\cos \theta_0) P_n(\cos \theta) + \frac{n}{(n+1)!} \frac{P_n'(\cos \theta_0) P_n'(\cos \theta) \cos \left[ l(\phi - \phi_0) \right]}{n} \right] .
\]

(10.78)

In particular for a plane wave incident in the direction of \( - \)negative \( z \)-axis the total field is

\[
V^1 + V^* = \sum_{n=0}^{\infty} (-i)^n [j_n(kr) - a_n^* h^{(1)}(kr)] P_n(\cos \theta).
\]

(10.79)

On the surface \( r = a \):

\[
V^1 + V^* = \frac{i}{(ka)^2} \sum_{n=0}^{\infty} (-i)^n (2n+1) \frac{P_n(\cos \theta)}{h_n^{(1)}(ka)} .
\]

(10.80)

Computed values of the surface field as a function of \( \theta \) are shown in Fig. 10.9 for selected values of \( ka \).

In the far field \( (r \to \infty) \):

\[
S = i \sum_{n=0}^{\infty} (-1)^n (2n+1) a_n^2 P_n(\cos \theta) .
\]

(10.81)

Computed values of \( S \) as a function of \( \theta \) are shown in Fig. 10.10 for selected values of \( ka \).

The back scattering cross section is

\[
\sigma = 4\pi \sum_{n=0}^{\infty} (-1)^n (2n+1) a_n^2 .
\]

(10.82)
The normalized back scattering cross section $\sigma/(\pi a^2)$ is shown as a function of $ka$ in Fig. 10.11.

Fig. 10.11. Normalized back scattering cross section $\sigma/(\pi a^2)$ as a function of $ka$ for a hard sphere (Senior [1965]).

Fig. 10.12. Normalized total scattering cross section $\sigma_t/(2\pi a^2)$ as a function of $ka$ for a hard sphere (Kings and Wu [1959]).
The total scattering cross section is

\[ \sigma_T = \frac{4\pi}{k^2} \sum_{n=0}^{\infty} (2n+1)|a_n|^2. \]  

(10.83)

Fig. 10.12 shows the normalized total scattering cross section \( \sigma_T/(2\pi a^2) \) as a function of \( ka \).

10.3.2.2. LOW FREQUENCY APPROXIMATIONS

For a plane wave incident in the direction of the negative \( z \)-axis such that

\[ \mathbf{V} = e^{-ikz}, \]  

(10.84)

low frequency expansions may be obtained either directly or by power series developments of the Bessel functions appearing in the exact solutions (Rayleigh [1872]). The first three coefficients appearing in eq. (10.81) are

\[ a_0 = \frac{1}{i} (\frac{1}{2} (ka)^2 + \frac{1}{4} (ka)^4 + O[(ka)^5]), \]  

(10.85)

\[ a_1 = -\frac{1}{i} (\frac{1}{2} (ka)^2 + \frac{1}{4} (ka)^4 + O[(ka)^5]), \]  

(10.86)

\[ a_2 = \frac{1}{i} (\frac{1}{2} (ka)^2 + O[(ka)^5]). \]  

(10.87)

where \( ka \ll 1 \).

The scattering function in the direction \( \theta = 0 \) is

\[ S(0) = -\frac{1}{6} (ka)^3 \{ 1 - \frac{1}{2} (ka)^2 + \frac{1}{4} (ka)^4 + O[(ka)^5] \}. \]  

(10.88)

Similarly, in the forward direction \( \theta = \pi \):

\[ S(\pi) = \frac{1}{6} (ka)^3 \{ 1 + \frac{1}{2} (ka)^2 + \frac{1}{4} (ka)^4 + O[(ka)^5] \}. \]  

(10.89)

The back scattering cross section is

\[ \sigma = \frac{1}{2} \pi a^2 (ka)^4 \{ 1 - \frac{1}{2} (ka)^2 + O[(ka)^5] \}. \]  

(10.90)

The total scattering cross section is

\[ \sigma_T \sim \frac{1}{2} \pi a^2 (ka)^4. \]  

(10.91)

10.3.2.3. HIGH FREQUENCY APPROXIMATIONS

For a plane wave incident in the direction of the negative \( z \)-axis such that

\[ \mathbf{V} = e^{-ikz}, \]  

(10.92)

the high frequency behavior of the field can be completely determined in both near and far zones by applying a modified Watson transformation based upon Poisson's summation formula to the exact expressions.

For points within the deep shadow region, not too close to the surface of the sphere (Levy and Keller [1959]).
\[ V^2 + V^* \sim e^{-i\pi} \frac{m}{(2\pi)^2} \int \left( \frac{a^2}{r^2 - a^2} \right) \frac{1}{(kr \sin \theta)^{\frac{3}{2}}} \exp \left[ ik(r^2 - a^2)^\frac{1}{2} \right] \times \sum_{l=0}^{\infty} (-1)^l \sum_{n=1}^{l} \frac{\exp(i\nu_n \gamma_l + \frac{2i}{2} \pi) + \exp(i\nu_n \delta_l - \frac{1i}{2} \pi)}{\beta_n[Ai(-\beta_n)]^2}, \]  

(10.93)

where

\[ \gamma_l = 2l\pi - \theta_0 + \theta \]

\[ \delta_l = (l + 1)2\pi - (\theta_0 + \theta) \]

\[ \pi - \theta_0 = \sin^{-1} (a/r). \]

Eq. (10.93) is valid under the following conditions:

\[ \frac{\pi}{2} \leq \theta_0 < \theta < \pi \]

\[ (r - a) \geq \alpha m^{-1} \]

\[ (kr - |\vec{r}_n|) \gg |\vec{r}_n|^{\frac{1}{2}} \]

\[ (\pi - \theta) \gg (ka)^{-1} \]

with \( \vec{r}_n \) and \( \beta_n \) as defined in Section 10.3.1.3.

The physical interpretation of eq. (10.93) is that the incident rays at their points of tangency to the sphere launch a series of surface waves emanating from these points. These waves travel along the surface with phase velocity slightly smaller than that in free space. As they travel along the surface, they shed radiation along tangential directions. The angular damping factor due to the radiation, for the dominant surface wave (\( l = 0 \)) is

\[ |\exp(i\vec{r}_n \gamma_0)| \sim |\exp(-\frac{1}{2} \beta_n m(\theta_0, -\theta))| \]

\[ |\exp(i\vec{r}_n \delta_0)| \sim |\exp(-\frac{1}{2} \beta_n m(2\pi - (\theta_0, -\theta))| \]  

(10.96)

If \( 0 \leq (\pi - \theta) \leq (ka)^{-1} \) (Levy and Keller [1959]):

\[ 1^* + 1^+ \sim e^{-i\pi m} \left( \frac{a^2}{r^2 - a^2} \right) \left( a/r \right)^{\frac{1}{2}} \exp \left[ ik(r^2 - a^2)^{\frac{1}{2}} \right] \times \sum_{l=0}^{\infty} (-1)^l \sum_{n=1}^{l} \frac{\exp(i\nu_n ((2l + 1)\pi - \theta_0))}{\beta_n[Ai(-\beta_n)]^2} J_0(\nu_n(\pi - \theta)). \]  

(10.97)

In the lit region sufficiently far from the shadow boundary, the reflected portion of the scattered field in the region \( 0 \leq \theta < \theta_0 - m^{-1} \) is (Keller et al. [1956]):

\[ V^\text{ref.} = \left[ \frac{a^2 \sin^2 \zeta}{4(\sin^2 \zeta + a \cos^2 \zeta)} \right]^\frac{1}{2} \exp(ik(s - 2a \sin \zeta)) \left\{ 1 - \frac{i}{2ka} \left[ \frac{1 + 2 \sin^2 \zeta}{\sin^3 \zeta} - \frac{1}{2^4 \sin^2 \zeta \cos^2 \zeta} \cdot \frac{a(s) - \frac{3}{2} \left( \frac{2}{\sin \zeta} - 5 \sin \zeta \right)(a/s)^2 - \frac{15}{2^6} \left( 2 \sin^2 \zeta - \cdot (a/s)^2 - \frac{a}{2^4 \sin^2 \zeta \cdot a \cos^3 \zeta) \sin \zeta \cos \zeta \right) + O[(ka)^{-2}] \right] \right\}, \]  

(10.98)
where
\[ s = r \cos \tilde{\omega} - \frac{1}{2} a \sin \zeta \]
\[ \zeta = \frac{1}{2}(\pi - \theta - \tilde{\omega}) \]  
\[ \sin \tilde{\omega} = \frac{a}{r} \cos \frac{1}{2}(\pi - \theta - \tilde{\omega}). \]  

Eq. (10.98) is the Luneburg-Kline asymptotic expansion in inverse powers of \( k a \); its first term represents the reflected wave according to geometrical optics and the remainder represents the correction to geometrical optics. The physical interpretation of the geometrically reflected field term is shown in Fig. 10.7.

The creeping wave contribution to the scattered field at a point in the lit region, sufficiently far from the shadow boundary, such that \( m^{-1} \leq \theta \leq \theta_c - m^{-1} \), is (LEVIN and KELLER [1959]):

\[ V_{c.w.} \sim \frac{e^{-i\pi \epsilon}}{(2\pi)^{1/2}} \frac{m}{r_1^2 - a^2} \left[ \frac{1}{2} \exp \left[ i k \left( r^2 - a^2 \right)^{1/2} \right] \frac{e^{-i\pi \epsilon}}{r \sin \theta} \sum_{n=1}^{\infty} \beta_n [\text{Ai}(-\beta_n)]^2 + \sum_{n=1}^{\infty} (-1)^n \sum_{\ell=0}^{n} \left[ \frac{e^{i\pi \epsilon}}{\beta_n [\text{Ai}(-\beta_n)]^2} \right] J_\ell(v_n \theta) \right] \]  

In the range \( 0 \leq \theta \leq (k a)^{-1} \) (LEVIN and KELLER [1959]):

\[ V_{c.w.} \sim e^{-i\pi \epsilon} m(a/r)^{1/2} \left[ \frac{e^{i\theta}}{(2\pi)^{1/2}} \right] \sum_{n=1}^{\infty} (-1)^n \sum_{\ell=0}^{n} \left[ \frac{e^{i\pi \epsilon}}{\beta_n [\text{Ai}(-\beta_n)]^2} \right] J_\ell(v_n \theta) \]  

In the far zone (\( r \rightarrow \infty \)):

\[ S = S_{\text{refl}} + S_{c.w.}, \]  

where \( S_{\text{refl}} \) is the contribution due to the reflected field and \( S_{c.w.} \) is that due to creeping waves.

For \( 0 \leq \theta \leq \pi - m^{-1} \),

\[ S_{\text{refl}} \sim \frac{i k a}{2} \exp \left[ -2i k a \cos \frac{\theta}{2} \right] \left[ 1 - i \frac{1 + 2 \cos^2 \frac{\theta}{2}}{2 k a} + \ldots \right] \]  

\[ S_{c.w.} \sim -e^{i\pi \epsilon} m k a \left( \frac{\theta}{\sin \theta} \right)^{1/2} \sum_{n=1}^{\infty} (-1)^n \sum_{\ell=0}^{n} \left[ \frac{e^{i(2\ell+1)\pi \epsilon}}{\beta_n [\text{Ai}(-\beta_n)]^2} \right] J_\ell(v_n \theta). \]  

More refined expressions for \( S_{\text{refl}} \) and \( S_{c.w.} \) in the direction \( \theta = 0 \) are (SENIOR [1965]):

\[ S_{\text{refl}} = \frac{i k a e^{-i\pi \epsilon}}{2 k a} \left[ 1 - \frac{3i}{2} \frac{1}{2(k a)^2} + \frac{25i}{2(ka)^3} + \frac{22}{(ka)^4} + O[(ka)^{-5}] \right]. \]  

\[ S_{c.w.} = \frac{i k a e^{-i\pi \epsilon}}{2(k a)^2} \left[ 1 + \frac{5}{2(k a)^2} + \frac{11}{4(k a)^3} + \frac{22}{(ka)^4} + O[(ka)^{-5}] \right]. \]
\[ S_{\text{er.w.}} = -e^{i\pi} m k a \sum_{n=0}^{\infty} (-1)^n \sum_{n=1}^{\infty} \left[ 1 + \frac{e^{i\pi}}{60m^2\beta_n^2} (32\beta_n^3 - 21) - \right. \\
\left. - \frac{e^{i\pi}}{m^2\beta_n^3} \left( 1 + \frac{4\beta_n^6 + 147}{800} + O(m^{-6}) \right) \right] \beta_n [\text{Ai}(-\beta_n)]^2 \\
\times \exp \left[ i(2l+1)\pi \left( k\alpha + e^{i\pi} m\beta_n - \frac{e^{i\pi}}{60m\beta_n} (\beta_n^3 + 21) + \right. \\
\left. + \frac{1}{1400m^3\beta_n^3} (\beta_n^6 + 63\beta_n^3 + 343) + O(m^{-5}) \right) \right]. \] (10.106)

The first three terms in eq. (10.105) were previously derived by Keller et al. [1956] using the Luneburg-Kline expansion technique. The leading term in eq. (10.105) is the contribution due to geometrical optics. The 5-term expression for \( S_{\text{er.w.}} \) shown in eq. (10.105) is accurate for values of \( ka \) of order 10 or greater, and continues to be fairly accurate down to \( ka \approx 5 \). For \( ka < 3 \) a 3-term expression obtained by omitting the terms \( (ka)^{-3} \) and \( (ka)^{-4} \) in eq. (10.105) should be used.

An accurate approximation to eq. (10.106) based on a single creeping wave alone is [Senior [1965]):

\[ S_{\text{er.w.}} = -m k a e^{i\pi} \left[ 1 + \frac{e^{i\pi}}{60m^2\beta_1^2} (32\beta_1^3 - 21) + O(m^{-4}) \right] \beta_1 [\text{Ai}(-\beta_1)]^2 \\
\times \exp \left[ i\pi k\alpha - e^{i\pi} m\beta_1 - \frac{e^{i\pi}}{60m\beta_1} (\beta_1^3 + 21) + \right. \\
\left. + \frac{i\pi}{1400m^3\beta_1^3} (\beta_1^6 + 63\beta_1^3 + 343) + O(m^{-5}) \right]. \] (10.107)

where

\[ \beta_1 = 1.01879297 \ldots, \]
\[ \text{Ai}(-\beta_1) = 0.53565666 \ldots \]

In the forward direction \( \theta = \pi \) the scattering function is (Beckmann and Franz [1957]):

\[ S(\pi) \sim i \left[ l(ka)^2 + \frac{1}{4} + 2 \int_{k\alpha}^{\infty} \Psi J_1(k) v dv - \right. \\
\left. - \int_{k\alpha}^{\infty} e^{i\phi} \Psi H_1^{(2)}(k) v dv - 2\pi k \sum C_n \frac{e^{2i\phi}}{1 + e^{2i\phi}} \right]. \] (10.108)

where

\[ \phi = \frac{\psi}{\hat{\psi}} - \frac{1}{2ka}. \]
\[ C_n = -\frac{m^4}{\pi} e^{-\gamma} \left\{ 1 + \frac{e^{i\pi}}{60m^2\beta_n^2} (32\beta_n^3 - 21) - \right. \\
\left. - \frac{e^{-i\pi}}{m^4\beta_n^6} (1 + \gamma\beta_n^4 + \delta\beta_n^6) + O(m^{-6}) \right\} \beta_n \left[ \text{Ai}(-\beta_n) \right]^2. \] (10.109)

The total scattering cross section is (BECKMANN and FRANZ [1957], Wu [1955]):

\[ \frac{\sigma_T}{2\pi a^2} = 1 - 0.8642(ka)^{-\frac{4}{3}} - 1.0052(ka)^{-2/3} + O((ka)^{-1}). \] (10.110)

10.4. Perfectly conducting sphere

10.4.1. Electric dipole sources

10.4.1.1. EXACT SOLUTIONS

For an arbitrarily oriented electric dipole located at \( r_0 = (r_0, \theta_0, \phi_0) \) with moment \((4\pi/e\beta)^2\), the total electric field is

\[ E'(r) + E(r) = 4\pi k \mathcal{G}_e(r|r_0) \cdot \hat{e}, \] (10.111)

where \( \hat{e} \) is an arbitrary unit vector and \( \mathcal{G}_e(r|r_0) \) is the electric dyadic Green’s function for the sphere (TAI [1959]):

\[ \mathcal{G}_e(r|r_0) = \left\{ \begin{array}{ll} \frac{ik}{4\pi} \sum_{n=1}^{\infty} \frac{1}{m-n} & \text{for } r > r_0, \\
\frac{ik}{4\pi} \sum_{n=1}^{\infty} \frac{1}{m-n} & \text{for } r < r_0, \end{array} \right. \] (10.112)

where the vector wave functions are (STRATTON [1941]):

\[ M_{e,0}^{(1)}(r) = \frac{m}{\sin \theta} Z_{n}^{(1)}(kr) P_{n}^{(0)}(\cos \theta) \sin m\phi \hat{\theta} - Z_{n}^{(1)}(kr) \hat{\phi} \sin m\phi \hat{\phi}, \] (10.114)

\[ N_{e,0}^{(1)}(r) = \frac{n(n+1)}{k r} Z_{n}^{(1)}(kr) P_{n}^{(0)}(\cos \theta) \cos m\phi \hat{r} + \] \[ + \frac{1}{k r} \left[ rZ_{n}^{(1)}(kr) \hat{\theta} \right] \sin \cos m\phi \hat{\phi} + \] \[ + \frac{m}{k r \sin \theta} \left[ rZ_{n}^{(1)}(kr) \hat{\phi} \right] \cos m\phi \hat{\phi}, \] (10.115)

\[ j = 1 \text{ or } 3, \text{ and } Z_{n}^{(1)}(x) = j_{n}(x), P_{n}^{(1)}(x) = h_{n}^{(1)}(x). \]
In the particular case of a z-directed electric dipole at \( r_0 = (r_0, 0, 0) \) with moment \((4\pi e/k)\), the incident fields are

\[
E_i = \frac{e^{ikr}}{kR} \left[ \frac{(r \cos \theta - r_0)(r - r_0 \cos \theta)}{R} \left( \frac{3}{R^3} \frac{3ik}{R^3} - \frac{k^2}{R^3} \right) + \right.
\]
\[+ \left. \left( \frac{ik}{R^3} - \frac{1}{R^3} \right) \cos \theta + \frac{k^2}{R^3} \right] \sin \theta,
\]
\[E_i = \frac{e^{ikr}}{kR} \left[ \left( \frac{1}{R^2} - \frac{ik}{R^2} \right) \frac{r - r_0 \cos \theta}{R} + \frac{ik}{R^2} \right] \cos \theta \sin \theta,
\]

\( (10.116) \)

The total fields are (Belkina and Weinstein [1957], Jones [1964]):

\[
E' + E^* = \frac{ik^2}{r} \sum_{n=1}^{\infty} \frac{(2n+1)\left[ \psi_n(kr_0) - b_{n+1}^{(1)}(kr_0) \right]}{(kr_0)^2} \frac{e^{-ikr}}{r} \left[ \frac{1}{k^2} \frac{\partial}{\partial \theta} + \right.
\]
\[+ \left. \left( \frac{ik^2}{r} - \frac{1}{r} \right) \right] \left( \frac{r - r_0 \cos \theta}{r} \right) \sin \theta,
\]

\( (10.117) \)

\[H' + H^* = -k^2 \sum_{n=1}^{\infty} \frac{(2n+1)}{r} \frac{1}{(kr_0)^2} \left[ \psi_n(kr_0) - b_{n+1}^{(1)}(kr_0) \right] \frac{e^{-ikr}}{r} \left[ \frac{1}{k^2} \frac{\partial}{\partial \theta} + \right.
\]
\[+ \left. \left( \frac{ik^2}{r} - \frac{1}{r} \right) \right] \left( \frac{r - r_0 \cos \theta}{r} \right) \sin \theta,
\]

\( (10.118) \)

For a dipole on the surface \((r_0 = a)\) the magnetic field on the surface is

\[H^* + H^* = -k^2 \sum_{n=1}^{\infty} \frac{(2n+1)}{r} \frac{1}{(kr)^2} \left[ \psi_n(kr_0) - b_{n+1}^{(1)}(kr_0) \right] \frac{e^{-ikr}}{r} \left[ \frac{1}{k^2} \frac{\partial}{\partial \theta} + \right.
\]
\[+ \left. \left( \frac{ik^2}{r} - \frac{1}{r} \right) \right] \left( \frac{r - r_0 \cos \theta}{r} \right) \sin \theta,
\]

\( (10.119) \)

For a dipole on the surface \((r_0 = a)\) the magnetic field on the surface is

\[H^* + H^* = -k^2 \sum_{n=1}^{\infty} \frac{(2n+1)}{r} \frac{1}{(kr)^2} \left[ \psi_n(kr_0) - b_{n+1}^{(1)}(kr_0) \right] \frac{e^{-ikr}}{r} \left[ \frac{1}{k^2} \frac{\partial}{\partial \theta} + \right.
\]
\[+ \left. \left( \frac{ik^2}{r} - \frac{1}{r} \right) \right] \left( \frac{r - r_0 \cos \theta}{r} \right) \sin \theta,
\]

\( (10.120) \)

For a dipole on the surface \((r_0 = a)\) the magnetic field on the surface is

\[H^* + H^* = -k^2 \sum_{n=1}^{\infty} \frac{(2n+1)}{r} \frac{1}{(kr)^2} \left[ \psi_n(kr_0) - b_{n+1}^{(1)}(kr_0) \right] \frac{e^{-ikr}}{r} \left[ \frac{1}{k^2} \frac{\partial}{\partial \theta} + \right.
\]
\[+ \left. \left( \frac{ik^2}{r} - \frac{1}{r} \right) \right] \left( \frac{r - r_0 \cos \theta}{r} \right) \sin \theta,
\]

\( (10.121) \)

and the far field is (Belkina and Weinstein [1957], Sommerfeld [1949]):

\[E_a = \frac{H_0}{kR} = -k^2 \sum_{n=1}^{\infty} \frac{1}{(kr)^2} \left[ \psi_n(kr_0) - b_{n+1}^{(1)}(kr_0) \right] \frac{e^{-ikr}}{r} \left[ \frac{1}{k^2} \frac{\partial}{\partial \theta} + \right.
\]
\[+ \left. \left( \frac{ik^2}{r} - \frac{1}{r} \right) \right] \left( \frac{r - r_0 \cos \theta}{r} \right) \sin \theta,
\]

\( (10.122) \)
where the pattern function $T(\theta)$ is

$$T(\theta) = \exp(ika \cos \theta) \frac{1}{(ka)^2} \sum_{n=1}^{\infty} (-i)^n (2n+1) \frac{1}{S_n^{(1)}(ka)} \frac{\partial P_n(\cos \theta)}{\partial \theta}. \quad (10.123)$$

$T(\theta)$ is shown as a function of $\theta$ for various values of $ka$ in Fig. 10.13. The function $T(\theta)$ also gives the radiation pattern produced by an annular symmetric slot on the sphere, provided its radius is small in comparison with the wavelength and the radius of the sphere. Such a "magnetic ring" is equivalent to a radial electric dipole.
For an x-directed electric dipole of moment \((4\pi e k)\vec{d}\) located at \(r_0 = (r_0, 0, 0)\) the incident field is

\[
E^i_x = \frac{e^{ikr}}{kr} \left\{ \frac{\left(3 - \frac{3ik}{R^2} - \frac{k^2}{R^2} - \frac{ik}{R^2} + k^2\right)}{R} \right\} \sin \theta \cos \phi.
\]

\[
E^i_y = \frac{e^{ikr}}{kr} \left\{ \frac{3 \frac{r_0 \sin \theta}{R^2} - \frac{3ik}{R^2} - \frac{k^2}{R^2}}{R} \right\} \sin \theta \cos \phi.
\]

\[
E^i_\phi = -\frac{e^{ikr}}{kr} \left\{ \frac{ik}{R} - \frac{1}{R^2} \right\} \sin \phi.
\]

\[
H^i_x = \frac{ik}{kr} \left\{ \frac{ik}{R} - \frac{1}{R^2} \right\} \sin \theta \sin \phi.
\]

\[
H^i_y = -\frac{ik}{kr} \left\{ \frac{ik}{R} - \frac{1}{R^2} \right\} \left( r \cos \theta - r_0 \right) \sin \phi.
\]

\[
H^i_\phi = -\frac{ik}{kr} \left\{ \frac{ik}{R} - \frac{1}{R^2} \right\} \left( r \cos \theta - r_0 \right) \cos \phi.
\]

\[\text{(10.124)}\]

---
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Fig 10.13. Amplitude \(\text{---}\) and phase \((-\cdots\cdots\) of the far field component \(E_\theta\) as functions of \(\theta\) produced by a radial electric dipole located on the surface of a conducting sphere for different values of \(kA\) (Belkina and Weinstein [1957]).
and the total field is

\[ E^i + E^r = i k^2 \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \frac{1}{k r_0} \left[ [\psi_a(k r_0) - a_{1r}^{(1)}(k r_0)] M_{10}^{(1)}(r) + \right. \\
\left. + [\psi_a(k r_0) - b_{1r}^{(1)}(k r_0)] N_{10}^{(1)}(r) \right], \quad \text{for } r > r_0. \tag{10.125} \]

\[ H^i + H^r = k^2 \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \frac{1}{k r_0} \left[ [\psi_a(k r_0) - a_{1r}^{(1)}(k r_0)] M_{10}^{(1)}(r) + \right. \\
\left. + [\psi_a(k r_0) - b_{1r}^{(1)}(k r_0)] M_{10}^{(1)}(r) \right], \quad \text{for } r > r_0. \tag{10.126} \]

\[ E^i + E^r = i k^2 \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \frac{1}{k r_0} \left[ [M_{21}^{(1)}(r) - a_{2r}^{(1)}(r)] M_{21}^{(1)}(r) + \right. \\
\left. + [N_{21}^{(1)}(r) - b_{2r}^{(1)}(r)] M_{21}^{(1)}(r) \right], \quad \text{for } r < r_0. \tag{10.127} \]

\[ H^i + H^r = k^2 \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \frac{1}{k r_0} \left[ [N_{21}^{(1)}(r) - a_{2r}^{(1)}(r)] M_{21}^{(1)}(r) + \right. \\
\left. + [M_{21}^{(1)}(r) - b_{2r}^{(1)}(r)] M_{21}^{(1)}(r) \right], \quad \text{for } r < r_0. \tag{10.128} \]

In the far zone \((r \to \infty)\) the components of the total field are:

\[ E_\theta = Z H_\phi = k^2 e^{i k r} \frac{\sin \phi}{r} \sum_{n=1}^{\infty} (-i)^n \frac{2n+1}{n(n+1)} \frac{1}{k r_0} \left[ \left[ [\psi_a(k r_0) - a_{1r}^{(1)}(k r_0)] \right] \frac{P_n(\cos \theta)}{\sin \theta} + i \left[ [\psi_a(k r_0) - b_{1r}^{(1)}(k r_0)] \right] \frac{\epsilon P_n(\cos \theta)}{\sin \theta} \right]. \tag{10.129} \]

\[ E_\phi = -Z H_\theta = -k^2 e^{i k r} \frac{\sin \phi}{r} \sum_{n=1}^{\infty} (-i)^n \frac{2n+1}{n(n+1)} \frac{1}{k r_0} \left[ \left[ [\psi_a(k r_0) - a_{1r}^{(1)}(k r_0)] \right] \frac{\epsilon P_n(\cos \theta)}{\sin \theta} + i \left[ [\psi_a(k r_0) - b_{1r}^{(1)}(k r_0)] \right] \frac{P_n(\cos \theta)}{\sin \theta} \right]. \tag{10.130} \]

For a \(y\)-directed electric dipole of moment \((4\pi\varepsilon/k)\) situated at \(r_o = (r_0, 0, 0)\) the incident field is

\[ E_i^r = \frac{e^{i k r}}{k R} \left[ \frac{r(r - r_0 \cos \theta)}{R} \sin \theta \sin \phi \right] \left[ \frac{3}{R^2} - \frac{3 i k \sin \theta}{R^2} - \frac{k^2}{R^2} \right] \sin \theta \sin \phi. \]

\[ E_i^\phi = \frac{e^{i k r}}{k R} \left[ \frac{r (r - r_0 \cos \theta)}{R} \sin \theta \sin \phi \right] \left[ \frac{3}{R^2} - \frac{3 i k \sin \theta}{R^2} - \frac{k^2}{R^2} \right] \sin \theta \sin \phi. \]

\[ E_i^\phi = \frac{e^{i k r}}{k R} \left[ \frac{1}{R^2} \sin \theta \right] \cos \phi. \]

\[ H_i^r = -\frac{e^{i k r}}{k R} \left[ \frac{1}{R^2} \sin \theta \cos \phi \right]. \tag{10.131} \]
and the total field is

\[ E^i + E^* = -ik^2 \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \frac{1}{kr_0} \left[ \left( M^{(1)}_{\text{el}}(r) - a_{n+1} M^{(1)}_{\text{el}}(kr_0) \right) \right. \]

\[ \left. + \left( M^{(1)}_{\text{el}}(r) - a_{n+1} M^{(1)}_{\text{el}}(kr_0) \right) - \left. \left( M^{(1)}_{\text{el}}(r) - a_{n+1} M^{(1)}_{\text{el}}(kr_0) \right) \right] \]

\[ \text{for } r > r_0, \quad (10.132) \]

\[ H^i + H^* = k^2 \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \frac{1}{kr_0} \left[ \left( \psi_{n+1}(kr_0) - b_{n+1} \psi_{n+1}(kr_0) \right) + \left( \psi_{n+1}(kr_0) - b_{n+1} \psi_{n+1}(kr_0) \right) \right. \]

\[ \left. \left( \psi_{n+1}(kr_0) - b_{n+1} \psi_{n+1}(kr_0) \right) + \left( \psi_{n+1}(kr_0) - b_{n+1} \psi_{n+1}(kr_0) \right) \right] \]

\[ \text{for } r > r_0, \quad (10.133) \]

and in the far zone (r → ∞):

\[ E^i = ZH^* = k^2 \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \frac{1}{kr_0} \left[ \psi_{n+1}(kr_0) - a_{n+1} \psi_{n+1}(kr_0) \right. \]

\[ \left. - i \psi_{n+1}(kr_0) - b_{n+1} \psi_{n+1}(kr_0) \right] \]

\[ \text{for } r < r_0, \quad (10.134) \]

and in the far zone (r → ∞):

\[ E^i = ZH^* = k^2 \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \frac{1}{kr_0} \left[ \psi_{n+1}(kr_0) - a_{n+1} \psi_{n+1}(kr_0) \right. \]

\[ \left. - i \psi_{n+1}(kr_0) - b_{n+1} \psi_{n+1}(kr_0) \right] \]

\[ \text{for } r < r_0, \quad (10.135) \]

10.4.1.4 LOW FREQUENCY APPROXIMATIONS

For a z-directed dipole situated at (a, 0, 0) on the surface of the sphere (Belkin and Weinstein [1957]):

\[ T(\theta) \sim 3 \sin \theta \quad \text{as} \quad ka \to 0. \]

Thus, to this approximation, the moment of the electric dipole is increased by a factor 3. No other specific results are available. However, low frequency expansions...
may be obtained by using the small argument approximations of the Bessel functions in the exact expressions given in the preceding section.

10.4.1.3. HIGH FREQUENCY APPROXIMATIONS

For the $z$-directed electric dipole situated on the surface of the sphere, the far field pattern function $T(\theta)$ is (BELKINA and WEINSTEIN [1957]):

$$T(\theta) \sim \frac{e^{ika \cos \theta}}{\sin \theta} \left[ e^{i[ka(i\frac{\pi}{2} - 1)\theta]} + e^{i[ka(i\frac{\pi}{2} + \theta)]} \right], \quad \text{for} \quad \frac{1}{4}\pi < \theta \leq \pi - m^{-1},$$

$$T(\theta) \sim 2 \pi m^2 e^{i[ka + \frac{1}{4}i\pi] \theta} e^{i[ka \cos \theta]} \left( \frac{\pi - \theta}{\sin \theta} \right)^{\frac{1}{2}} \times J_1[\tilde{v}_1(\pi - \theta)] g(\tilde{\xi} m\pi), \quad \text{for} \quad \pi - m^{-1} \leq \theta \leq \pi, \quad (10.140)$$

where

$$\tilde{\xi} = m(\theta - \frac{1}{4}\pi),$$
$$\tilde{\xi}_1 = m(\frac{3}{4}\pi - \theta),$$
$$\tilde{v}_1 = ka + me^{i4\beta_1} + O(m^{-1}),$$

with $\beta_1$ and the modified Fock function $g(\tilde{\xi})$ defined in the Introduction. In the range $m^{-1} \leq \theta \leq \frac{1}{4}\pi - m^{-1}$ (BELKINA and WEINSTEIN [1957]):

![Fig. 10.14. Amplitude and phase of the far field component $E_\theta$ as functions of $\theta$ produced by a radial electric dipole located on the surface of a conducting sphere for $ka = 10$, (-----) exact and (-- -- --) approximate (BELKINA and WEINSTEIN [1957]).](image-url)
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\[ T(\theta) = \sin \theta \, e^{i \frac{1}{2} \theta} g(\xi') + i \frac{\exp \left[ i k a (\cos \theta + \frac{1}{2} \pi - \theta) \right]}{\sqrt{\sin \theta}} \, g(\xi), \quad (10.142) \]

where

\[ \xi' = -m \cos \theta. \]

In the range \( 0 \leq \theta \leq m^{-1} \), \( T(\theta) \) is approximated by the first term in eq. (10.142).

In the limit of geometrical optics:

\[ T(\theta) \approx \begin{cases} 2 \sin \theta, & \text{for } 0 < \theta < \frac{1}{2} \pi, \\ 0, & \text{for } \frac{1}{2} \pi < \theta < \pi. \end{cases} \quad (10.143) \]

The approximation to \( T(\theta) \) given by eqs. (10.139)-(10.143) is compared with the exact value given by eq. (10.123) in Fig. 10.14.

10.4.2. Magnetic dipole sources

10.4.2.1. EXACT SOLUTIONS

For an arbitrarily oriented magnetic dipole of moment \((4\pi/k)c\) located at \( r_0 = (r_0, \theta_0, \phi_0) \), the total magnetic field is

\[ H'(r) + H(r) = 4\pi k \mathcal{G}_m(r|r_0) \cdot \hat{c}, \quad (10.144) \]

where \( \hat{c} \) is an arbitrary constant unit vector specifying the dipole orientation and \( \mathcal{G}_m(r|r_0) \) is the magnetic dyadic Green’s function for the sphere and is given by (Tal 1954):

\[ \mathcal{G}_m(r|r_0) = i k \sum_{n=1}^{\infty} \sum_{m=-n}^{n} c_m \frac{2n+1}{4\pi n+1} \frac{(n-m)!}{n(n+1)(n+m)!} \left\{ \left[ N_n^{(m)}(r) - a_n N_n^{(m)}(r_0) \right] + \left[ N_n^{(m)}(r) - a_n N_n^{(m)}(r_0) \right] \right\} + \]

\[ + \left[ N_n^{(m)}(r_0) - a_n N_n^{(m)}(r_0) \right] + M_n^{(m)}(r_0) + b_n M_n^{(m)}(r_0) \right\}, \quad \text{for } r > r_0. \quad (10.145) \]

\[ \mathcal{G}_m(r|r_0) = i k \sum_{n=1}^{\infty} \sum_{m=-n}^{n} c_m \frac{2n+1}{4\pi n+1} \frac{(n-m)!}{n(n+1)(n+m)!} \left\{ \left[ N_n^{(m)}(r) - a_n N_n^{(m)}(r_0) \right] + \left[ N_n^{(m)}(r) - a_n N_n^{(m)}(r_0) \right] \right\} + \]

\[ + \left[ N_n^{(m)}(r_0) - a_n N_n^{(m)}(r_0) \right] + N_n^{(m)}(r_0) + \left[ M_n^{(m)}(r) - b_n M_n^{(m)}(r_0) \right] \right\}, \quad \text{for } r < r_0. \quad (10.146) \]

In the particular case of a \( z \)-directed magnetic dipole at \( r_0 = (r_0, 0, 0) \) with moment \((4\pi/k)c\) the incident fields are

\[ H'_z = \frac{i k R}{r R} \left[ (r \cos \theta - r_0 \cos \theta) \left( \frac{R^3 - 3i k R}{R^3} \right) + \right. \]

\[ \left. \left( \frac{i k}{R^2} - 1 \right) \cos \theta + k^2 \cos \theta \right] . \]
\[ H'_\phi = \frac{e^{ikR}}{kR} \left[ \frac{r \cos \theta - r_0}{R} \left( \frac{3}{R^3} - \frac{3ik}{R^2} - \frac{1}{R} \right) \right] \sin \theta. \]  

(10.147)

\[ E'_\phi = \frac{ikZ}{kR} \left( \left( \frac{1}{R^2} - \frac{ik}{R} \right) (r - r_0 \cos \theta) + \left( \frac{ik}{R} - \frac{1}{R^2} \right) r_0 \cos \theta \right) \sin \theta. \]

\[ H'_\phi = E'_\phi = 0, \]

and the total fields are

\[ H' + H^* = ik^Z \sum_{n=1}^{\infty} (2n + 1) \frac{\gamma_{\pm}^{(1)}(kr_0)}{(kr_0)^2} \left[ \frac{n(n + 1)}{(k^2r_0^2 - kr_0^2 - kr^2)} \left( \frac{1}{(k^2r_0^2 - kr^2)} \frac{\partial P_a}{\partial \theta} \right) \right] \sin \theta. \]

(10.148)

\[ H' + H^* = k^Z \sum_{n=1}^{\infty} (2n + 1) \frac{\gamma_{\pm}^{(1)}(kr_0)}{(kr_0)^2} \left[ \frac{n(n + 1)}{(k^2r_0^2 - kr_0^2 - kr^2)} \frac{\partial P_a}{\partial \phi} \right] \sin \theta. \]

(10.149)

\[ H' + H^* = ik^Z \sum_{n=1}^{\infty} (2n + 1) \left[ \frac{\gamma_{\pm}^{(1)}(kr_0)}{(kr_0)^2} \left( \frac{1}{(k^2r_0^2 - kr^2)} \frac{\partial P_a}{\partial \theta} \right) \right] \sin \theta. \]

(10.150)

\[ E' + E^* = k^Z \sum_{n=1}^{\infty} (2n + 1) \left[ \frac{\gamma_{\pm}^{(1)}(kr_0)}{(kr_0)^2} \left( \frac{1}{(k^2r_0^2 - kr^2)} \frac{\partial P_a}{\partial \phi} \right) \right] \sin \theta. \]

(10.151)

In the far zone \((r \to \infty)\):

\[ H_\theta = -\gamma E_\phi = ik^Z \frac{e^{ikr_0 \cos \theta}}{kR} \sum_{n=1}^{\infty} (-i)^n \left[ \frac{\gamma_{\pm}^{(1)}(kr_0)}{(kr_0)^2} \frac{\partial P_a}{\partial \theta} \right] \sin \theta \cos \phi. \]

(10.152)

For an \(x\)-directed magnetic dipole located at \(r_0 = (r_0, 0, 0)\) with moment \((4\pi/k)\) the incident fields are

\[ H'_r = \frac{e^{ikR}}{kR} \left[ \frac{r - r_0 \cos \theta}{R} \left( \frac{3}{R^3} - \frac{3ik}{R^2} - \frac{k^2}{R} \right) \right] \sin \theta \cos \phi. \]

\[ H'_\theta = \frac{e^{ikR}}{kR} \left[ \frac{rr_0 \sin \theta}{R^2} \left( \frac{3}{R^3} - \frac{3ik}{R^2} - \frac{k^2}{R} \right) \right] \sin \theta \cos \phi. \]

\[ H'_\phi = -\frac{e^{ikR}}{kR} \left[ \frac{k}{R^2} \right] \sin \phi. \]
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\[ E_\phi = -ikZ \frac{\epsilon ik}{kr} \left( \frac{i k}{R} - \frac{1}{R^2} \right) r_0 \sin \theta \sin \phi, \quad (10.153) \]

\[ E_\theta = ikZ \frac{\epsilon ik}{kr} \left( \frac{i k}{R} - \frac{1}{R^2} \right) (r - r_0 \cos \theta) \sin \phi, \]

\[ E_\phi = ikZ \frac{\epsilon ik}{kr} \left( \frac{i k}{R} - \frac{1}{R^2} \right) (r \cos \theta - r_0) \cos \phi, \]

and the total fields are

\[ H^' + H^* = ik \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left[ \frac{\xi^{(1)}(kr_0)}{kr_0} \left\{ N^{(1)}_{a+1}N^{(1)}_{a+1}(r) - a_nN^{(1)}_{a+1}(r) \right\} + \frac{\xi^{(1)}(kr_0)}{kr_0} \left\{ M^{(1)}_{a+1}M^{(1)}_{a+1}(r) - b_nM^{(1)}_{a+1}(r) \right\} \right], \quad \text{for } r < r_0, \quad (10.154) \]

\[ E^' + E^* = -kZ \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left[ \frac{\xi^{(1)}(kr_0)}{kr_0} \left\{ N^{(1)}_{a+1}N^{(1)}_{a+1}(r) - a_nN^{(1)}_{a+1}(r) \right\} + \frac{\xi^{(1)}(kr_0)}{kr_0} \left\{ M^{(1)}_{a+1}M^{(1)}_{a+1}(r) - b_nM^{(1)}_{a+1}(r) \right\} \right], \quad \text{for } r < r_0, \quad (10.155) \]

whereas,

\[ H^' + H^* = \frac{ik \cos \phi}{kr_0} \sum_{n=1}^{\infty} (2n+1)A_n \frac{\xi^{(1)}(kr)}{kr} P_n^1(\cos \theta), \quad \text{for } r > r_0, \quad (10.156) \]

\[ H^' + H^* = \frac{ik \cos \phi}{kr_0} \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left( \frac{A_n}{kr} \frac{\xi^{(1)}(kr)}{kr} \frac{\partial P_n^1(\cos \theta)}{\partial \theta} \right) + \frac{B_n}{kr} \frac{\xi^{(1)}(kr)}{kr} \frac{\partial P_n^1(\cos \theta)}{\partial \theta}, \quad \text{for } r > r_0, \quad (10.157) \]

\[ H^' + H^* = \frac{ik \sin \phi}{kr_0} \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left( \frac{A_n}{kr} \frac{\xi^{(1)}(kr)}{kr} \frac{\partial P_n^1(\cos \theta)}{\partial \theta} \right) + \frac{B_n}{kr} \frac{\xi^{(1)}(kr)}{kr} \frac{\partial P_n^1(\cos \theta)}{\partial \theta}, \quad \text{for } r > r_0, \quad (10.158) \]

\[ E^' + E^* = -kZ \sin \phi \sum_{n=1}^{\infty} (2n+1)B_n \frac{\xi^{(1)}(kr)}{(kr)^2} P_n^1(\cos \theta), \quad \text{for } r > r_0, \quad (10.159) \]

\[ E^' + E^* = kZ \sin \phi \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left( \frac{A_n}{kr} \frac{\xi^{(1)}(kr)}{kr} \frac{\partial P_n^1(\cos \theta)}{\partial \theta} \right) - \frac{B_n}{kr} \frac{\xi^{(1)}(kr)}{kr} \frac{\partial P_n^1(\cos \theta)}{\partial \theta}, \quad \text{for } r > r_0. \quad (10.160) \]
\[ E_\phi + E_\phi^0 = \frac{k^2 Z \cos \phi}{kr_0} \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left( A_n \frac{r_0^{(1)}(kr)}{kr} \frac{\partial P_n^1(\cos \theta)}{\partial \theta} - \frac{B_n}{kr} \frac{r_0^{(1)}(kr)}{P_n^1(\cos \theta)} \right), \] for \( r > r_0 \),

\[ (10.161) \]

with

\[ A_n = \psi_n'(kr_0) - a_{n_{\phi_0}} r_0^{(1)}(kr_0), \] \[ (10.162) \]

\[ B_n = \psi_n'(kr_0) - b_{n_{\phi_0}} r_0^{(1)}(kr_0). \] \[ (10.163) \]

For a magnetic dipole located at \( r_0 = (a,0,0) \) with moment \((4\pi/k)\&\) the field components in the far zone are (BELKIN and WEINSTEIN [1957]):

\[ H_\phi = -Y E_\phi = \frac{k^2 e^{i\alpha R}}{kr} T_1(\theta) \cos \phi, \] \[ (10.164) \]
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Fig. 10.15. Amplitude (—) and phase (— —) of the far field component \( E_\phi \) as functions of \( \theta \) produced by an \( x \)-directed magnetic dipole located on the surface of a conducting sphere for different values of \( ka \) (BELKINA and WEINSTEIN [1957]).

\[
H_\phi = Y E_\theta = -k^2 \frac{e^{ikR}}{kR} T_2(\theta) \sin \phi, \tag{10.165}
\]

where

\[
T_1(\theta) = i \frac{e^{ik\cos \theta}}{ka} \sum_{n=1}^{\infty} (-i)^n 2n+1 \left[ \frac{1}{n(n+1)} \frac{\partial P_n^1(\cos \theta)}{\partial \theta} - \frac{1}{n} \frac{P_n^1(\cos \theta)}{\sin \theta} \right], \tag{10.166}
\]

\[
T_2(\theta) = i \frac{e^{ik\cos \theta}}{ka} \sum_{n=1}^{\infty} (-i)^n 2n+1 \left[ \frac{1}{n(n+1)} \frac{\partial P_n^1(\cos \theta)}{\partial \theta} - \frac{1}{n} \frac{P_n^1(\cos \theta)}{\sin \theta} \right]. \tag{10.167}
\]

\( T_1(\theta) \) and \( T_2(\theta) \) as functions of \( ka \) are shown in Figs. 10.15 a. - 10.16. It should be noted that the functions \( T_1(\theta) \) and \( T_2(\theta) \) also give the radiation characteristics of an elementary (dumb-bell type) slot cut in the sphere because such a slot is equivalent to a magnetic dipole situated on the sphere (BELKINA and WEINSTEIN [1957]). The pattern functions \( T_1(\theta), T_2(\theta) \) in eqs. (10.166) and (10.167) are respectively proportional to the total magnetic fields \( H_\phi(a, \theta, \pi) \) and \( H_\phi(a, \theta, 0) \) induced on the sphere by a plane electromagnetic wave incident in the negative \( z \)-direction and having its magnetic field vector polarized in the negative \( y \)-direction.
10.4.2. LOW FREQUENCY APPROXIMATIONS

For an $x$-directed magnetic dipole situated on the sphere (Belkina and Weinstein [1957]):

$$T_1(\theta) \sim \frac{1}{4} \cos \theta,$$
$$T_2(\theta) \sim \frac{1}{3}, \quad \text{as} \quad ka \to 0. \quad (10.168)$$

Thus to this approximation the moment of the dipole increased by a factor of $\frac{1}{4}$. No other specific results are available.

10.4.2.3. HIGH FREQUENCY APPROXIMATIONS

For an $x$-directed magnetic dipole of moment $(4\pi/k)\hat{x}$ situated at $(a, 0, 0)$ on the surface of the sphere (Belkina and Weinstein [1957]):

![Diagram](image)
$T_1(\theta) \sim \frac{e^{ika \cos \theta}}{m \sqrt{\sin \theta}} \left[ e^{ika(\theta - \frac{\pi}{2})} f(\xi) - ie^{ika(\theta - \frac{\pi}{2})} f(\xi_1) \right]$

$- \frac{ie^{ika \cos \theta}}{ka \sin \theta \sqrt{\sin \theta}} \left[ e^{ika(\theta - \frac{\pi}{2})} g(\xi) + ie^{ika(\theta - \frac{\pi}{2})} g(\xi_1) \right]$, for $\frac{\pi}{4} \theta < \pi - m^{-1}$.

(10.169)

$T_1(\theta) \sim 2\pi^4 m^4 \exp \left[ \frac{\pi}{2}(ka + \frac{1}{4}) \pi \right] e^{ika \cos \theta} \left( \frac{\pi - \theta}{\sin \theta} \right)^4$

$\times \left\{ \frac{1}{m} J_1(\nu_1(\pi - \theta)f(4m\pi) + J_1(\nu_i(\pi - \theta)g(4m\pi)) \right\}$, for $\pi - m^{-1} < \theta < \pi$.

(10.170)

where

$\xi = m(\theta - \frac{\pi}{2})$, 
$\xi_1 = m(\frac{3\pi}{2} - \theta)$,
$\nu_1 = ka + m e^{i\pi} \alpha_1 + O(m^{-1})$,
$\nu_i = ka + m e^{i\pi} \beta_1 + O(m^{-1})$.

![Graphs showing amplitude and phase of the far field component $E_\phi$ as functions of $\theta$ produced by an x-directed magnetic dipole located on the surface of a conducting sphere for different values of $ka$](image)
Fig. 10.17 Amplitude and phase of the far field component $E_\phi$ as functions of $\theta$ produced by an $x$-directed magnetic dipole located on the surface of a conducting sphere for $ka \gg 10$, (---) exact and (-- --) approximate (BELKINA and WEINSTEIN [1957]).

Fig. 10.18 Amplitude and phase of the far field component $E_\phi$ as functions of $\theta$ produced by an $x$-directed magnetic dipole located on the surface of a conducting sphere for $ka \gg 10$, (---) exact and (-- --) approximate (BELKINA and WEINSTEIN [1957]).
and the modified Fock functions $f(\xi)$ and $g(\xi)$ are defined in the Introduction;

\[ T_1(0) \sim \frac{e^{ika \cos \theta}}{\sqrt{\sin \theta}} \left[ e^{ik(a(\theta - \frac{\pi}{2}))} g(\xi) - ie^{ika(\frac{\pi}{2} - \theta)} g(\xi_1) \right] - \frac{e^{ika \cos \theta}}{kam \sin \theta \sqrt{\sin \theta}} \left[ e^{ik(a(\theta - \frac{\pi}{2}))} f(\xi) + ie^{ika(\frac{\pi}{2} - \theta)} f(\xi_1) \right], \]  
for $\pi \leq \theta \leq \pi - m^{-1}$, 
(10.172)

\[ T_2(0) \sim -2\pi^{-1}m^{-1}e^{ik(a + \frac{1}{2})}e^{ika \cos \theta} \left( \frac{\pi - \theta}{\sin \theta} \right)^{\frac{1}{4}} \times \left[ J_1[v_1(\pi - \theta)] f(\frac{1}{4}m\pi) + iJ_1'[v_1(\pi - \theta)] g(\frac{1}{4}m\pi) \right], \]  
for $\pi - m^{-1} \leq \theta \leq \pi$.
(10.173)

For large positive values of $\xi$ the function $f(\xi)$ tends towards zero much faster than the $g(\xi)$ function. This justifies the inclusion of the second term in eqs. (10.169) and (10.170). In the vicinity of $\theta \sim \pi$ the second terms become dominant. In contrast to this, the second term in eq. (10.172) and the first term in eq. (10.173) do not have any dominant role and are included only for symmetry.

At $\theta = \pi$:

\[ T_1(\pi) = -T_2(\pi) \sim \pi^4 m^4 \exp \{ika(\frac{\pi}{2} \pi - 1 + \frac{1}{2}\pi)\} \left[ -f(\frac{1}{4}mn) + ig(\frac{1}{4}mn) \right]. \]
(10.174)

In the range $m^{-1} \leq \theta \leq \frac{1}{2}\pi - m^{-1}$ (BELKINA and WEINSTEIN [1957]):

\[ T_1(0) \sim \frac{ie^{i(\xi')^3}}{m} f(\xi') + \frac{\exp [ika(\cos \theta + \frac{1}{2}\pi - \theta)]}{m \sqrt{\sin \theta}} f(\xi_1), \]
(10.175)

\[ T_2(0) \sim e^{i(\xi')^3} g(\xi') - i \frac{\exp [ika(\cos \theta + \frac{1}{2}\pi - \theta)]}{\sqrt{\sin \theta}} g(\xi_1), \]
(10.176)

where $\xi' = -m \cos \theta$.

In the range $0 \leq \theta \leq m^{-1}$, $T_1(0)$ and $T_2(0)$ can be approximated by the first terms of eqs. (10.175) and (10.176) respectively. Figs. 10.17 and 10.18 show the comparison between the approximate values of $T_1(0)$ and $T_2(0)$ given by eqs. (10.169)-(10.176) and the exact values given by eqs. (10.166) and (10.167).

10.4.3. Plane wave incidence

10.4.3.1. EXACT SOLUTIONS

The exact solution for the scattering of a plane electromagnetic wave by a sphere is usually referred to as the Mie series. Descriptions of the solution are available in the literature (STRATTON [1941], BORN and WOLF [1964], VAN DE HULST [1957]).
For a plane wave incident in the direction of the negative z-axis, such that

\[ E^1 = \phi e^{-ikz}, \quad H^1 = -\gamma Ye^{-ikz}, \]

the total field is

\[ E_x^0 + E_y^0 = -\cos \phi \sum_{n=1}^{\infty} (-i)^n (2n+1) \left[ \psi_n(kr) - b_n \xi_n^{(1)}(kr) \right] P_n^1(\cos \theta), \]  

(10.178)

\[ E^0 + E_y^0 = \frac{\cos \phi}{kr} \sum_{n=1}^{\infty} (-i)^n \frac{2n+1}{n(n+1)} \left[ \psi_n(kr) - a_n \xi_n^{(1)}(kr) \right] \frac{P_n^1(\cos \theta)}{\sin \theta} + i \left[ \psi_n(kr) - a_n \xi_n^{(1)}(kr) \right] \frac{\partial P_n^1(\cos \theta)}{\partial \theta}, \]  

(10.179)

\[ E^0 + E_x^0 = -\sin \phi \frac{e^{-ikr}}{kr} \sum_{n=1}^{\infty} (-i)^n \frac{2n+1}{n(n+1)} \left[ \psi_n(kr) - a_n \xi_n^{(1)}(kr) \right] \frac{P_n^1(\cos \theta)}{\sin \theta} + i \left[ \psi_n(kr) - a_n \xi_n^{(1)}(kr) \right] \frac{\partial P_n^1(\cos \theta)}{\partial \theta}, \]  

(10.180)

\[ H_z^0 + H_x^0 = -i \frac{Y \sin \phi}{(kr)^2} \sum_{n=1}^{\infty} (-i)^n (2n+1) \left[ \psi_n(kr) - a_n \xi_n^{(1)}(kr) \right] P_n^1(\cos \theta), \]  

(10.181)

\[ H_y^0 + H_x^0 = -i \frac{Y \sin \phi}{(kr)^2} \sum_{n=1}^{\infty} (-i)^n \frac{2n+1}{n(n+1)} \left[ \psi_n(kr) - b_n \xi_n^{(1)}(kr) \right] P_n^1(\cos \theta) + \frac{\partial}{\partial \theta} \left( \psi_n(kr) - b_n \xi_n^{(1)}(kr) \right) \frac{P_n^1(\cos \theta)}{\sin \theta}, \]  

(10.182)

\[ H_y^0 + H_y^0 = -i \frac{Y \cos \phi}{(kr)^2} \sum_{n=1}^{\infty} (-i)^n \frac{2n+1}{n(n+1)} \left[ \psi_n(kr) - b_n \xi_n^{(1)}(kr) \right] P_n^1(\cos \theta) + \frac{\partial}{\partial \theta} \left( \psi_n(kr) - b_n \xi_n^{(1)}(kr) \right) \frac{P_n^1(\cos \theta)}{\sin \theta}, \]  

(10.183)

The total electric field has been computed and measured by Huang and Kodis [1951] in the plane perpendicular to the incident electric field vector at \( \kappa z = -4\pi \) and for small values of \( \kappa a \). Fig. 10.19 shows the total electric field in this plane for selected values of \( \kappa a \).

On the surface \( r = a \):

\[ E_x^0 + E_y^0 = -\cos \theta \sum_{n=1}^{\infty} (-i)^n (2n+1) \frac{P_n^1(\cos \theta)}{\xi_n^{(1)}(ka)}, \]  

(10.184)

\[ H_x^0 + H_y^0 = Y T_z(\theta) \sin \phi, \quad H_x^0 + H_y^0 = Y T_x(\theta) \cos \phi, \]  

(10.185)

where

\[ T_z(\theta) = \frac{1}{ka} \sum_{n=1}^{\infty} (-i)^{n+1} \frac{2n+1}{n(n+1)} \left[ \frac{1}{\xi_n^{(1)}(ka)} P_n^1(\cos \theta) \sin \theta + \frac{i}{\xi_n^{(1)}(ka)} \frac{\partial P_n^1(\cos \theta)}{\partial \theta} \right], \]  

(10.186)
Fig. 10.19. Amplitude (---) and phase (--) of $E^1 + E^s$ in the plane through the center of the sphere and perpendicular to $E^1$ for two values of $ka$ (Huang and Kodis [1951]).

$$T_2(\theta) = \frac{1}{ka} \sum_{n=1}^{\infty} (-i)^{n+1} \frac{2n+1}{n(n+1)} \left[ \frac{1}{r_n^{(1)}(ka)} \frac{\partial r_n^{(1)}(ka)}{\partial \theta} \right] \cos \theta + \frac{i}{r_n^{(1)}(ka)} \sin \theta P_n^1(\cos \theta).$$

(10.187)

Ducmanis and Liepa [1965] have computed $T_1(\theta)$ and $T_2(\theta)$ for $\theta = 0^\circ (5^\circ) 180^\circ$ and $ka = 0.1 (0.1) 5.0 (0.2) 10.0$. Some typical results are shown in Fig. 10.20.

In the far field ($r \to \infty$):

$$E^1 = ZH_\theta = \cos \phi \frac{e^{ikr}}{kr} \cdot S_1(\theta),$$

(10.188)

$$E^s = -ZH_\theta = \sin \phi \frac{e^{ikr}}{kr} \cdot S_2(\theta),$$

(10.189)

where

$$S_1(\theta) = -i \sum_{n=1}^{\infty} (-1)^n \frac{2n+1}{n(n+1)} \left[ h_n \frac{\partial P_n^1(\cos \theta)}{\sin \theta} - a_n P_n^1(\cos \theta) \right].$$

(10.190)

$$S_2(\theta) = i \sum_{n=1}^{\infty} (-1)^n \frac{2n+1}{n(n+1)} \left[ h_n P_n^1(\cos \theta) - a_n \frac{\partial P_n^1(\cos \theta)}{\sin \theta} \right].$$

(10.191)

In the back scattering direction $\theta = 0$:

$$S_1(0) = -S_2(0) = -i \sum_{n=1}^{\infty} (-1)^n (n + \frac{1}{2})(h_n - a_n):$$

(10.192)
Fig. 10.20. Amplitude (---) and phase (----) of \( T_1(\theta) \) and \( T_2(\theta) \) as functions of \( \theta \) for selected values of \( ka \) (DUCMANIS and LIEPA [1965]).
and in the forward scattering direction $\theta = \pi$:

$$S_1(\pi) = S_2(\pi) = -i \sum_{n=1}^{\infty} (n+\frac{1}{2})(b_n + a_n),$$  \hspace{1cm} (10.193)

implying no depolarization in the back and forward directions. The quantity 
$G = 2S_1(0)/(ka)$ has been computed in amplitude and phase for $ka = 0$ (0.02) 50 by BECHTEL [1962]. RHEINSTEIN [1963] has computed $-iS_1(0)$ in amplitude and phase for $a/\lambda = 0.01 (0.01) 19$. Some typical results for selected values of $ka$ are shown in Fig. 10.21. Additional data are given by HEY et al. [1956].

![Graph](image1)

Fig. 10.21. Normalized amplitude (---) and phase (---) of the far back scattered field as functions of $ka$ (BECHTEL [1962]).

The back scattering cross section is

$$\sigma = \pi \frac{\lambda}{k^2} \left| \sum_{n=1}^{\infty} (-1)^n (2n+1)(b_n - a_n) \right|^2.$$  \hspace{1cm} (10.194)

$\sigma/\lambda^2$ has been computed for various values of $ka$ (BECHTEL [1962], RHEINSTEIN [1963]). A typical normalized cross section $\sigma/(\pi a^2)$ is shown as a function of $ka$ in Fig. 10.22.

The bistatic scattering cross section is

$$\sigma(\theta, \phi) = \frac{4\pi}{k^2} \left[ |S_1(\theta)|^2 \cos^2 \phi + |S_2(\theta)|^2 \sin^2 \phi \right].$$  \hspace{1cm} (10.195)
10.4 PERFECTLY CONDUCTING SPHERE

The total scattering cross section is

$$\sigma_T = \frac{2\pi}{k^2} \sum_{n=1}^{\infty} (2n+1)(|a_n|^2 + |b_n|^2). \tag{10.196}$$

The normalized cross section \(\sigma_T/\pi a^2\) is shown as a function of \(ka\) in Fig. 10.24.

10.4.3.2. LOW FREQUENCY APPROXIMATIONS

Low frequency expansions may be obtained by power series development of the Bessel functions appearing in the exact expansions (RAYLEIGH [1872]) or directly (KLEINMAN [1965]). The first few coefficients appearing in (10.190) and (10.191) are

\[
a_1 = \frac{1}{i}(ka)^3 [1 - \frac{3}{2}(ka)^2 - \frac{1}{2}(ka)^3 + \frac{3}{4}(ka)^4 + \frac{3}{4}(ka)^5 - \frac{3}{4}(ka)^6 - \frac{1}{8}(ka)^7 + \frac{1}{8}(ka)^8 + \frac{1}{8}(ka)^9 + O[(ka)^{13}]],
\]

\[
b_1 = -\frac{1}{2}(ka)^3 [1 + \frac{1}{2}(ka)^2 - \frac{3}{4}(ka)^3 - \frac{1}{2}(ka)^4 + \frac{3}{8}(ka)^5 - \frac{3}{4}(ka)^6 + \frac{3}{8}(ka)^7 - \frac{1}{8}(ka)^8 - \frac{1}{8}(ka)^9 + O[(ka)^{13}]],
\]

\[
a_2 = \frac{1}{i}(ka)^5 [1 - \frac{5}{2}(ka)^2 - \frac{5}{2}(ka)^3 + \frac{5}{4}(ka)^4 + \frac{5}{4}(ka)^5 - \frac{5}{4}(ka)^6 + \frac{5}{8}(ka)^7 + \frac{5}{8}(ka)^8 + O[(ka)^{13}]],
\]

\[
b_2 = -\frac{1}{2}(ka)^5 [1 - \frac{5}{2}(ka)^2 - \frac{5}{2}(ka)^3 + \frac{5}{4}(ka)^4 + \frac{5}{4}(ka)^5 - \frac{5}{4}(ka)^6 + \frac{5}{8}(ka)^7 + \frac{5}{8}(ka)^8 + O[(ka)^{13}]].
\]
(a) $\frac{\sigma(\theta)}{\pi a^2}$

$\theta$ in degrees

$ka = 1.1$

(b) $\frac{\sigma(\theta)}{\pi a^2}$

$\theta$ in degrees

$ka = 1.7$

(c) $\frac{\sigma(\theta)}{\pi a^2}$

$\theta$ in degrees

$ka = 2.3$
(f) $\sigma(\theta)/\pi \theta^2$

$\theta$ in degrees

$ka = 8.3$

(g) $\sigma(\theta)/\pi \theta^2$

$\theta$ in degrees

$ka = 10$
Fig. 10.23. Normalized bistatic cross sections $\sigma(\theta, 0)/(\pi a^2)$ (---) and $\sigma(\theta, \pi)/(\pi a^2)$ (----) as functions of $\theta$ for selected values of $ka$ (King and Wu [1959]).

Fig. 10.24. Normalized total scattering cross section $\sigma_T/(\pi a^2)$ as a function of $ka$ for a conducting sphere (Van de Hulst [1957]).
\[a_3 = \frac{1}{2^3} t(i(ka)^3[1 - \frac{5}{12}(ka)^2 + \frac{1}{24} (ka)^4] + O[(ka)^{13}],\]
\[b_3 = -\frac{1}{2^3} t(i(ka)^3[1 - \frac{5}{12}(ka)^2 + \frac{1}{24} (ka)^4] + O[(ka)^{13}],\]
\[a_4 = \frac{1}{9(105)^2} i(ka)^9[1 - \frac{9}{7}(ka)^2] + O[(ka)^{13}],\]
\[b_4 = -\frac{1}{5(126)^2} i(ka)^9[1 - \frac{9}{7}(ka)^2] + O[(ka)^{13}],\]
\[a_5 = \frac{1}{11(945)^2} i(ka)^{11} + O[(ka)^{13}],\]
\[b_5 = -\frac{2}{165(315)^2} i(ka)^{11} + O[(ka)^{13}].\]

From these, the far fields may be obtained. In particular, to the leading order in \(ka\):
\[E^* \sim (ka)^5 \frac{e^{ikr}}{kr} \left[ (1 + \cos \theta) \cos \phi - (1 + \frac{1}{2} \cos \theta) \sin \phi \right]. \quad (10.198)\]

In the back and forward directions:
\[S(0) = \frac{1}{2}(ka)^3 \left(1 - \frac{5}{12}(ka)^2 + \frac{1}{24} (ka)^4\right) + O[(ka)^{13}], \quad (10.199)\]
\[S(\pi) = \frac{1}{2}(ka)^3 \left(1 + \frac{5}{12}(ka)^2 + \frac{1}{24} (ka)^4\right) + O[(ka)^{13}], \quad (10.200)\]

The scattering cross sections may be obtained from the above expressions. In particular:
\[\frac{\sigma}{na^2} \sim 9(ka)^9 \left[1 - \frac{5}{12}(ka)^2 + \frac{1}{24} (ka)^4\right] - \frac{1}{180}(ka)^6 + O[(ka)^{13}], \quad (10.201)\]
\[\frac{\sigma_T}{na^2} \sim \frac{3}{2}(ka)^9 \left[1 + \frac{5}{12}(ka)^2 - \frac{1}{24} (ka)^4\right] + \frac{1}{36}(ka)^6 + O[(ka)^{13}]. \quad (10.202)\]

10.4.3.3. HIGH FREQUENCY APPROXIMATIONS

For a plane wave incident in the direction of the negative \(z\)-axis such that
\[E^i = \mathbf{e}^{-ikr}, \quad H^i = -\mathbf{y} \mathbf{e}^{-ikr}, \quad (10.203)\]
the high frequency behavior of the diffracted fields may be obtained by applying a Watson transform technique to the Mie series solutions.

In the shadow region \((\frac{1}{2} \pi + m^{-1}) \leq \theta < \pi\) and for \(ka \sin \theta > 1\), the total field on the surface \(r = a\) is
\[H^i_e + H^i_o \sim -\frac{Y}{\sin \theta} \sum_{m=0}^{\infty} (-1)^m \left[ \frac{1}{2m^2} \sum_{\nu=0}^{\infty} (-1)^\nu (-e^{ikr}f(m\eta) - e^{i\kappa \eta}g(m\eta)) \right] - \frac{1}{2m^2} \sum_{\nu=0}^{\infty} (-1)^\nu (-e^{ikr}f(m\eta) + e^{i\kappa \eta}g(m\eta)). \quad (10.204)\]


\[ H^+_0 + H^-_0 \sim - \frac{Y \cos \phi}{\sin \theta} \left[ \sum_{i=0}^{\infty} (-1)^i \left( e^{ik\sin \theta} g(m\eta_i) - ie^{ik\sin \theta} g(m\bar{\eta}_i) \right) - \right. \]
\[ \left. - \frac{1}{2m^2} \frac{1}{\sin \theta} \sum_{i=0}^{\infty} (-1)^i \left( e^{ik\sin \theta} f(m\eta_i) + ie^{ik\sin \theta} f(m\bar{\eta}_i) \right) \right], \tag{10.205} \]

where

\[ \eta_i = (2l\pi + \theta - \frac{i}{2} \pi), \]
\[ \bar{\eta}_i = (2l\pi + \frac{i}{2} \pi - \theta), \tag{10.206} \]

and the modified Fock functions \( f(\xi) \) and \( g(\xi) \) are defined in the Introduction.

In eqs. (10.204) and (10.205) the summation over \( l \) represents the contribution due to two groups of creeping waves which are launched at the shadow boundary on the surface of the sphere. These waves travel toward the point \( \theta, \phi \) along a geodesic. The dominant contribution is provided by the \( l = 0 \) terms which are the creeping waves that travel the distances \( a(\theta - \frac{1}{2} \pi) \) and \( a(\frac{1}{2} \pi - \theta) \) along the surface before reaching the point \( \theta, \phi \). Higher order terms represent the contribution due to these waves after they have traveled \( l \) times around the sphere before reaching the point \( \theta, \phi \). For computational purposes, the \( l = 0 \) terms are adequate in eqs. (10.204) and (10.205). For large positive values of \( \xi \) the function \( f(\xi) \) tends towards zero much faster than the \( g(\xi) \) function. This justifies the inclusion of the second summation in eq. (10.204). In contrast to this, the second summation in eq. (10.205) does not contribute appreciably to the field and is included only for symmetry. Eqs. (10.204) and (10.205) are not valid at \( \theta = \pi \).

For \( \theta \sim \pi \) the surface fields are:

\[ H^+_0 + H^-_0 \sim Y \sin \phi e^{-i\pi m \left( \frac{\pi}{\sin \theta} \right)^{\frac{1}{2}}} \sum_{i=0}^{\infty} (-1)^i e^{ik(2l+\frac{1}{2})m} \]
\[ \times \left[ \{ H^{(2)}_i [ka(\pi - \theta)] f(m\eta_i) \} + H^{(1)}_i [ka(\pi - \theta)] f(m\bar{\eta}_i) \right] + \]
\[ + \frac{i}{2m^2 \sin \theta} \{ H^{(1)}_i [ka(\pi - \theta)] g(m\eta_i) \} + H^{(1)}_i [ka(\pi - \theta)] g(m\bar{\eta}_i) \}], \tag{10.207} \]

\[ H^+_0 + H^-_0 \sim Y \cos \phi e^{i\pi m \left( \frac{\pi}{\sin \theta} \right)^{\frac{1}{2}}} \sum_{i=0}^{\infty} (-1)^i e^{ik(2l+\frac{1}{2})m} \]
\[ \times \left[ \{ H^{(1)}_i [ka(\pi - \theta)] g(m\eta_i) \} + H^{(2)}_i [ka(\pi - \theta)] g(m\bar{\eta}_i) \right] - \]
\[ - \frac{i}{2m^2 \sin \theta} \{ H^{(2)}_i [ka(\pi - \theta)] f(m\eta_i) \} + H^{(1)}_i [ka(\pi - \theta)] f(m\bar{\eta}_i) \}], \tag{10.208} \]

For computational purposes it is sufficient to use the leading terms \( l = 0 \) in eqs. (10.207) and (10.208), namely (Belkina and Weinstein [1957]):
\[ H_\theta^+ + H_\phi^+ \sim -Y \sin \phi \left( \frac{\pi - 0}{\sin \theta} \right)^{\frac{1}{2}} e^{\frac{i}{2} \left( k \alpha^2 \phi \right)} \]
\[
\times \left[ 2f(\frac{1}{4}m\pi)J'_1[k\alpha(\pi-\theta)] + \frac{i}{m^2 \sin \theta} g(\frac{1}{4}m\pi)J'_1[k\alpha(\pi-\theta)] \right], \quad (10.209)
\]
\[ H_\theta^+ + H_\phi^+ \sim iY \cos \phi \left( \frac{\pi - 0}{\sin \theta} \right)^{\frac{1}{2}} e^{\frac{i}{2} \left( k \alpha^2 \phi \right)} \]
\[
\times \left[ 2g(\frac{1}{4}m\pi)J'_1[k\alpha(\pi-\theta)] - \frac{i}{m^2 \sin \theta} f(\frac{1}{4}m\pi)J'_1[k\alpha(\pi-\theta)] \right]. \quad (10.210)
\]

In the forward direction \( \theta = \pi \):
\[ H_\theta^+ + H_\phi^+ \sim -Y \sin \phi \pi^2 m^2 e^{\frac{i}{2} \left( k \alpha^2 \phi \right)} \left( \frac{1}{m} f(\frac{1}{4}m\pi) + ig(\frac{1}{4}m\pi) \right), \quad (10.211)\]
\[ H_\theta^+ + H_\phi^+ \sim Y \cos \phi \pi^2 m^2 e^{\frac{i}{2} \left( k \alpha^2 \phi \right)} \left( \frac{1}{m} f(\frac{1}{4}m\pi) + ig(\frac{1}{4}m\pi) \right), \quad (10.212)\]

which imply that the magnetic field is polarized in the \( y \)-direction.

In the lit region \( 0 \leq \theta < \frac{1}{2} \pi - m^{-1} \) the total field on the surface \( r = a \) is
\[ H = H_{\text{refl.}} + H_{\text{cr.w.}}. \quad (10.213)\]

The reflected field is
\[ (H_\theta^+ + H_\phi^+)_\text{refl.} \sim -2Y \cos \phi \sin \theta e^{-ik\alpha \cos \theta} \]
\[
\times \left[ 1 + \frac{i \sin^2 \theta}{2k\alpha \cos^2 \theta} + \frac{5 \sin^2 \theta - \sin^4 \theta}{2(k\alpha)^2 \cos^2 \theta} + \ldots \right], \quad (10.214)\]
\[ (H_\theta^+ + H_\phi^+)_\text{refl.} \sim -2Y \cos \phi e^{-ik\alpha \cos \theta} \left[ 1 - \frac{i \sin^2 \theta}{2k\alpha \cos^3 \theta} - \frac{9 \sin^2 \theta - \sin^4 \theta}{2(k\alpha)^2 \cos^3 \theta} + \ldots \right]. \quad (10.215)\]

and the leading terms in eqs. (10.214) and (10.215) represent the geometrical surface field.

The creeping wave contribution to the surface field for \( m^{-1} \leq \theta \leq \frac{1}{2} \pi - m^{-1} \), and \( k\alpha \sin \theta \gg 1 \) is:
\[ (H_\theta^+ + H_\phi^+)_\text{cr.w.} \sim \frac{Y \sin \phi}{\sqrt{\sin \theta}} \]
\[
\times \left[ \frac{1}{m} \sum_{l=0}^{\infty} (-1)^l \left\{ \exp(i k\alpha \eta_{l+1}) f(m\eta_{l+1}) + i \exp(i k\alpha \eta) f(m\eta) \right\} - \right.
\]
\[
\left. - \frac{1}{2m^2 \sin \theta} \sum_{l=0}^{x} (-1)^l \left\{ \exp(i k\alpha \eta_{l+1}) g(m\eta_{l+1}) - i \exp(i k\alpha \eta) g(m\eta) \right\} \right], \quad (10.216)\]
\[ (H_\phi^+ + H_\phi^-)_{cr.w.} \sim Y \cos \phi \left[ \sum_{i=0}^{\infty} (-1)^i \{ \exp(ika\eta_{i+1})g(m\eta_{i+1}) + i \exp(ika\eta_i)g(m\eta_i) \} - \frac{1}{2m^* \sin \theta} \sum_{i=0}^{\infty} (-1)^i \{ \exp(ika\eta_{i+1})f(m\eta_{i+1}) - i \exp(ika\eta_i)f(m\eta_i) \} \right] , \quad (10.217) \]

whereas for \( 0 \leq \theta \leq m^{-1} \),

\[ (H_\phi^+ + H_\phi^-)_{cr.w.} \sim Y \pi^2 m^4 \sin \phi \left[ \frac{(\theta)}{\sin \theta} \right] e^{-i\alpha} \]

\[ \times \left[ \frac{i}{m} \sum_{i=0}^{\infty} \{ (-1)^i e^{ika(2\pi n + \frac{\pi}{2})} [H_1^{(1)}(ka\theta)g(m\eta_{i+1}) + H_1^{(2)}(ka\theta)f(m\eta_{i+1})] + \frac{1}{ka \sin \theta} \sum_{i=0}^{\infty} \{ (-1)^i e^{ika(2\pi n + \frac{\pi}{2})} [H_1^{(1)}(ka\theta)g(m\eta_{i+1}) + H_1^{(2)}(ka\theta)f(m\eta_i)] \right] . \quad (10.218) \]

For computational purposes it is sufficient to use the leading terms \( l = 0 \) in eqs. (10.218)-(10.219). For \( 0 \leq \theta \leq m^{-1} \) these leading terms are (Belkina and Weinstein [1957]):

\[ (H_\phi^+ + H_\phi^-)_{cr.w.} \sim 2Y \pi^2 m^4 e^{\frac{i}{m} \{ \frac{1}{ka} \sin \phi \} \frac{(\theta)}{\sin \theta}} \]

\[ \times \left[ \frac{J_0(ka\theta)}{ka\theta} g(\frac{3m\pi}{2}) + \frac{i}{m} J_1(ka\theta) f(\frac{3m\pi}{2}) \right] , \quad (10.220) \]

\[ (H_\phi^+ + H_\phi^-)_{cr.w.} \sim 2Y \pi^2 m^4 e^{\frac{i}{m} \{ \frac{1}{ka} \sin \phi \} \frac{(\theta)}{\sin \theta}} \]

\[ \times \left[ \frac{J_0(ka\theta)g(\frac{3m\pi}{2}) + \frac{i}{m} J_1(ka\theta) f(\frac{3m\pi}{2})} {ka\theta} \right] . \quad (10.221) \]

\( \Gamma_\phi \approx 0 \).

\[ (H_\phi^+ + H_\phi^-)_{cr.w.} \sim Y \pi^2 m^4 e^{\frac{i}{m} \{ \frac{1}{ka} \sin \phi \} \frac{(\theta)}{\sin \theta}} \sin \phi \left[ g(\frac{3m\pi}{2}) + \frac{i}{m} f(\frac{3m\pi}{2}) \right] , \quad (10.222) \]

\[ (H_\phi^+ + H_\phi^-)_{cr.w.} \sim Y \pi^2 m^4 e^{\frac{i}{m} \{ \frac{1}{ka} \sin \phi \} \frac{(\theta)}{\sin \theta}} \cos \phi \left[ g(\frac{3m\pi}{2}) + \frac{i}{m} f(\frac{3m\pi}{2}) \right] , \quad (10.223) \]

which implies that the magnetic field is polarized in the \( y \)-direction.
In the transition region $|\frac{1}{2}\pi - \theta| \leq m^{-1}$ the total field on the surface is

\[ H_x^i + H_x^s \sim \frac{1}{m} \frac{Y \sin \phi}{\sqrt{\sin \theta}} \left[ \exp (-ika \cos \theta)f(-m \cos \theta) + \right. \]
\[ + \sum_{l=0}^{\infty} (-1)^l \left[ \exp (ika \eta_{l+1})f(\eta_{l+1}) + i \exp (ika \eta_l)f(\eta_l) \right] \] (10.224)

\[ H_\phi^i + H_\phi^s \sim \frac{Y \cos \phi}{\sqrt{\sin \theta}} \left[ \exp (-ika \cos \theta)f(-m \cos \theta) + \right. \]
\[ + \sum_{l=0}^{\infty} (-1)^l \left[ \exp (ika \eta_{l+1})g(\eta_{l+1}) + i \exp (ika \eta_l)g(\eta_l) \right] \] (10.225)

In the back scattering direction ($\theta = 0$) an asymptotic expansion of the reflected portion of the scattered field, uniform in $r$, $a \leq r < \infty$, is (WESTON [1961]):

\[ E^i \sim -\xi \frac{a}{2r-a} e^{ika(r-2a)} \left[ 1 + \frac{a_1}{ka} + \frac{a_2}{(ka)^2} + \ldots \right], \] (10.226)

where

\[ a_1 = -2i \frac{(r-a)^2}{(2r-a)^2}, \]
\[ a_2 = \frac{a(r-a)(2r^2-4ra+3a^2)}{(2r-a)^4}, \]

and, in particular, the near field back scattering cross section $\sigma = 4\pi(r-a)^2|E^i|^2$ is

\[ \sigma = 4\pi a^2 \left( \frac{r-a}{2r-a} \right)^2 \left[ 1 + O((ka)^{-2}) \right]. \] (10.227)

In the far field ($r \to \infty$) with $0 \leq \theta \leq \pi - m^{-1}$ the scattering coefficient is

\[ S_1(\theta) = [S_1(\theta)]_{\text{refl.}} + [S_1(\theta)]_{\text{r.w.}}, \]
\[ S_2(\theta) = [S_2(\theta)]_{\text{refl.}} + [S_2(\theta)]_{\text{r.w.}}. \] (10.228)

The reflected portion is (LOGAN [1960]):

\[ [S_1(\theta)]_{\text{refl.}} \sim -\frac{1}{4} kae^{-2ika \cos \frac{1}{2} \theta} \left[ 1 - \frac{i}{2ka \cos^3 \frac{1}{4} \theta} - \frac{7 \sin^2 \frac{1}{4} \theta}{4(ka)^2 \cos^6 \frac{1}{4} \theta} + \right. \]
\[ + \frac{8 + 1076 \sin^2 \frac{1}{4} \theta + 1401 \sin^4 \frac{1}{4} \theta + 210 \sin^6 \frac{1}{4} \theta}{16(ka)^2 \cos^{12} \frac{1}{4} \theta} + \ldots \], (10.229)

\[ [S_2(\theta)]_{\text{refl.}} \sim \frac{1}{4} kae^{-2ika \cos \frac{1}{2} \theta} \left[ 1 - \frac{1}{2ka \cos^3 \frac{1}{4} \theta} + \frac{7 \sin^2 \frac{1}{4} \theta - 2 \sin^4 \frac{1}{4} \theta}{4(ka)^2 \cos^6 \frac{1}{4} \theta} - \right. \]
\[ - \frac{63 \sin^2 \frac{1}{4} \theta + 7 \sin^4 \frac{1}{4} \theta}{8(ka)^3 \cos^9 \frac{1}{4} \theta} + \frac{8 - 836 \sin^2 \frac{1}{4} \theta - 683 \sin^4 \frac{1}{4} \theta - 84 \sin^6 \frac{1}{4} \theta}{16(ka)^3 \cos^{12} \frac{1}{4} \theta} + \ldots \]. (10.230)
where the leading terms in eqs. (10.229) and (10.230) are the geometrical optics contribution.

The creeping wave contribution is

\[
[S_1(\theta)]_{\text{c.w.}} = - \frac{2m^i e^{i\pi}}{\sqrt{\sin \theta}} \sum_{l=0}^{\infty} (-1)^l \left( \tilde{q}(m\tau_l) \exp(ika\tau_l) - i\tilde{q}(m\tilde{\tau}_l) \exp(ika\tilde{\tau}_l) \right) + \\
+ \frac{e^{i\pi}}{m^i (\sin \theta)^\frac{3}{2}} \sum_{l=0}^{\infty} (-1)^l \left( i\tilde{p}(m\tau_l) \exp(ika\tau_l) - \tilde{p}(m\tilde{\tau}_l) \exp(ika\tilde{\tau}_l) \right),
\]

(10.231)

\[
[S_2(\theta)]_{\text{c.w.}} = - \frac{2m^i e^{i\pi}}{\sqrt{\sin \theta}} \sum_{l=0}^{\infty} (-1)^l \left( \tilde{p}(m\tau_l) \exp(ika\tau_l) - \tilde{p}(m\tilde{\tau}_l) \exp(ika\tilde{\tau}_l) \right) + \\
+ \frac{e^{i\pi}}{m^i (\sin \theta)^\frac{3}{2}} \sum_{l=0}^{\infty} (-1)^l \left( i\tilde{q}(m\tau_l) \exp(ika\tau_l) - \tilde{q}(m\tilde{\tau}_l) \exp(ika\tilde{\tau}_l) \right),
\]

(10.232)

where

\[
\tau_l = (2l+1)\pi - \theta, \\
\tilde{\tau}_l = (2l+1)\pi + \theta,
\]

and the functions \( \tilde{p}, \tilde{q} \) are defined in the Introduction (see eqs. (1.278) and (1.279)).

For computational purposes it is sufficient to retain the \( l = 0 \) terms in eqs. (10.231) and (10.232). However, it should be noted that the functions \( \tilde{p} \) decrease more rapidly than \( \tilde{q} \) with increase in the positive argument, and that for large positive arguments the last two terms in eq. (10.232) become comparable to the first two. In eq. (10.231) the second summation terms do not contribute appreciably to \([S_1(\theta)]_{\text{c.w.}}, \) they are retained for symmetry (Fedorov [1957]).

For computational purposes it is sufficient to retain the \( l = 0 \) terms in eqs. (10.231) and (10.232). However, it should be noted that the functions \( \tilde{p} \) decrease more rapidly than \( \tilde{q} \) with increase in the positive argument, and that for large positive arguments the last two terms in eq. (10.232) become comparable to the first two. In eq. (10.231) the second summation terms do not contribute appreciably to \([S_1(\theta)]_{\text{c.w.}}, \) they are retained for symmetry (Fedorov [1957]).

For \( 0 \leq \theta \leq m^{-1} \) (Fedorov [1957]):

\[
[S_1(\theta)]_{\text{c.w.}} \sim e^{i\kappa \alpha - i\pi/2} m^i \pi^\frac{3}{2} \left( \frac{\theta}{\sin \theta} \right)^\frac{3}{2} \\
\times \left( J_1(k\alpha \theta) - J_2(k\alpha \theta) \right)[\tilde{q}(m\tau_0) + \tilde{q}(m\tilde{\tau}_0)] - J_1(k\alpha \theta) [\tilde{p}(m\tau_0) + \tilde{p}(m\tilde{\tau}_0)] + \\
i \left( J_2(k\alpha \theta) - J_1(k\alpha \theta) \right)[\tilde{q}(m\tau_0) - \tilde{q}(m\tilde{\tau}_0)] + i J_2(k\alpha \theta) [\tilde{p}(m\tau_0) - \tilde{p}(m\tilde{\tau}_0)],
\]

(10.234)

\[
[S_2(\theta)]_{\text{c.w.}} \sim e^{i\kappa \alpha - i\pi/2} m^i \pi^\frac{3}{2} \left( \frac{\theta}{\sin \theta} \right)^\frac{3}{2} \\
\times \left( J_1(k\alpha \theta) - J_2(k\alpha \theta) \right)[\tilde{p}(m\tau_0) + \tilde{p}(m\tilde{\tau}_0)] - J_1(k\alpha \theta) [\tilde{q}(m\tau_0) + \tilde{q}(m\tilde{\tau}_0)] + \\
i \left( J_2(k\alpha \theta) - J_1(k\alpha \theta) \right)[\tilde{p}(m\tau_0) - \tilde{p}(m\tilde{\tau}_0)] + i J_2(k\alpha \theta) [\tilde{q}(m\tau_0) - \tilde{q}(m\tilde{\tau}_0)],
\]

(10.235)

more refined expressions are given by Simor and Goodrich [1964].
In the back scattering direction \( \theta = 0 \) (Scott [1949], Logan [1960]):
\[
[S_0(0)]_{\text{refl.}} = -[S_2(0)]_{\text{refl.}} = -\frac{i}{k a} e^{-2i k a} \left\{ 1 - \frac{i}{2 k a} + \frac{1}{2(k a)^4} + O((k a)^{-5}) \right\},
\]
and (Senior [1965], Scott [1949]):
\[
[S_0(0)]_{\text{cr.w.}} = -[S_2(0)]_{\text{cr.w.}} = m^2 e^{i \pi} \sum_{n=0}^{\infty} \left\{ 1 + \frac{e^{i \pi}}{60m^2 \beta_n^4} (32\beta^2_n + 9) - \right.
\]
\[
- \frac{e^{-i \pi}}{5600m^4 \beta_n^8} (128\beta^6_n + 189) + O(m^{-6}) \right\} \beta_n (\text{Ai}(-\beta_n))^2 
\]
\[
\times \sum_{i=0}^{\infty} (-1)^i \exp \left\{ \frac{i(2i+1)\pi}{(k a + e^{i \pi} \pi \beta_n) - \frac{e^{-i \pi}}{60m^2 \beta_n^4} (\beta^2_n - 9)} \right\} 
\]
\[
+ \frac{1}{1400m^6 \beta_n^4} \left( \beta^6_n - 7\beta^3_n + 81 \right) + O(m^{-6}) \right\} 
\]
\[
- m^4 e^{i \pi} \sum_{n=1}^{\infty} \left\{ 1 + \frac{e^{i \pi} \gamma_n}{15m^2} - \right.
\]
\[
- \frac{e^{-i \pi} \gamma_n^2}{175m^4} + O(m^{-6}) \right\} \left( \text{Ai}(-\beta_n) \right)^2 
\]
\[
\times \sum_{i=0}^{\infty} (-1)^i \exp \left\{ \frac{i(2i+1)\pi}{(k a + e^{i \pi} \pi \beta_n) - \frac{e^{-i \pi}}{60m^2 \beta_n^4} (\beta^2_n - 9)} \right\} 
\]
\[
- m^4 e^{i \pi} \sum_{n=0}^{\infty} \left\{ 1 + \frac{e^{i \pi} \gamma_n}{15m^2} - \right.
\]
\[
- \frac{e^{-i \pi} \gamma_n^2}{175m^4} + O(m^{-6}) \right\} \left( \text{Ai}(-\beta_n) \right)^2 
\right\}
\]
(10.236)

\[\frac{2[S(0)]}{k_0} \]

Fig. 10.25. Amplitude (----) and phase (-----) of the normalized creeping wave contribution \( 2[S(0)]_{\text{cr.w.}}/k a \) as a function of \( k a \) for a conducting sphere (Senior [1965]).
The magnitudes of various terms in eq. (10.237) has been discussed by Senior [1965] and for most computational purposes an adequate approximation is

\[ [S_1(0)]_{cr.w.} = -[S_2(0)]_{cr.w.} = m^4 e^{4 \pi i x} \left( 1 + \frac{e^{4 \pi i x}}{60m^2} (32\beta_1^2 + 9) + O(m^{-4}) \right) \]

\[
\times \frac{1}{\beta_1[Ai(-\beta_1)]^2} \exp \left\{ i\pi ka - e^{-4\pi i x} m\beta_1 - \frac{e^{4\pi i x}}{60m\beta_1} (\beta_1^2 - 9) + O(m^{-6}) \right\}. \tag{10.238}
\]

The normalized creeping wave contribution \(2[S_1(0)]_{cr.w.}/(ka)\) as computed from eq. (10.238) is shown in Fig. 10.25 as a function of \(ka\).

In the forward direction \(\theta = \pi\) (Senior and Gojdrich [1964]):

\[ S_1(\pi) = S_2(\pi) = -\frac{i}{m^4} \left( (ka)^2 - \frac{1}{4} \right) + 2\sqrt{\pi m^4} \left\{ p^{(0)} + q^{(0)} - \frac{1}{m^2} \left[ \frac{1}{4}(p^{(1)} + q^{(1)} + \right. \right.

\[\left. + \frac{1}{2\pi 0}(r^{(2)} + 3s^{(2)} + 3i r^{(3)}) \right] - \frac{1}{m^2} \left[ \frac{1}{6}(r^{(3)} + 3s^{(3)} + 9\beta_1^2 + 2i s^{(3)} + 3i \beta_1^2) \right] + O(m^{-6}) \right\} - \]

\[ - \frac{1}{m^2} \left[ \frac{1}{6}(r^{(3)} + 3s^{(3)} + 9\beta_1^2 + 2i s^{(3)} + 3i \beta_1^2) \right] + O(m^{-6}) \right\} - \]

\[
\times \sum_{l=0}^{\infty} (-1)^l \exp \left\{ 2i\pi(l+1) \left[ \frac{ka + m\beta_1 e^{4\pi i x}}{60m} \left( \beta_1^2 + \frac{9}{\beta_1^2} \right) \right] \right\} - \]

\[ - \frac{1}{m^2} \left[ \frac{1}{6}(r^{(3)} + 3s^{(3)} + 9\beta_1^2 + 2i s^{(3)} + 3i \beta_1^2) \right] + O(m^{-6}) \right\} - \]

\[ \times \sum_{l=0}^{\infty} (-1)^l \exp \left\{ 2i\pi(l+1) \left[ \frac{ka + m\beta_1 e^{4\pi i x}}{60m} \right] \right\}. \tag{10.239}\]

where

\[ p^{(n)} = \int_0^\infty \frac{e^{4\pi i x}}{w_1(x)} w_2(x) \frac{d x}{w_1(x)} \left[ \frac{1}{\sqrt{\pi}} \frac{\partial^n}{\partial i^n} \left( \int_0^\infty e^{4\pi i x} \frac{d x}{w_1(x)} \right) \right] \left. \right|_{l=0}, \]

\[ q^{(n)} = \int_0^\infty \frac{\partial^n}{\partial i^n} \left( \int_0^\infty e^{4\pi i x} \frac{d x}{w_1(x)} \right) \left. \right|_{l=0}, \]

\[ r^{(n)} = \int_0^\infty \frac{\partial^n}{\partial i^n} \left( \int_0^\infty e^{4\pi i x} \frac{d x}{w_1(x)} \right) \left. \right|_{l=0}, \]

\[ s^{(n)} = \int_0^\infty \frac{\partial^n}{\partial i^n} \left( \int_0^\infty e^{4\pi i x} \frac{d x}{w_1(x)} \right) \left. \right|_{l=0}, \]

are as defined in Logan [1959]. By neglecting the summations over \(l\) and \(n\) in eq. (10.239),
\[ S_1(\pi) = S_2(\pi) \]
\[ = -i(2m^6 - \frac{1}{4}) - im^4(0.082972 + 0.144019i) - im^2(0.385229 - 0.667169i) - 0.069342i + O(m^{-2}). \]  
(10.240)

The total cross section is (Beckmann and Franz [1957], Wu [1956]):
\[ \frac{\sigma_T}{2\pi a^2} = 1 + 0.0660(ka)^{-4} + 0.4853(ka)^{-1} + O[(ka)^{-2}]. \]  
(10.241)
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THE PROLATE SPHEROID

T. B. A. SENIOR and P. L. E. USLENGHI

The prolate spheroid, along with its companion shape, the oblate spheroid, is the most general finite shape for which a substantial number of exact and asymptotic scattering formulas is available. Even so, no exact solution of the vector scattering problem has yet been found.

Whereas the fat spheroid represents an obvious generalization of the sphere, the thin spheroid may be used as a model for the wire, which is of considerable importance in antenna theory. By bridging these two extremes, the prolate spheroid is a vehicle for studying the transition between the creeping and traveling wave concepts, and, more generally, constitutes a model for the development and testing of approximate methods of analyzing the scattering by still more complex shapes.

11.1. Prolate spheroidal geometry

The prolate spheroidal coordinates \((\xi, \eta, \phi)\) shown in Fig. 11.1 are related to the rectangular Cartesian coordinates \((x, y, z)\) by the transformation

\[
\begin{align*}
x &= \frac{1}{2}d\sqrt{\left(\xi^2 - 1\right)(1 - \eta^2)} \cos \phi, \\
y &= \frac{1}{2}d\sqrt{\left(\xi^2 - 1\right)(1 - \eta^2)} \sin \phi, \\
z &= \frac{1}{2}d\xi \eta,
\end{align*}
\]

where \(1 \leq \xi < \infty, -1 \leq \eta \leq 1,\) and \(0 \leq \phi < 2\pi.\) The \(z\)-axis is the axis of symmetry, and the surfaces \(\xi = \text{constant}, |\eta| = \text{constant and} \ \phi = \text{constant} \) are respectively confocal prolate spheroids of interfocal distance \(d,\) major axis \(d\xi\) and minor axis \(d\sqrt{(\xi^2 - 1)};\) confocal hyperboloids of revolution of two sheets with interfocal distance \(d;\) and semi-planes originating in the \(z\)-axis.

The scattering body is the prolate spheroid with surface \(\xi = \xi_1,\) and the primary source is either a plane wave whose direction of propagation forms the angle \(\zeta\) with the positive \(z\)-axis, or a point or dipole source located at \((\xi_0, \eta_0, \phi_0).\) The length-to-width ratio of the scatterer, i.e. the ratio between major and minor axes, is equal to \(\sqrt{\xi_1^2 - 1}.)\) Values of \(\xi_1\) corresponding to a few typical length-to-width ratios are tabulated in the following:

<table>
<thead>
<tr>
<th>major axis (\xi_1)</th>
<th>100 : 1</th>
<th>10 : 1</th>
<th>5 : 1</th>
<th>2 : 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>minor axis (\eta_0)</td>
<td>1.003050 0</td>
<td>1.005 037 8</td>
<td>1.020 620 7</td>
<td>1.154 700 5</td>
</tr>
</tbody>
</table>
The definitions and notation for the prolate spheroidal wave functions are those of Flammer [1957]. Thus the radial functions of the first, second and third kinds are indicated by \( R_{ml}^{(j)}(c, \xi) \), where \( j = 1, 2 \) and 3 respectively, whereas the symbol \( S_{mn}(c, \eta) \) is used for the angular functions; \( m \geq 0 \) and \( n \geq m \) are integers. The quantities \( \rho_{mn} \) and \( N_{mn} \) which appear in the following sections are functions of \( m, n \) and \( c \), and are defined by Flammer [1957]. The parameter \( c \) is the product of wave number and semi-focal distance: \( c = \frac{1}{2}kd \). Numerical tables for prolate spheroidal wave functions and related quantities with the notation adopted in this chapter are given by Flammer [1957], Lowan [1964], Hunter et al. [1965a, b], and Slepian and Sonnenblick [1965]. Asymptotic expansions of prolate spheroidal wave functions can be found, for example, in Flammer [1957], Müller [1962] and Slepian [1965].

From the computations which were performed at the Radiation Laboratory of The University of Michigan, it would appear that the infinite eigenfunction series representing the exact solutions converge at least as rapidly as the corresponding eigenfunction series for a sphere of diameter \( d \frac{1}{2} \).

11.2. Acoustically soft spheroid

11.2.1. Point sources

11.2.1.1. Exact solutions

For a point source at \( r_0 = (\xi_0, \eta_0, \phi_0) \), such that

\[
\psi = e^{iKR} \frac{e^{ikR}}{kR},
\]

then (Morse and Feshbach [1953]):
\[ V^1 + V^3 = G(r, r_0) = 2i \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \frac{e_m}{N_{lm}} \times \left[ R^{(1)}_{nm}(c, \xi c) - \frac{R^{(1)}_{nm}(c, \xi_1)}{R^{(3)}_{nm}(c, \xi_1)} R^{(3)}_{nm}(c, \xi c) \right] R^{(3)}_{nm}(c, \xi c) \times S_{nm}(c, \eta_0)S_{nm}(c, \eta) \cos m(\phi - \phi_0). \]  

On the surface \( \xi = \xi_1 \):

\[ \frac{\partial}{\partial \xi} (V^1 + V^3) = \frac{2}{c(\xi_1^2 - 1)} \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \frac{e_m}{N_{nm}} \frac{1}{R^{(3)}_{nm}(c, \xi_1)} \times R^{(3)}_{nm}(c, \xi_0)S_{nm}(c, \eta_0)S_{nm}(c, \eta) \cos m(\phi - \phi_0). \]  

In the far field \( (\xi \to \infty) \):

\[ V^1 + V^3 = 2i \frac{e^{i\xi c}}{c \xi} \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \frac{e_m}{N_{nm}} \left[ R^{(1)}_{nm}(c, \xi c) - \frac{R^{(1)}_{nm}(c, \xi_1)}{R^{(3)}_{nm}(c, \xi_1)} R^{(3)}_{nm}(c, \xi c) \right] \times S_{nm}(c, \eta_0)S_{nm}(c, \eta) \cos m(\phi - \phi_0). \]  

When the source is on the positive z-axis \( (\eta_0 = 1) \):

\[ V^1 + V^3 = 2i \sum_{n=0}^{\infty} \frac{1}{N_{nm}} \left[ R^{(1)}_{nm}(c, \xi c) - \frac{R^{(1)}_{nm}(c, \xi_1)}{R^{(3)}_{nm}(c, \xi_1)} R^{(3)}_{nm}(c, \xi c) \right] \times S_{nm}(c, \eta_0)S_{nm}(c, 1)S_{nm}(c, \eta). \]  

In particular, if the field point is on the surface \( \xi = \xi_1 \):

\[ \frac{\partial}{\partial \xi} (V^1 + V^3) = \frac{2}{c(\xi_1^2 - 1)} \sum_{n=0}^{\infty} \frac{1}{N_{nm}} R^{(3)}_{nm}(c, \xi_0)S_{nm}(c, 1)S_{nm}(c, \eta). \]  

whereas in the far field \( (\xi \to \infty) \):

\[ V^1 + V^3 = 2i \frac{e^{i\xi c}}{c \xi} \sum_{n=0}^{\infty} \left[ R^{(1)}_{nm}(c, \xi_0) - \frac{R^{(1)}_{nm}(c, \xi_1)}{R^{(3)}_{nm}(c, \xi_1)} R^{(3)}_{nm}(c, \xi_0) \right] S_{nm}(c, 1)S_{nm}(c, \eta). \]  

### 11.2 Low Frequency Approximations

General methods (e.g. Kleinman [1965a], Noble [1962], Morse and Feshbach [1953]) for the derivation of terms in the low frequency expansions are applicable to this case; however, no specific results are as yet available.

### 11.2.1.3. High Frequency Approximations

For a point source at \( (\xi_0, \eta_0, 0) \), such that

\[ V^1 = \frac{e^{ikR}}{kR}. \]
the geometrical optics scattered field at a point \((\xi, \eta, \phi = 0 \text{ or } \pi)\) located in the illuminated region and in the plane containing the source and the \(z\)-axis is:

\[
V_{s.o}^a = -\frac{e^{i(k_F_0 + F)}}{cF_0} \left[ \left( 1 + \frac{F}{F_0} + \frac{2F^2}{(\xi_1^2 - \eta_0^2)G} \right) \left( 1 + \frac{F}{F_0} + \frac{2\xi_1^2 G}{\xi_1^2 - \eta_0^2} \right) \right]^{-\frac{1}{2}},
\]

where

\[
F = \left[ \sqrt{\left( \xi_1^2 - 1 \right) \left( 1 - \eta_0^2 \right)} - (-1)^\phi \sqrt{\left( \xi_1^2 - 1 \right) \left( 1 - \eta^2 \right)} \right]^2 + (\xi_1 \eta_1 - \xi \eta)^2 \hat{t},
\]

\[
F_0 = \left[ \sqrt{\left( \xi_0^2 - 1 \right) \left( 1 - \eta_0^2 \right)} - (-1)^\phi \sqrt{\left( \xi_0^2 - 1 \right) \left( 1 - \eta_0^2 \right)} \right]^2 + (\xi_0 \eta_0 - \xi_0 \eta_0)^2 \hat{t},
\]

\[
G = \frac{\xi}{\xi_1} \eta_1 - 1 + (-1)^\phi \sqrt{\left( \xi_2^2 - 1 \right) \left( 1 - \eta_0^2 \right) \left( 1 - \eta_0^2 \right)} \hat{t},
\]

and

\[
j = h = 0, \quad \text{if } \phi = 0;
\]

\[
j = 0, \quad h = 1, \quad \text{if } \phi = \pi \text{ and } \sqrt{\left( \xi_1^2 - 1 \right) \left( 1 - \eta_0^2 \right)} < \frac{\xi_1 \eta_1 - \xi_1 \eta_1}{\xi_0 \eta_0 - \xi_1} \hat{t} \times \sqrt{\left( \xi_0^2 - 1 \right) \left( 1 - \eta_0^2 \right)} \hat{t};
\]

\[
j = 1, \quad h = 0, \quad \text{if } \phi = \pi \text{ and } \sqrt{\left( \xi_1^2 - 1 \right) \left( 1 - \eta_0^2 \right)} > \frac{\xi_1 \eta_1 - \xi_1 \eta_1}{\xi_0 \eta_0 - \xi_1} \hat{t} \times \sqrt{\left( \xi_0^2 - 1 \right) \left( 1 - \eta_0^2 \right)} \hat{t}.
\]

The parameter \(\eta_1, -1 \leq \eta_1 \leq 1\), is determined as a function of \(\xi_0, \eta_0, \xi, \eta, \xi_1\) and \(\phi\) by the relations:

\[
\frac{\xi}{\xi_1} \left( F_0 + F \right) = 0, \quad \frac{\partial^2}{\partial \eta_1^2} \left( F_0 + F \right) > 0.
\]

In the geometrical shadow \(V_{s.o}^a = 0\). In particular, when the source is at \((\xi_0, 1)\) on the \(z\)-axis

\[
F = \left[ \sqrt{\left( \xi_1^2 - 1 \right) \left( 1 - \eta_0^2 \right)} - \sqrt{\left( \xi_1^2 - 1 \right) \left( 1 - \eta^2 \right)} \right]^2 + (\xi_1 \eta_1 - \xi \eta)^2 \hat{t},
\]

\[
F_0 = \left[ \sqrt{\left( \xi_0^2 - 1 \right) \left( 1 - \eta_0^2 \right)} + (\xi_0 \eta_0 - \xi_0 \eta_0)^2 \hat{t},
\]

\[
G = \frac{\xi}{\xi_1} \eta_1 - 1 + \frac{\xi_1^2 - 1}{\xi_1^2 - 1} \left( 1 - \eta^2 \right) \left( 1 - \eta_0^2 \right),
\]

and \(\eta_1\) is the positive root of the equation:

\[
\frac{\sqrt{\xi_1^2 - \eta_1^2}(\eta_1 - \xi_1 \xi_0) + \eta_1 \sqrt{\left( \xi_1^2 - 1 \right) \left( \xi_0^2 - 1 \right) \left( 1 - \eta_0^2 \right) \left( 1 - \eta^2 \right)}}{\left[ \sqrt{\left( \xi_1^2 - 1 \right) \left( 1 - \eta_0^2 \right)} - \sqrt{\left( \xi_0^2 - 1 \right) \left( 1 - \eta_0^2 \right)} \right]^2 + (\xi_1 \eta_1 - \xi_1 \eta_0)^2 \hat{t}} + \frac{\sqrt{\xi_1^2 - \eta_1^2}(\eta_1 - \xi_1 \xi_0)}{\left[ \left( \xi_1^2 - 1 \right) \left( 1 - \eta_0^2 \right) + (\xi_1 \eta_1 - \xi_1 \eta_0)^2 \right]} = 0.
\]
If both source and observation points are on the z-axis ($\eta_0 = \eta = 1$),

$$V_{s, o}^* = -\frac{\exp\{\text{ic}(\xi_0 + \xi - 2\xi_1)\}}{\sqrt{\xi_0 + \xi - 2\xi_1 + 2\xi_1(\xi_0 - \xi_1)(\xi - \xi_1)/(\xi_1^2 - 1)}}$$  \hspace{1cm} (11.19)

in the illuminated region and zero in the shadow.

A more refined approximation, in which an asymptotic expression for the diffracted field is retained, is available only for the source on the z-axis. In this case

$$V^* \sim V_{s, o}^* + V_d^*,$$  \hspace{1cm} (11.20)

where $V_{s, o}^*$ is given by eqs. (11.10, 15, 16, 17) and (LEVY and KELLER [1960]):

$$V_d^* = \frac{2^4 \exp\{\text{ic}_1\sin(\xi_1, 1/(\xi_1^2 - 1))^2\}}{\pi^2(4\text{i})^2} \exp\left[\text{ie}^{\xi_0}/(\xi_0^2 - \xi_1^2)\right] \left[\xi_0^2 - \xi_1^2(\xi_0^2 - 1)(\xi_1^2 - 1)(1 - \eta^2)^2\right]$$

$$\times \sum_{\eta = 0}^{\infty} \left[Ai(-\eta)^2 + \exp\{2\eta X_n(1, -1)\}\right],$$  \hspace{1cm} (11.21)

where

$$X_n(x, y) = \text{ic} \int_0^{\gamma} \sqrt{\xi_1^2 - \eta^2} \frac{d\eta}{1 - \eta^2},$$  \hspace{1cm} (11.22)

$$f_\eta(\eta_2) = (\xi_1^2 - \eta_2^2)^{T_1 - 1} \exp\left[-T_2 + X_n(\eta_1, \eta_2)\right]$$  \hspace{1cm} (11.23)

$$f_\eta(\eta_3) = (\xi_1^2 - \eta_3^2)^{T_3 - 1} \exp\left[-T_3 + X_n^+\right]$$  \hspace{1cm} (11.24)

$$X_n^+ = X_n(\eta_1, -1) + X_n(\eta_3, -1), \hspace{1cm} X_n^- = X_n(\eta_1, \eta_3).$$  \hspace{1cm} (11.25)

$X_n^+$ is to be chosen if $\xi_\eta + \xi_1 > 0$, and $X_n^-$ if $\xi_\eta + \xi_1 < 0$, $T_j = [(\xi_\eta - \xi_1)(1 - \eta^2)]^{1/2} + [(\xi_\eta - 1)(1 - \eta^2)]^{1/2}$,  \hspace{1cm} (11.26)

$j = 2, 3$ and the ambiguity of sign in $T$ is removed by choosing the minus sign if either $j = 2$, or $j = 3$ and $\xi_\eta + \xi_1 > 0$, and the plus sign if $j = 3$ and $\xi_\eta + \xi_1 < 0$, The coordinates $\eta_1, \eta_2, \eta_3$ are indicated in Fig. 11.2. Eq. (11.21) is valid if the observation point is away from both the z-axis and the surface $\xi = \xi_1$, and if the

Fig. 11.2. Geometry for the diffracted field.
product of the wave number $k$ and the radius of curvature of the surface $\xi = \xi_1$
at the end points $\eta = \pm 1$ is large compared to unity, i.e.

$$\frac{c(\xi_1^2-1)}{\xi_1} \gg 1.$$

(11.27)

The field on the surface $\xi = \xi_1$ may be obtained by applying the appropriate caustic corrections to eq. (11.21) (LEVY and KELLER [1960]).

For a point source at $(\xi_0, 1)$ on the $z$-axis at a large distance from a long, thin spheroid, such that

$$\xi_0^2 \gg 1, \quad c\xi_1 \gg 1, \quad \frac{c(\xi_1^2-1)}{\xi_1} \ll 1,$$

(11.28)

the field at a point $(\xi_1, \eta, \phi)$ on the surface of the spheroid and near the tip in the shadow region $(c(1+\eta) \ll 1)$ is given by the asymptotic expansion (GOODRICH and KAZARINOFF [1963]):

$$\frac{\hat{\mathcal{E}}}{c} (V^1 + V^\nu) \sim - \frac{c^{(1+\nu_0)}}{c\xi_0 (1 - \xi_1^2)^2 (1 - \eta^2)} \sum_{n=0}^N \sum_{m=0}^\infty \left( - \frac{i}{4c} \right)^n n! (-1)^m A_{nm},$$

(11.29)

where $N$ is the largest integer less than $c$, and

$$A = -\frac{1}{\log [c(1 - \xi_1^{-2})]}, \quad A_{nm} = \left[ \frac{A e^{2\pi i(n+1)}}{(4c)^{2n+1}} \right]^{2m};$$

(11.30)

while in the shadow and near the shadow boundary $(c(1+\eta) \gg 1)$:

$$\frac{\hat{\mathcal{E}}}{c} (V^1 + V^\nu) \sim - \frac{2A e^{i(1+\nu_0)}}{c\xi_0 (1 - \xi_1^2)^2 (1 - \eta^2)} \times \sum_{n=0}^N \sum_{m=0}^\infty (-1)^n A_{nm} \left[ (-1)^n \left( \frac{1+\eta}{1-\eta} \right)^{n+1} e^{-i\pi(1+\eta)} - \frac{i(n!)^2}{c(4c)^n} A \left( \frac{1+\eta}{1-\eta} \right)^{n+1} e^{i(1+\eta)} \right].$$

(11.31)

If only the first residue contribution ($n = 0$) to the surface field is considered, then (GOODRICH and KAZARINOFF [1963]):

$$\frac{\hat{\mathcal{E}}}{c} (V^1 + V^\nu) \sim - \frac{e^{i\pi\xi_0}}{c\xi_0 (1 - \eta^2)} \frac{A}{1 - \xi_1^2} \cos \left[ c(1+\eta) \right] e^{i\pi k L} \sum_{m=0}^\infty \left( \frac{iA}{4c} \right)^{2m} e^{2imL_m},$$

(11.32)

for $(c(1+\eta) \ll 1$ (near tip in shadow), and

$$\frac{\hat{\mathcal{E}}}{c} (V^1 + V^\nu) \sim 2A \frac{e^{i\pi\xi_0}}{c\xi_0 (1 - \eta^2)} \frac{1 + \eta}{1 - \xi_1^2} \frac{A}{1 - \eta} \left( \frac{iA}{4c} \right)^{2m} e^{i\pi k L_m} \left( 1 - \eta \right)^{2m+1} \left( \frac{1+\eta}{1+\eta} \right)^{2m+2},$$

(11.33)
in the shadow and near the shadow boundary \((c(1 + \eta) \gg 1)\), where

\[
I_1 = -\frac{c}{k} \eta, \quad I_2 = \frac{c}{k} (2 + \eta), \quad L = \frac{2c}{k}.
\] (11.34)

The parameter \(L\) is approximately equal to the length of a geodesic between the tips of the spheroid, whereas \(I_1\) and \(I_2\) can be approximately identified with the geodesic path lengths between the field point and those points of the shadow boundary which lie in the plane containing the field point and the \(x-z\) axis, as shown in Fig. 11.3. Thus the various terms in series (11.32) and (11.33) are easily interpreted in terms of creeping waves (GOODRICH and KAZARINOFF [1963]).

\[\text{Fig. 11.3. Creeping wave interpretation.}\]

11.2.2. Plane wave incidence

11.2.2.1. exact solutions

For incidence at an angle \(\zeta\) with respect to the positive \(z\)-axis, such that

\[
V^i = \exp \{ik(x \sin \zeta + z \cos \zeta)\},
\] (11.35)

then (SENIOR [1960]):

\[
V^i = -2 \sum_{m=-\infty}^{\infty} \sum_{n=-m}^{m} e^{i} \frac{R^{(1)}_{mn}(c, \xi_1)}{N_{mn}} \frac{R^{(3)}_{mn}(c, \xi) S_{mn}(c, \cos \zeta) S_{mn}(c, \eta) \cos \phi}{R^{(3)}_{mn}(c, \xi_1)}.
\] (11.36)

On the surface \(\zeta = \xi_1\):

\[
\zeta^2 (V^i + V^s) = \frac{2}{c(\xi_1^2 - 1)} \sum_{m=-\infty}^{\infty} \sum_{n=-m}^{m} e^{i} \frac{1}{N_{mn}} \frac{R^{(1)}_{mn}(c, \xi_1)}{R^{(3)}_{mn}(c, \xi_1)} S_{mn}(c, \cos \zeta) S_{mn}(c, \eta) \cos \phi.
\] (11.37)

In the far field \((\xi \to \infty)\):

\[
S = 2\pi \sum_{m=-\infty}^{\infty} \sum_{n=-m}^{m} \frac{e^{i}}{N_{mn}} \frac{R^{(1)}_{mn}(c, \xi_1)}{R^{(3)}_{mn}(c, \xi_1)} S_{mn}(c, \cos \zeta) S_{mn}(c, \eta) \cos \phi.
\] (11.38)

The total scattering cross section is

\[
\sigma_t = \frac{4\pi}{k^2} \sum_{m=-\infty}^{\infty} \sum_{n=-m}^{m} \frac{e^{i}}{N_{mn}} \left[ \frac{R^{(1)}_{mn}(c, \xi_1)}{R^{(3)}_{mn}(c, \xi_1)} S_{mn}(c, \cos \zeta) \right]^2.
\] (11.39)
Fig. 11.4. Amplitude and phase of surface field for end-on incidence with $\varepsilon = 5.0$ (Senior [1969]).
Fig. 11.5. Bistatic cross section normalized to $\sigma_{b.o.}$ as a function of $\theta = \arccos \eta$, for end-on incidence (Senior [1969]).
Fig. 11.6. Phase of back scattering coefficient $S$ for end-on incidence (Senior [1969]).
For axial incidence ($\zeta = \pi$):

$$V^* = -2 \sum_{n=0}^{\infty} \frac{i^n}{N_n} \frac{R_n^{(1)}(c, \xi_1)}{R_n^{(3)}(c, \xi_1)} \frac{1}{\xi_1^2 - 1} S_n(c, -1)S_n(c, \eta).$$

(11.40)

and on the surface $\xi = \xi_1$:

$$\hat{\xi} \cdot (V^* + V^*) = \frac{2}{\xi_1^2 - 1} \sum_{n=0}^{\infty} \frac{1}{N_n} \frac{1}{\xi_1^2 - 1} S_n(c, -1)S_n(c, \eta).$$

(11.41)

This last expression has been computed as a function of $\eta$ for selected values of $c$ and $\xi_1$, and its amplitude and phase are shown in Fig. 11.4. In the far field ($\xi \to \infty$):

$$S = 2i \sum_{n=0}^{\infty} \frac{1}{N_n} \frac{R_n^{(1)}(c, \xi_1)}{R_n^{(3)}(c, \xi_1)} S_n(c, -1)S_n(c, \eta).$$

(11.42)

![Graph showing normalized back scattering cross section for end-on incidence](image-url)
Fig. 11.8. Phase of forward scattering coefficient $S$ for end-on incidence (Senior [1969]).
The bistatic cross section normalized to the geometrical optics back scattering cross section $\sigma_{\text{geo}}$ is shown as a function of $\theta = \arccos \eta$ in Fig. 11.5, for selected values of $c\xi_1$ and of the length-to-width ratio. For the particular case of back scattering ($\eta = 1$), arg $S$ is plotted as a function of $c\xi_1$ for selected values of $\xi_1$ in Fig. 11.6. Corresponding values of the back scattering cross section, normalized to $\sigma_{\text{geo}}$, are shown in Fig. 11.7. For forward scattering ($\eta = -1$), arg $S$ is plotted as a function of $c\xi_1$ for selected values of $\xi_1$ in Fig. 11.8. Corresponding values of the forward scattering cross section, normalized to $\sigma_{\text{geo}}$, are shown in Fig. 11.9.

$$\frac{k^2}{\pi} A^2 = \pi \left[ \frac{c^2}{k} (\xi_1^2 - 1) \right]^2$$  \hfill (11.43)
where \( A \) is the area of the geometrical shadow, are shown in Fig. 11.9. The total scattering cross section is:

\[
\sigma_T = \frac{4\pi}{k^2} \sum_{n=0}^{\infty} \frac{1}{N_{np}} \left| R_{np}^{(1)}(e, \xi) \right|^2 \left( R_{np}^{(3)}(e, \xi) \right| S_{np}(e, -1) \right|^2.
\] (11.44)

The total scattering cross section normalized to \( 2A \) is shown in Fig. 11.10.

![Fig. 11.10. Normalized total scattering cross section for end-on incidence (Senior [1969]).](image)

**11.2.2. LOW FREQUENCY APPROXIMATIONS**

For incidence at an angle \( \xi \) with respect to the positive z-axis, such that

\[
1^+ = \exp \{ ik(x \sin \xi + z \cos \xi) \},
\] (11.45)

then (Aveni and Kleinman [1967]):

\[
1^+ = e^{ikx} \sum_{n=0}^{\infty} \frac{(-ik)^n}{n!} (\xi - \eta)^n \sum_{m=0}^{\infty} \frac{c_{n,m} Q_{n,m}(\xi) I_{n,m}(\eta)}{(n-m)!} \cos \theta.
\] (11.46)
where \( C^{m}_{i_0,k,j} = C^{m}_{i,k,j} \) and \( C^{m}_{i,k,j} \) is given by the recurrence relations:

\[
C^{m+1}_{i,k,j} = \frac{2}{h(h+1)j(j+1)2h-1} \left[ h(h-1)j(j-1)C^{m}_{i-1,k-1,j} - \frac{j(j-1)}{2j-1} C^{m}_{i,k-1,j-1} + \frac{(j+1)(j+l+1)}{2j+3} C^{m}_{i,k,j+1} - \frac{(h+1)(h+l+1)}{2h+3} C^{m}_{i+1,k,j} \right]
\]  
(11.47)

for \( h \neq j \) and \( m = 0, 1, 2, \ldots \):

\[
C^{m+1}_{i,j,j} = -\sum_{k=0}^{\infty} \frac{Q^m_0}{Q_j^m} C^{m+1}_{i,k,j} + A^{m+1}_{j,i}
\]  
(11.48)

for \( m = 0, 1, 2, \ldots \), where \( \sum' \) indicates that the term \( h = j \) is omitted from the summation; and

\[
C^{0}_{0,0,0} = A^{0}_{0,0,0}.
\]  
(11.49)

In the far field \( (\xi \to \infty) \):

\[
S = c \sum_{n=0}^{r} \sum_{m=0}^{n} \frac{(-i\xi)^n}{(n-m)!} \sum_{j=0}^{m} C^{m}_{0,0,j} P_j^m(\eta) \cos k \xi.
\]  
(11.51)

Starting from the exact series solution, BURKE [1966a] has computed \( S \) through terms \( O(k^6) \) for arbitrary angles of incidence and observation.

For axial incidence \((\xi = \pi)\):

\[
1^\circ = e^{i\eta} \sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{(-i\xi)^n}{(n-m)!} \sum_{j=0}^{m} C^{m}_{0,0,j} Q^m_0 P_j(\eta).
\]  
(11.52)

and in the far field \( (\xi \to \infty) \):

\[
S = -c \sum_{n=0}^{r} (-i \eta)^n u_n.
\]  
(11.53)

where

\[
u_n = -\sum_{m=0}^{n} \frac{(\xi - \eta)^{n-m}}{(n-m)!} \sum_{j=0}^{m} C^{m}_{0,0,j} P_j(\eta).
\]  
(11.54)

In particular (SINUSH [1960]):

\[
u_0 = P_0(\eta).
\]  
(11.55)
\[ u_1 = \left( \frac{P_0}{Q_0} \right)^2 P_0(\eta). \] (11.56)

\[ u_2 = \frac{1}{9} \left( \frac{P_0}{Q_0} \right)^2 P_2(\eta) + \frac{1}{3} \frac{P_1}{Q_1} P_1(\eta) - \left( \frac{P_0}{Q_0} \right)^2 \left( \frac{P_0}{Q_0} \right)^2 - \frac{2}{3} \frac{P_1}{Q_1} + \frac{2}{9} P_0(\eta). \] (11.57)

\[ u_3 = \frac{1}{9} \left( \frac{P_0}{Q_0} \right)^2 P_2(\eta) + \left( \frac{P_0}{Q_0} \right)^2 \left( \frac{P_0}{Q_0} \right)^2 - \frac{2}{3} \frac{P_1}{Q_1} + \frac{1}{3} P_0(\eta). \] (11.58)

\[ u_4 = \frac{1}{525} \frac{P_0}{Q_0} P_4(\eta) + \frac{1}{75} \frac{P_1}{Q_1} P_3(\eta) - \frac{4}{45} \frac{P_2}{Q_2} + \frac{1}{6} \frac{P_1}{Q_1} + \frac{4}{25} \] \[ - \frac{1}{9} \left( \frac{P_0}{Q_0} \right)^2 \left( \frac{P_0}{Q_0} \right)^2 - \frac{1}{3} \frac{P_1}{Q_1} - \frac{16}{63} \] \[ + \frac{1}{25} \left( \frac{P_3}{Q_3} - \frac{P_1}{Q_1} \right) + \frac{1}{9} \left( \frac{P_3}{Q_3} - \frac{P_1}{Q_1} \right) + \frac{4}{3} \frac{P_1}{Q_1}. \] (11.59)

\[ u_5 = \frac{1}{525} \left( \frac{P_0}{Q_0} \right)^2 P_4(\eta) + \frac{1}{9} \left( \frac{P_0}{Q_0} \right)^2 \left( \frac{P_0}{Q_0} \right)^2 - \frac{2}{3} \frac{P_1}{Q_1} + \frac{23}{63} \] \[ - \frac{1}{27} \left( \frac{P_3}{Q_3} \right)^2 P_3(\eta) - \frac{2}{75} \left( \frac{P_3}{Q_3} \right)^2 \frac{P_3}{Q_3} + \frac{4}{3} \frac{P_1}{Q_1} \left( \frac{P_0}{Q_0} \right)^2 - \frac{1}{18} \frac{Q_3}{Q_0} - \frac{1}{3} \frac{P_1}{Q_1} + \frac{58}{225} - \frac{5}{9} \left( \frac{P_0}{Q_0} \right)^2 - \frac{127}{2025} P_0(\eta). \] (11.60)

where \( P_j = P_j(\xi) \) and \( Q_j = Q_j(\xi) \). The radius of convergence of eq. (11.53), regarded as a power series in \( c_{\xi_1} \), is indicated in Fig. 11.11.

Fig. 11.11. Radius of convergence of low frequency expansion for end-on incidence (Senior [1961]).
Fig. 11.12. Normalized back scattering cross section at end-on incidence for 10 : 1 and 2 : 1 spheroids (ASVESTAS and KLEINMAN [1967]).
Fig. 11.13. Normalized forward scattering cross section at end-on incidence for 10:1 and 2:1 spheroids (Avresits and Kleinman [1967]).
The back scattering cross section normalized to $\sigma_{b.o.}$ computed using seven and nine terms in the low frequency expansion (i.e. $n_{\text{max}} = 6$ and 8) is shown for two typical cases in Fig. 11.12, whereas the forward scattering cross section $\sigma(\pi)$ normalized to the quantity given in eq. (11.43), and computed using eight and ten terms in the low frequency expansion is shown for the same two typical cases in Fig. 11.13.

11.2.2.3. HIGH FREQUENCY APPROXIMATIONS

For the scattered field, no specific results are available for arbitrary incidence, but for axial incidence, such that

$$V^1 = e^{-ikz},$$

the geometrical optics scattered field at a point $(\xi, \eta, \phi)$ located in the illuminated region $((\xi^2-1)(1-\eta^2) > (\xi_1^2-1)$ with $\eta < 0$) is:

$$V_{b.o.}^s = -\exp\{ic(F-\xi_1\eta_1)\} \left[\left(1 + \frac{2F^2}{(\xi^2-\eta^2)}\right)\left(1 + \frac{2\xi_1^2 G}{\xi^2-\eta^2}\right)\right]^{-\frac{1}{2}},$$

where $F$ and $G$ are given by eqs. (11.15) and (11.17), and $\eta_1$ is the positive root of eq. (11.18) with $\xi_0 = \infty$. In the geometrical shadow $V_{b.o.}^s = 0$. In the far field ($\xi \to \infty$):

$$S_{b.o.} = \frac{c(\xi_1^2-\eta_1^2)}{2\xi_1} \exp\{-ic[\xi_1\eta_1(1+\eta)+\xi_1((\xi_1^2-1)(1-\eta^2))]\}. \quad (11.62)$$

In particular, if the observation point is on the $z$-axis ($\eta = 1$):

$$V_{b.o.}^s = -\frac{\xi_1^2-1}{2\xi_1^2-\xi^2-1} e^{ic(-2\xi_1)}, \quad (11.63)$$

and in the far field ($\xi \to \infty$):

$$S_{b.o.} = -\frac{c(\xi_1^2-1)}{2\xi_1} e^{-2ic\xi_1}, \quad (11.64)$$

so that the geometrical optics back scattering cross section is:

$$\sigma_{b.o.} = \frac{\pi e^2}{k^2} (\xi_1-\xi_1^{-1})^2. \quad (11.65)$$

A more refined approximation, in which the dominant term in the asymptotic expression for the diffracted field is retained, is available only for the far back scattered field at end-on incidence (Liu and Keller [1960]). In this case ($\eta = 1, \xi \to \infty$):

$$S = -\frac{c(\xi_1^2-1)}{2\xi_1} e^{-2ic\xi_1} \left[1 + \frac{2(ic)^4\xi_1^4}{(\xi_1^2-1)[Ai(-x_1)]^2} \exp\left[j\pi + 2ic\xi_1 + 
\int_0^{\xi_1^2-1} \frac{\xi_1^2-\eta^2}{1-\eta^2} d\eta + \exp\left[\pi i c x_1^{1/2} \left((\xi_1^2-1)(1-\eta^2)\right)^{1/2} \right. \int_0^{\xi_1^2-1} \left. (\xi_1^2-\eta^2)^{-1/2} d\eta \right] \right]\right].$$

\[ (11.66) \]
where
\[ \alpha_1 = 2.33810 \ldots, \quad \text{Ai}(-\alpha_1) = 0.70121 \ldots \] (11.68)

The total scattering cross section for end-on incidence \( (\zeta = \pi) \) is (Jones [1957]):
\[ \sigma_T \approx \frac{2\pi e^2}{k^2} (\zeta_1^2 - 1)(1 + 0.9962[c(\zeta_1 - \zeta_1^{-1})]^{-4}); \] (11.69)

this results in a good approximation if
\[ c(\zeta_1 - \zeta_1^{-1}) \gg 1. \] (11.70)

For broadside incidence \( (\zeta = \frac{1}{2}\pi) \), such that
\[ \psi = e^{ikx}, \] (11.71)

the total scattering cross section is (Jones [1957]):
\[ \sigma_T \approx \frac{2\pi e^2}{k^2} \zeta_1 \sqrt{\zeta_1^2 - 1}[1 + 0.9962b(c\sqrt{(\zeta_1^2 - 1)})^{-4}], \] (11.72)

where \( b \) is the hypergeometric function:
\[ b = {}_2F_1(-\frac{3}{2}, \frac{1}{2}; 1; \zeta_1^{-2}). \] (11.73)

The result (11.72) is a good approximation if
\[ c\sqrt{(\zeta_1^2 - 1)} \gg 1. \] (11.74)

Values of \( b \) for a few length-to-width ratios are tabulated in the following:

<table>
<thead>
<tr>
<th>major axis</th>
<th>1 : 1</th>
<th>5 : 4</th>
<th>5 : 3</th>
<th>5 : 2</th>
<th>5 : 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>minor axis</td>
<td>b = 1</td>
<td>0.874</td>
<td>0.761</td>
<td>0.673</td>
<td>0.608</td>
</tr>
</tbody>
</table>

11.2.2.4. SHAPE APPROXIMATION

For a spheroid whose surface \( \xi = \xi_1 \) is defined in terms of the spherical polar coordinates \( (r_1, \theta_1, \phi_1) \) by the equation
\[ r_1 = a \left( \frac{\zeta_1^2 - 1}{\zeta_1^2 - \cos^2 \theta_1} \right)^{\frac{1}{4}}, \] (11.75)

and is such that
\[ \zeta_1^2 - 1 \gg 1, \] (11.76)

i.e. the spheroid departs only infinitesimally from the sphere \( r_1 = a \), the scattered field may be expressed as a perturbation of the solution for this sphere.

For incidence at an angle \( \zeta \) with respect to the positive z-axis, such that
\[ 1^+ = \exp \{ik(\chi \sin \zeta + z \cos \zeta)\}, \] (11.77)
then

$$V_n \sim - \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{(n-m)!}{(n+m)!} \frac{r^n}{h_n^{(1)}(ka)} \left[ (2n+1)j_n(ka) + \frac{i}{\xi_n^2 - 1} a_m(\xi) \right] h_n^{(1)}(kr) \times P_n^m(\cos \zeta)P_n^m(\cos \theta) \cos m\phi + O[(\xi_n^2 - 1)^{-2}],$$

(11.78)

where

$$a_m(\xi) = \frac{1}{kah_n^{(1)}(ka)} \left[ \frac{(2n+1)(n^2+n-1+m^2)}{(2n-1)(2n+3)} \right. + \frac{(n+m-1)(n+m)}{2(2n-1)} \frac{h_n^{(1)}(ka)}{h_n^{(1)}(ka) - P_n^m(\cos \zeta)} + \frac{(n-1)(n+m+2)}{2(2n+3)} \frac{h_n^{(1)}(ka)}{h_n^{(1)}(ka) - P_n^m(\cos \zeta)} \right].$$

(11.79)

In the far back scattered field ($r \to \infty, \theta = \pi - \zeta, \phi = \pi$):

$$S \sim \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{(n-m)!}{(n+m)!} \frac{r^n}{h_n^{(1)}(ka)} \left[ i(2n+1)j_n(ka) - \frac{1}{\xi_n^2 - 1} a_m(\xi) \right] \times [P_n^m(\cos \zeta)]^2 + O[(\xi_n^2 - 1)^{-2}].$$

(11.80)

For axial incidence ($\zeta = \pi$):

$$V_n \sim - \sum_{n=0}^{\infty} \frac{(-1)^n}{kah_n^{(1)}(ka)} \left[ (2n+1)j_n(ka) + \frac{i}{\xi_n^2 - 1} a_m(\pi) \right] h_n^{(1)}(kr)P_n^m(\cos \theta) + O[(\xi_n^2 - 1)^{-2}],$$

(11.81)

where

$$a_m(\pi) = \frac{1}{kah_n^{(1)}(ka)} \left[ \frac{(2n+1)(n^2+n)}{(2n-1)(2n+3)} + \frac{n(n-1)}{2(2n-1)} \frac{h_n^{(1)}(ka)}{h_n^{(1)}(ka) - P_n^m(\cos \zeta)} + \frac{(n+1)(n+2)}{2(2n+3)} \frac{h_n^{(1)}(ka)}{h_n^{(1)}(ka) - P_n^m(\cos \zeta)} \right].$$

(11.82)

and in the far back scattered field:

$$S \sim \sum_{n=0}^{\infty} \frac{(-1)^n}{h_n^{(1)}(ka)} \left[ i(2n+1)j_n(ka) - \frac{1}{\xi_n^2 - 1} a_m(\pi) \right] + O[(\xi_n^2 - 1)^{-2}].$$

(11.83)

11.3. Acoustically hard spheroid

11.3.1. Point sources

11.3.1.1. EXACT SOLUTIONS

For a point source at $r_0 = (\xi_0, \eta_0, \phi_0)$, such that

$$V_1 = e^{ikr_0},$$

(11.84)
then (Morse and Feshbach [1953]):

\[ V^1 + V^2 = G(r, r_0) = 2i \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \frac{e_m}{N_{mn}} \left[ R^{(1)}(c, \xi \xi) - \frac{R^{(1)}(c, \xi \xi)}{R^{(3)}(c, \xi \xi)} R^{(3)}(c, \xi \xi) \right] \]

\[ \times R^{(3)}(c, \xi \xi) S_{mn}(c, \eta_0) S_{mn}(c, \eta) \cos m(\phi - \phi_0). \]  

(11.85)

On the surface \( \xi = \xi_1 \):

\[ V^1 + V^2 = \frac{2}{c(\xi_1^2 - 1)} \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \frac{e_m}{N_{mn}} R^{(3)}(c, \xi_0) \]

\[ \times S_{mn}(c, \eta_0) S_{mn}(c, \eta) \cos m(\phi - \phi_0). \]  

(11.86)

In the far field \( (\xi \to \infty) \):

\[ V^1 + V^2 = 2 e^{ikr} \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \frac{(-i)^n}{N_{nn}} \left[ R^{(1)}(c, \xi \xi) - \frac{R^{(1)}(c, \xi \xi)}{R^{(3)}(c, \xi \xi)} R^{(3)}(c, \xi \xi) \right] \]

\[ \times R^{(3)}(c, \xi \xi) S_{mn}(c, 1) S_{mn}(c, \eta). \]  

(11.87)

When the source is on the positive z-axis \( (\eta_0 = 1) \):

\[ V^1 + V^2 = 2 e^{ikr} \sum_{n=-\infty}^{\infty} \frac{1}{N_{nn}} \left[ R^{(1)}(c, \xi \xi) - \frac{R^{(1)}(c, \xi \xi)}{R^{(3)}(c, \xi \xi)} R^{(3)}(c, \xi \xi) \right] \]

\[ \times R^{(3)}(c, \xi \xi) S_{mn}(c, 1) S_{mn}(c, \eta). \]  

(11.88)

In particular, if the field point is on the surface \( \xi = \xi_1 \):

\[ V^1 + V^2 = \frac{2}{c(\xi_1^2 - 1)} \sum_{n=-\infty}^{\infty} \frac{1}{N_{nn}} R^{(3)}(c, \xi_0) S_{mn}(c, 1) S_{mn}(c, \eta). \]  

(11.89)

whereas in the far field \( (\xi \to \infty) \):

\[ V^1 + V^2 = 2 e^{ikr} \sum_{n=-\infty}^{\infty} \frac{(-i)^n}{N_{nn}} \left[ R^{(1)}(c, \xi \xi) - \frac{R^{(1)}(c, \xi \xi)}{R^{(3)}(c, \xi \xi)} R^{(3)}(c, \xi \xi) \right] S_{nn}(c, 1) S_{nn}(c, \eta). \]  

(11.90)

11.3.1.2. LOW FREQUENCY APPROXIMATIONS

General methods (e.g. Ar and Kleinman [1966], Noble [1962], Morse and Feshbach [1953]) for the derivation of terms in the low frequency expansion are applicable to this case; however, no specific results are as yet available.

11.3.1.3. HIGH FREQUENCY APPROXIMATIONS

For a point source at \( (\xi_0, \eta_0, 0) \), such that

\[ V^1 = e^{ikr} \]

(11.91)

the geometrical optics scattered field at a point \( (\xi, \eta, \phi = 0 \text{ or } \pi) \) located in the illuminated region and in the plane containing the source and the z-axis is:
where $F$, $F_0$, $G$ and $\eta_1$ were defined in Section 11.2.1.3. In the geometrical shadow $V_{s,o}^* = 0$. If both source and observation points are on the $z$-axis ($\eta_0 = \eta = 1$),

$$V_{s,o}^* = \frac{\exp\{ic(\xi_0 + \xi - 2\xi_1)\}}{c[\xi_0 + \xi - 2\xi_1 + 2\xi_1(\xi_0 - \xi_1)(\xi - \xi_1)/((\xi_1 - 1)]}$$

in the illuminated region and zero in the shadow.

A more refined approximation, in which an asymptotic expression for the diffracted field is retained, is available only for the source on the $x$-axis. In this case

$$V^* = V_{s,o}^* + V_d^*,$$

where $V_{s,o}^*$ is given by eqs. (11.92, 15, 16, 17) and (LEVY and KELLER [1960]):

$$V_d^* = \frac{2\exp\{\frac{i}{2}\gamma_1\pi\}(\xi_1 - 1)}{\pi^3(4\pi)^{3/2}} \frac{\exp\{ic(\xi_0 - \xi)/((\xi_0 - \xi_1)(\xi - \xi_1))\}}{((\xi_0 - \xi_1)(\xi_0 - 1)(\xi - 1)(1 - \eta))}$$

$$\times \sum_{n=0}^{\infty} \beta_n [\exp\{2\pi\alpha(1, -1)\}],$$

where

$$\mathcal{R}_a(x, \beta) = \frac{ic}{\pi} \int_{y}^{y+2\pi} \frac{\eta^2 - \eta^2}{1 - \eta^2} \sin^{1/2}(\xi_0 - \xi_1 - 1) \frac{d\eta}{\sqrt{(\xi_0 - \xi_1 - 1)(1 - \eta^2})},$$

$$\hat{f}_a(\eta_2) = (\xi_1 - \xi_2)^4 \hat{T}_2^{-1} \exp\{icT_2 + \mathcal{R}_a(\eta_1, \eta_2)\},$$

$$\hat{f}_a(\eta_3) = (\xi_1 - \xi_3)^4 \hat{T}_3^{-1} \exp\{icT_3 + \mathcal{R}_a\},$$

$$\mathcal{R}_a^* = \mathcal{R}_a(\eta_1, -1) + \mathcal{R}_a(\eta_3, -1), \quad \mathcal{R}_a^* = \mathcal{R}_a(\eta_1, \eta_2).$$

$\mathcal{R}_a^*$ is to be chosen if $\xi_\eta + \xi_1 > 0$, and $\mathcal{R}_a^*$ if $\xi_\eta + \xi_1 < 0$.

$$T_j = \left[\sqrt{((\xi_0 - \xi_1)^2 + \sqrt{((\xi_0 - 1)(1 - \eta_0^2))} + \sqrt{((\xi_0 - 1)(1 - \eta_0^2))}}\right]^{-1},$$

$j = 2, 3$ and the ambiguity of sign in $T$ is removed by choosing the minus sign if either $j = 2$, or $j = 3$ and $\xi_\eta + \xi_1 > 0$, and the plus sign if $j = 3$ and $\xi_\eta + \xi_1 < 0$. The coordinates $\eta_1$, $\eta_2$ and $\eta_3$ are indicated in Fig. 11.2. Equation (11.95) is valid if the observation point is away from both the $x$-axis and the surface $\xi = \xi_1$, and if the product of the wave number $k$ and the radius of curvature of the surface $\xi = \xi_1$ at the end points $\eta = \pm 1$ is large compared to unity, i.e.

$$\frac{c(\xi_1 - 1)}{\xi_1} \gg 1.$$
For a point source \((\zeta_0, 1)\) on the \(z\)-axis at a large distance from a long, thin spheroid, such that
\[
\zeta_0^2 \gg 1, \quad c^2 \gg 1, \quad \frac{c(\xi^2 - 1)}{\xi} \ll 1, \quad (11.102)
\]
the field at a point \((\xi, \eta, \phi)\) on the surface of the spheroid and near the tip in the shadow region \((c(1+\eta) \ll 1)\) is given by the asymptotic expansion (GOODRICH and KAZARINOFF [1953]):
\[
V^1 + V^s \sim \frac{e^{i\xi(1+\xi)}}{c\xi_0 \sqrt{(1-\eta^2)}} \sum_{n=0}^{N} \sum_{m=0}^{\infty} \left(\frac{n}{4c}\right)^n n! B_{mn}, \quad (11.103)
\]
where \(N\) is the largest integer less than \(c\), and
\[
B_{mn} = \left[\frac{e^{i\eta n}}{(2(4c)^n \sqrt{(1-\xi^2)}}\right]^{4m}; \quad (11.104)
\]
while in the shadow and near the shadow boundary \((c(1+\eta) \gg 1)\):
\[
V^1 + V^s \sim -\frac{e^{i\xi(1+\xi)}}{c\xi_0 \sqrt{(1-\eta^2)}} \sum_{n=0}^{N} \frac{B_{mn}}{1+\eta} \left[(-1)^n \left(\frac{1+\eta}{1-\eta}\right)^{n+1} e^{-ic(1+\eta)} +
\right]
\]
\[
+ \frac{(n!)^2}{(4c)^{2n}} \left(\frac{1-\xi^2}{1+\eta}\right)^{n+1} e^{ic(1+\eta)}\right]. \quad (11.105)
\]
If only the first residue contribution \((n = 0)\) to the surface field is considered, then
\[
V^1 + V^s \sim \frac{e^{i\xi_0}}{c\xi_0 \sqrt{(1-\eta^2)}} \frac{\cos \left[\xi(1+\eta)\right]}{\sqrt{(1-\eta^2)}} e^{ikl_1} \sum_{m=0}^{\infty} \left(\frac{1}{1-\eta}\right)^{2m} e^{2ikLm}, \quad (11.106)
\]
for \(c(1+\eta) \ll 1\) (near tip in shadow), and
\[
V^1 + V^s \sim -\frac{e^{i\xi_0}}{c\xi_0 \sqrt{(1-\eta^2)}} \sum_{m=0}^{\infty} \left(\frac{1}{1-\eta}\right)^{2m} \left[\left(\frac{1+\eta}{1-\eta}\right) e^{ik(l_1+2Lm)} +
\right]
\]
\[
+ \frac{1}{1+\eta} \left(\frac{1-\xi^2}{1+\eta}\right) e^{ik(l_2+2Lm)}\right] \quad (11.107)
\]
in the shadow and near the shadow boundary \((c(1+\eta) \gg 1)\), where
\[
l_1 = -\frac{c}{k} \eta, \quad l_2 = \frac{c}{k} (2+\eta), \quad L = \frac{2c}{k}. \quad (11.108)
\]
The parameter \(L\) is approximately equal to the length of a geodesic between the tips of the spheroid, whereas \(l_1\) and \(l_2\) can be approximately identified with the geodesic path lengths between the field point and those points of the shadow boundary which lie in the plane containing the field and the \(z\)-axis, as shown in Fig. 11.3. Thus the various terms in series (11.106) and (11.107) are easily interpreted in terms of creeping waves.
11.3.2. Plane wave incidence

11.3.2.1. Exact Solutions

For incidence at an angle $\zeta$ with respect to the positive $z$-axis, such that

$$V^i = \exp \{i k (x \sin \zeta + z \cos \zeta)\},$$

then (Senior [1960]):

$$V^i = -2 \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{i^n}{N_{mn}} r_{R_n}^{(1)}(c, \xi) r_{R_n}^{(3)}(c, \xi) S_{mn}(c, \cos \zeta) S_{mn}(c, \eta) \cos m\phi. \quad (11.110)$$

On the surface $\zeta = \xi_1$:

$$V^i + V^s = -\frac{2}{c(\xi_1^2 - 1)} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{i^{n+1}}{N_{mn} R_{R_n}^{(1)}(c, \xi_1)} \frac{1}{R_{R_n}^{(3)}(c, \xi_1)} S_{mn}(c, \cos \zeta) S_{mn}(c, \eta) \cos m\phi. \quad (11.111)$$

In the far field ($\xi \to \infty$):

$$S = 2i \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{i_m}{N_{mn}} \frac{r_{R_n}^{(1)}(c, \xi_1)}{R_{R_n}^{(3)}(c, \xi_1)} S_{mn}(c, \cos \zeta) S_{mn}(c, \eta) \cos m\phi. \quad (11.112)$$

Spence and Granger [1951] computed $|S|/(c\xi_1)$ as a function of $\theta = \arccos \eta$ for $\xi_1 = 1.005, 1.020, 1.044, 1.077$ with $\zeta = \tau^0(30^\circ)90^\circ, c = 1(1)3$.

The total scattering cross section is:

$$\sigma_t = \frac{4\pi}{k^2} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{i_{mn}}{n_{mn}} \left[ \frac{r_{R_n}^{(1)}(c, \xi_1)}{R_{R_n}^{(3)}(c, \xi_1)} S_{mn}(c, \cos \zeta) \right]^2. \quad (11.113)$$

The total scattering cross section normalized to 2.4, where

$$A = \frac{4\pi d^2}{\sqrt{\left(\xi_1^2 - 1\right)(\xi_1^2 - \cos^2 \zeta)}} \quad (11.114)$$

is the area of the geometrical shadow, has been computed by Spence and Granger [1951] for selected values of $\xi_1$ and $\zeta$, and is shown in Fig. 11.14.

For axial incidence ($\zeta = \pi$):

$$V^s = -2 \sum_{n=0}^{\infty} \frac{i^n}{N_{an}} \frac{r_{R_a}^{(1)}(c, \xi)}{r_{R_n}^{(3)}(c, \xi_1)} r_{R_n}^{(3)}(c, \xi) S_{an}(c, -1) S_{an}(c, \eta), \quad (11.115)$$

and on the surface $\zeta = \xi_1$:

$$V^i + V^s = -\frac{2}{c(\xi_1^2 - 1)} \sum_{n=0}^{\infty} \frac{i^{n+1}}{N_{an} r_{R_n}^{(1)}(c, \xi_1)} \frac{1}{r_{R_n}^{(3)}(c, \xi_1)} S_{an}(c, -1) S_{an}(c, \eta). \quad (11.116)$$

Amplitude and phase of the surface field are shown for typical values of $c$ and $\xi_1$ in Fig. 11.15. In the far field ($\xi \to \infty$):

$$S = 2i \sum_{n=0}^{\infty} \frac{1}{N_{an} r_{R_n}^{(1)}(c, \xi_1)} S_{an}(c, -1) S_{an}(c, \eta). \quad (11.117)$$
Fig. 11.14. Normalized total scattering cross section $\frac{\sigma_T}{2A}$ for (a) $\xi = 1.005$, (b) $\xi = 1.020$, (c) $\xi = 1.044$ and (d) $\xi = 1.077$ (SPENCE and GRANGER [1951]).

The bistatic cross section normalized to the geometrical optics back scattering cross section $\sigma_{s.o.}$ is shown as a function of $\theta = \arccos \eta$ in Fig. 11.16, for selected values of $c\xi_1$ and of the length-to-width ratio. Computed results of $|S|/(c\xi_1)$ were given by SPENCE and GRANGER [1951], as previously mentioned. Using an integral equation approach for his numerical computations, BRUNDRIT [1965] has plotted $|S|$ as a function of $\xi = \arccos \eta$ for $c\xi_1 = 1, 2, 3$ and length-to-width ratios varying from 1:1 to 5:1. For the particular case of back scattering ($\eta = 1$), $\arg S$ is plotted as a function of $c\xi_1$ for selected values of $\xi_1$ in Fig. 11.17. Corresponding values of the back scattering cross section, normalized to $\sigma_{s.o.}$, are shown in Fig. 11.18. For forward scattering ($\eta = -1$), $\arg S$ is plotted as a function of $c\xi_1$ for selected values of $\xi_1$ in Fig. 11.19. Corresponding values of the forward scattering cross section, normalized to the quantity of eq. (11.43), are shown in Fig. 11.20.
Fig. 11.15. Amplitude and phase of surface field for end-on incidence with \( c = 5.0 \) (Senior [1969]).
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The total scattering cross section is
\[ \sigma_T = \frac{4\pi}{k^2} \sum_{n=0}^{\infty} \frac{1}{N_{an}} \left[ \left| R_{an}^{(1)}(c, \xi_1) \right| \right]^2. \]  
(11.118)

The normalized cross section \( \sigma_T/\lambda \) is shown for selected values of \( \zeta_1 \) in Fig. 11.14 and for selected length-to-width ratios in Fig. 11.21. BRUNDIT [1965] has plotted \( \sigma_T \) as a function of \( c\xi_1 (c\xi_1 < 8) \) for length-to-width ratios varying from 1:1 to 5:1.

### 11.3.2.2. LOW FREQUENCY APPROXIMATIONS

For incidence at an angle \( \zeta \) with respect to the positive \( z \)-axis, such that
\[ V^1 = \exp \{ik(x \sin \zeta + z \cos \zeta)\}, \]  
(11.119)
then (ASVESTAS and KLEINMAN [1967]):
\[ V^1 = e^{ikz} \sum_{n=0}^{\infty} \sum_{m=-n}^{n} (-i)^n (\xi_1 - \eta)^{n-m} \left( \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \sum_{j=0}^{\infty} C_{n,k,l}^m Q_{l}(\xi) P_{l}(\eta) \cos l\phi \right). \]  
(11.120)
Fig. 11.17. Phase of back scattering coefficient $S$ for end-on incidence (Senior [1969]).
Fig. 11.18. Normalized back scattering cross section for end-on incidence (Senior [1969]).
Fig. 11.19. Phase of forward scattering coefficient $S$ for end-on incidence (Senbst [1969]).
11.3 ACOUSTICALLY HARD SPHEROID

Fig. 11.20. Normalized forward scattering cross section for end-on incidence (Suo and Tor (1986c)).

where $C_{i,j} = C_{i,j}^m$ and $C_{i,j}^m$ is given by the recurrence relations:

$$C_{i,j}^{m+1} = \frac{2}{h(h+1) - j(j+1)} \left[ \frac{h(h-l)}{2h-1} C_{i,j}^{m,1} - \frac{j(j-l)}{2j-1} C_{i,j}^{m,j-1} + \frac{(j+1)(j+l+1)}{2j+3} C_{i,j}^{m,j+1} \right].$$  \hspace{1cm} (11.121)

for $h \neq j$ and $m = 0, 1, 2, \ldots$;

$$C_{i,j}^{m+1} = \sum_{k=1}^{m} Q_{i,j}^{k} C_{i,k}^{m+1} + \sum_{k=0}^{m} Q_{i,j}^{k} C_{i,k}^{m} + A_{i,j}^{m+1},$$  \hspace{1cm} (11.122)
for $m = 0, 1, 2, \ldots$, where $\sum'$ indicates that the term $h = j$ is omitted from the summation; and

$C_{0,0,0}^0 = A_{0,0}^0 = 0$.  

(11.123)

$$
A_{j,l}^m = 0, \quad \text{for } m+j \text{ odd},
$$

$$
A_{j,l}^m = \sum_{l=1}^{\infty} \frac{(\xi_1 - \cos \zeta)^{m-l}}{(m-j)!(m+j+1)!} (j-l)! Q_j^l(\xi_1) (j+l)!
\times \left\{ \xi_1 \cos \zeta \left[ (m-j)(j-l+1)P_{j-l-1}^l \left( \frac{1-\xi_1 \cos \zeta}{\xi_1 - \cos \zeta} \right) \right] + 
+ (j+l)(m+j+1)P_{j+1}^l \left( \frac{1-\xi_1 \cos \zeta}{\xi_1 - \cos \zeta} \right) \right\}.
$$
\[
- \frac{\xi_1 \sin \zeta}{\sqrt{\xi_1^2 - 1}} \left[ (j+l)(m+j+1) \left( p_{j-1}^{m+1} \left( \frac{1 - \xi_1 \cos \zeta}{\xi_1 - \cos \zeta} \right) - \right) \right. \\
\left. -(j+l)(j+l-1)p_{j-1}^{m+1} \left( \frac{1 - \xi_1 \cos \zeta}{\xi_1 - \cos \zeta} \right) \right] \\
-(m-j)(j-l+1) \left( p_{j+1}^{m+1} \left( \frac{1 - \xi_1 \cos \zeta}{\xi_1 - \cos \zeta} \right) \right) \\
-(j-j+1)(j-l+2)p_{j+1}^{m+1} \left( \frac{1 - \xi_1 \cos \zeta}{\xi_1 - \cos \zeta} \right), \quad \text{for } m+j \text{ even.}
\] (11.124)

In the far field (\( \zeta \to \infty \)):

\[
S = c \sum_{n=0}^{\infty} \sum_{m=0}^{n} (\xi_1 - \eta)^{n-m} \sum_{l=0}^{m} \sum_{j=0}^{m} C_{n-m,j} \eta P_{j}(\eta) \cos \theta.
\] (11.125)

Starting from the exact series solution, BUKKE [1966b] has computed \( S \) through terms \( O(k^5) \) for arbitrary angles of incidence and observation.

For axial incidence (\( \zeta = \pi \)):

\[
V^\infty = e^{i\xi \ell} \sum_{n=0}^{\infty} \sum_{m=0}^{n} (\xi_1 - \eta)^{n-m} \sum_{l=0}^{m} \sum_{j=0}^{m} C_{n-m,j} \eta P_{j}(\eta),
\] (11.126)

and in the far field (\( \zeta \to \infty \)):

\[
S = -c \sum_{n=0}^{\infty} (-ic)^n u_n,
\] (11.127)

where

\[
u_n = -\sum_{m=0}^{n} \frac{(\xi_1 - \eta)^{n-m}}{(n-m)!} \sum_{j=0}^{m} C_{n-m,j} \eta P_{j}(\eta).
\] (11.128)

In particular (SENIOR [1960]):

\[
u_0 = u_1 = 0,
\] (11.129)
\[
u_2 = \frac{1}{3} P_1^1 P_1(\eta) + \frac{1}{9} P_2^1 P_0(\eta),
\] (11.130)
\[
u_3 = 0,
\] (11.131)
\[
u_4 = \frac{1}{75} P_1^1 P_3(\eta) + \frac{1}{81} \left( \frac{4}{5} P_1^2 + \frac{1}{27} P_2^1 \right) P_2(\eta) + \frac{1}{75} \left( \frac{1}{Q_1^1} - \frac{Q_1^1}{Q_1^1} + 4 \right) P_1(\eta) +
\] \[
+ \frac{1}{3} \left[ \frac{1}{27} Q_0^1 \frac{1}{Q_1^1} - \frac{1}{27} \frac{Q_1^1}{Q_0^1} + \frac{9}{2} \frac{P_1^1}{Q_0^1} - \frac{16}{7} \right] P_0(\eta),
\] (11.132)
\[
u_5 = -\frac{1}{27} \left( \frac{P_1^1}{Q_1^1} \right)^2 P_1(\eta) + \frac{1}{81} \left( P_2^1 \right)^2 P_0(\eta),
\] (11.133)
where $P_j = P_j(\xi_j)$ and $Q_j = Q_j(\xi_j)$. The radius of convergence of eq. (11.127), regarded as a power series in $c_{\xi_1}$, is indicated in Fig. 11.22. The back scattering cross section normalized to $\sigma_{\text{f.o.}}$, computed using seven and nine terms in the low frequency expansion (i.e. $n_{\text{max}} = 6$ and 8) is shown for two typical cases in Fig. 11.23.

Fig 11.22. Radius of convergence of low frequency expansion for end-on incidence (SENIOR [1961]).

whereas the forward scattering cross section $\sigma(\pi)$ normalized to the quantity given in eq. (11.43), and computed using eight and ten terms in the low frequency expansion is shown for the same two typical cases in Fig. 11.24.

11.3.2.3. HIGH FREQUENCY APPROXIMATIONS

For the scattered field, no explicit results are available for arbitrary incidence, but for axial incidence, such that

$$V^1 = e^{-ikz},$$

the geometrical optics scattered field at a point $(\xi, \eta, \phi)$ located in the illuminated region $\{(\xi^2 - 1)(1 - \eta^2) > (\xi^2_{\text{f}} - 1)\text{ with } \eta < 0\}$ is:

$$V_{\text{g.o.}} = \exp\left\{ic(\xi - \eta_1)\right\} \left[1 + \frac{2F^2}{\left(\xi^2_{\text{f}} - \eta^2_1\right)G^2} \right]^{-1},$$

where $F$ and $G$ are given by eqs. (11.15) and (11.17), and $\eta_1$ is the positive root of eq. (11.18) with $\xi_0 = \infty$. In the geometrical shadow $V_{\text{g.o.}} = 0$. In the far field $(z \to \infty)$:

$$S_{\text{g.o.}} = \frac{c(\xi^2_{\text{f}} - \eta^2_1)}{2\xi_{\text{f}}} \exp\{-ic[\xi_1(1 + \eta) + \sqrt{(\xi^2_1 - 1)(1 - \eta^2)}]\}. $$
Fig. 11.23. Normalized back scattering cross section at end-on incidence for 10:1 and 2:1 spheroids (Asvestas and Kleinman [1967]).
In particular, if the observation point is on the z-axis ($\eta = 1$):

$$V_{k.o.} = \frac{\xi^2 - 1}{2\xi S_1 - \xi^2} e^{i\sigma_1}$$

(11.137)

and in the far field ($\xi \to \infty$):

$$S_{k.o.} = \frac{e^{\left(\frac{\xi^2 - 1}{2\xi S_1}\right)}}{e^{-2i\sigma_1}}$$

(11.138)

so that the geometrical optics back scattering cross section is still given by eq. (11.66).

A more refined approximation, in which an asymptotic expression for the diffracted field is retained, is available for the surface field and for the back scattered field. In both cases

$$V^\ast = V_{k.o.}^\ast + V_d^\ast$$

(11.139)
On the surface $\xi = \xi_1$ (Levy and Keller [1960]):

$$V_d = \frac{\xi_1^2}{[(\xi_1^2 - \eta^2)(1 - \eta^2)]^{1/2}} \sum_{\alpha = 1}^{\infty} \exp \left[ \frac{\xi_1^2}{2} \right] \exp \left[ \frac{\xi_1^2}{2} \right] \beta_\alpha \text{Ai}(-\beta_\alpha)(1 + \exp \left[ \frac{2\xi_1^2}{1 - \eta^2} \right]), \quad (11.140)$$

where $\mathcal{R}_d(x, \beta)$ is given by eq. (11.96). In the far back scattered field ($\eta = 1$, $\xi \to \infty$) (Levy and Keller [1960]):

$$S = \frac{c(\xi_1^2 - 1)}{2\xi_1} e^{-2i\xi_1\theta} \left\{ 1 - \frac{2c(1 + \xi_1^2)\beta_1}{(\xi_1^2 - 1)^4 \beta_1 \text{Ai}(-\beta_1)^2} \exp \left[ \frac{1}{2} \left( 2i(\xi_1^2 - 1) \right)^{1/2} \int \frac{d\eta}{(\xi_1^2 - \eta^2)(1 - \eta^2)} \right] \right\},$$

![equation with integral](image)

where

$$\beta_1 = 1.01879 \ldots, \quad \text{Ai}(-\beta_1) = 0.53565 \ldots \quad (11.142)$$

If we require that the diffracted field contribution in eq. (11.141) be at most one fifth of the geometrical optics contribution, the following inequalities must be satisfied (Crispin et al. [1963]):

<table>
<thead>
<tr>
<th>$\xi_1/\sqrt{\xi_1^2 - 1}$</th>
<th>$10 : 1$</th>
<th>$8 : 1$</th>
<th>$5 : 1$</th>
<th>$2 : 1$</th>
<th>$4 : 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c\xi_1$</td>
<td>575</td>
<td>375</td>
<td>160</td>
<td>33</td>
<td>14</td>
</tr>
<tr>
<td>$c(\xi_1^2 - 1)/\xi_1$</td>
<td>5.75</td>
<td>5.86</td>
<td>6.40</td>
<td>8.25</td>
<td>10.05</td>
</tr>
</tbody>
</table>

The total scattering cross section for end-on incidence ($\zeta = \pi$) is (Jones [1957]):

$$\sigma_\tau \sim \frac{2\pi c^2}{k^2} (\xi_1^2 - 1)(1 - 0.8640[c(\xi_1 - 1)]^{-1}); \quad (11.143)$$

this result is a good approximation if

$$c(\xi_1 - 1) \gg 1. \quad (11.144)$$

For broadside incidence ($\zeta = 1/2\pi$), such that

$$\psi = e^{i\eta}, \quad (11.145)$$

the total scattering cross section is (Jones [1957]):

$$\sigma_\tau \sim \frac{2\pi c^2}{k^2} \xi_1 \xi_1^{-1} \left[ 1 - 0.8640b(c\xi_1^{-1} - 1)^{-4} \right]. \quad (11.146)$$

where $b$ is the hypergeometric function of eq. (11.73); the result (11.146) is a good approximation if

$$b(\xi_1 - 1) \gg 1. \quad (11.147)$$

Values of $b$ for a few length-to-width ratios are tabulated at the end of Section 11.2.2.3.
11.3.2.4. SHAPE APPROXIMATION

For a spheroid whose surface $\xi = \xi_1$ is defined in terms of the spherical polar coordinates $(r_1, \theta_1, \phi_1)$ by the equation

$$r_1 = a \left( \frac{\xi_1^2-1}{\xi_1^2-\cos^2 \theta_1} \right)^{1/4},$$

(11.148)

and is such that

$$\xi_1^2-1 \gg 1,$$

(11.149)

i.e. the spheroid departs only infinitesimally from the sphere $r_1 = a$, the scattered field may be expressed as a perturbation of the solution for this sphere.

For incidence at an angle $\psi$ with respect to the positive $z$-axis, such that

$$V^i = \exp \{ ik(x \sin \psi + z \cos \psi)\},$$

(11.150)

then

$$V^i \sim -\sum_{m=0}^{\infty} \sum_{n=-m}^{m} \frac{j_{n}^{m}(ka)}{h_{n}^{(1)}(ka)} \left[ \frac{(2n+1)}{(n+m)!} \frac{i^{n}}{\xi_1^{2}-1} b_{mn}(\xi_1) \right]$$

$$\times h_{n}^{(1)}(kr)P_{n}^{m}((a \xi_1 \cos \psi) \cos \alpha) + O[(\xi_1^2-1)^{-2}].$$

(11.151)

where

$$b_{mn}(\xi_1) = \frac{1}{(ka)^{2}h_{n}^{(1)}(ka)} \left[ (2n+1)(ka)^{2}(n^2+n-1+m^2)-n^2(n+1)^2-m^2(n^2+n-3) \right] +$$

$$+ \frac{(n+m-1)(n+m)(2k^2a^2-n^2+n+2)}{2(2n-1)} \frac{h_{n}^{(1)}(ka)}{P_{n-2}^{m}(\cos \xi_1)} +$$

$$+ \frac{(n-m+1)(n-m+2)(2k^2a^2-n^2-3n)}{2(2n+3)} \frac{h_{n}^{(1)}(ka)}{P_{n+2}^{m}(\cos \xi_1)},$$

(11.152)

In the far back scattered field ($r \to \infty$, $\theta = \pi - \zeta$, $\phi = \pi$):

$$S \sim \sum_{m=0}^{\infty} \sum_{n=-m}^{m} \frac{j_{n}^{m}(ka)}{h_{n}^{(1)}(ka)} \left[ i(2n+1)j_{n}(ka) - \frac{1}{\xi_1^{2}-1} b_{mn}(\xi_1) \right]$$

$$\times \left[ P_{n}^{m}(\cos \xi_1) \right]^{2} + O[(\xi_1^2-1)^{-2}].$$

(11.153)

For axial incidence ($\zeta = \pi$):

$$V^i \sim -\sum_{n=0}^{\infty} \frac{(-1)^{n}}{h_{n}^{(1)}(ka)} \left[ (2n+1)j_{n}(ka) + \frac{i}{\xi_1^{2}-1} h_{n}(\pi) \right]$$

$$\times h_{n}^{(1)}(kr)P_{n}(\cos \theta) + O[(\xi_1^2-1)^{-2}],$$

(11.154)

where

$$h_{n}(\pi) = \frac{1}{(ka)^{2}h_{n}^{(1)}(ka)} \left[ (2n+1)(ka)^{2}(n^2+n-1)-n^2(n+1)^2 \right] +$$

$$+ \frac{n(n-1)(k^2a^2-n^2+n+2)}{2(2n-1)} \frac{h_{n}^{(1)}(ka)}{h_{n-2}^{(1)}(ka)} + \frac{(n+1)(n+2)(k^2a^2-n^2-3n)}{2(2n+3)} \frac{h_{n+2}^{(1)}(ka)}{h_{n+2}^{(1)}(ka)},$$

(11.155)
11.4 Perfectly conducting spheroid

11.4.1. Dipole sources

11.4.1.1. Exact solutions

Results are available only in the case of a dipole on the z-axis and axially oriented. For an electric dipole at \((\xi_0, \eta_0 = 1)\) with moment \(4\pi / k\xi\), corresponding to an incident electric Hertz vector \(\mathbf{E}^\text{inc} = kR\), such that

\[
H_\phi^i = -k^2 c Y \frac{e^{ikR}}{kR} \left(1 - \frac{1}{ikR}\right) \frac{1}{kR} \sqrt{((\xi^2 - 1)(1 - \eta^2))},
\]

\[
H_\zeta^i = H_\zeta^i = E_\phi^i = 0.
\]

then (Belkina [1957]):

\[
H_\phi^i + H_\phi^i = \frac{2k^2 Y}{\sqrt{((\xi_0^2 - 1)(\xi_0^2 - 1))}} \sum_{n=0}^{\infty} (-i)^{n+1} \frac{1}{\rho_{1n} N_{1n}} \left[R_{1n}^{(1)}(\xi, \xi) - \frac{(\xi/\xi_0)(R_{1n}^{(1)}(\xi, \xi_0), (\xi_0^2 - 1))}{(\xi/\xi_0)(R_{1n}^{(1)}(\xi, \xi_0), (\xi_0^2 - 1))} \frac{(\xi/\xi_0)(R_{1n}^{(3)}(\xi, \xi_0), (\xi_0^2 - 1))}{(\xi/\xi_0)(R_{1n}^{(3)}(\xi, \xi_0), (\xi_0^2 - 1))}\right] S_{1n}(c, \eta).
\]

On the surface \(\xi = \xi_1\):

\[
H_\phi^i + H_\phi^i = \frac{2k^2 Y}{\sqrt{((\xi_0^2 - 1)(\xi_0^2 - 1))}} \sum_{n=0}^{\infty} (-i)^{n+1} \frac{1}{\rho_{1n} N_{1n}} \frac{1}{\sqrt{((\xi_0^2 - 1)(\xi_0^2 - 1))}}
\]

\[
\times \left[R_{1n}^{(1)}(\xi, \xi_0) - \frac{(\xi/\xi_0)(R_{1n}^{(1)}(\xi, \xi_0), (\xi_0^2 - 1))}{(\xi/\xi_0)(R_{1n}^{(1)}(\xi, \xi_0), (\xi_0^2 - 1))} \frac{(\xi/\xi_0)(R_{1n}^{(3)}(\xi, \xi_0), (\xi_0^2 - 1))}{(\xi/\xi_0)(R_{1n}^{(3)}(\xi, \xi_0), (\xi_0^2 - 1))}\right] S_{1n}(c, \eta).
\]

In the far field \((\xi \to \infty)\):

\[
H_\phi^i + H_\phi^i = \frac{2k^2 Y}{\sqrt{((\xi_0^2 - 1)(\xi_0^2 - 1))}} \sum_{n=0}^{\infty} (-1)^n \frac{1}{\rho_{1n} N_{1n}} \frac{1}{\sqrt{((\xi_0^2 - 1)(\xi_0^2 - 1))}}
\]

\[
\times \left[R_{1n}^{(1)}(\xi, \xi_0) - \frac{(\xi/\xi_0)(R_{1n}^{(1)}(\xi, \xi_0), (\xi_0^2 - 1))}{(\xi/\xi_0)(R_{1n}^{(1)}(\xi, \xi_0), (\xi_0^2 - 1))} \frac{(\xi/\xi_0)(R_{1n}^{(3)}(\xi, \xi_0), (\xi_0^2 - 1))}{(\xi/\xi_0)(R_{1n}^{(3)}(\xi, \xi_0), (\xi_0^2 - 1))}\right] S_{1n}(c, \eta).
\]

If the dipole is on the surface \((\xi_0 = \xi_1)\):

\[
H_\phi^i + H_\phi^i = -\frac{2k^2 Y}{\sqrt{((\xi_1^2 - 1)(\xi_1^2 - 1))}} \sum_{n=0}^{\infty} (-1)^n \frac{1}{\rho_{1n} N_{1n}} \left[R_{1n}^{(1)}(\xi, \xi) S_{1n}(c, \eta)\right].
\]

If also the observation point is on the surface \((\xi = \xi_1)\):

\[
H_\phi^i + H_\phi^i = -\frac{2k^2 Y}{\sqrt{((\xi_1^2 - 1)(\xi_1^2 - 1))}} \sum_{n=0}^{\infty} (-1)^n \frac{1}{\rho_{1n} N_{1n}} \left[R_{1n}^{(1)}(\xi, \xi) S_{1n}(c, \eta)\right].
\]
whereas in the far field ($\xi \to \infty$):

$$H_\phi^r + H_\phi^t = \frac{e^{i \xi}}{\xi^2 - 1} \sum_{n=0}^{\infty} (-1)^n \frac{1}{\rho_{1n} N_{1n}} \frac{S_{1n}(c, \eta)}{(\partial/\partial \xi)(R^{(1)}(c, \xi_1) \sqrt{\xi_1^2 - 1})}. \quad (11.163)$$

**Hatcher and Leitner** [1954] have computed the quantity

$$\left| \frac{c}{2(\xi_1^2 - 1)} \sum_{n=0}^{\infty} (-1)^n \frac{1}{\rho_{1n} N_{1n}} \frac{S_{1n}(c, \eta)}{(\partial/\partial \xi)(R^{(3)}(c, \xi_1) \sqrt{\xi_1^2 - 1})} \right|^2 \quad (11.164)$$

for $c = 1, 2$ and $3$ with $\xi_1 = 1.005, 1.020, 1.044$ and $1.077$. **Belkina** [1957] has obtained the shape of the radiation pattern for $c = 0.9804, 3, 5$ and $7$ with $\xi_1 = 1.000081, 1.005037, 1.02, 1.154700$ and $1.341641$.

For a magnetic dipole at $(\zeta_0, \eta_0 = 1)$ with moment $(4\pi/k)\zeta$, corresponding to an incident magnetic Hertz vector $\mathbf{e}^{ikR}/(kR)$, such that

$$E_\phi^i = k^2 c Z \frac{e^{ikR}}{kR} \left(1 - \frac{1}{ikR}\right) \frac{1}{kR} \sqrt{((\zeta^2 - 1)(1 - \eta^2))},$$

then

$$E_\phi^r + E_\phi^t = - \frac{2k^2 Z}{\sqrt{(\zeta_0^2 - 1)}} \sum_{n=0}^{\infty} (-i)^{n-1} \frac{1}{\rho_{1n} N_{1n}} \times \left[ R^{(1)}(c, \zeta_0) - \frac{R^{(3)}(c, \zeta_1)}{R^{(3)}(c, \xi_1)} \right] R^{(3)}(c, \zeta_0) S_{1n}(c, \eta). \quad (11.166)$$

On the surface $\xi = \xi_1$:

$$H_\phi^r + H_\phi^t = \frac{2k^2}{e^2 \sqrt{((\zeta_0^2 - 1)(\zeta_0^2 - 1)(1 - \eta^2))}} \sum_{n=0}^{\infty} (-i)^{n-1} \frac{1}{\rho_{1n} N_{1n}} \frac{R^{(3)}(c, \zeta_0)}{R^{(3)}(c, \xi_1)} S_{1n}(c, \eta). \quad (11.167)$$

In the far field ($\zeta \to \infty$):

$$E_\phi^r + E_\phi^t = \frac{e^{i \xi}}{\xi^2 - 1} \sum_{n=0}^{\infty} (-1)^n \frac{1}{\rho_{1n} N_{1n}} \times \left[ R^{(1)}(c, \zeta_0) - \frac{R^{(3)}(c, \zeta_1)}{R^{(3)}(c, \xi_1)} \right] S_{1n}(c, \eta). \quad (11.168)$$

If the dipole is on the surface $(\zeta_0 = \zeta_1)$, the electromagnetic field components are identically zero everywhere.

**11.4.1.2. LOW FREQUENCY APPROXIMATIONS**

A general procedure for the determination of successive terms in the low frequency expansion of the scattered field has been given by **Stevenson** [1953a]; however, no specific results are available.
11.4.1.3. HIGH FREQUENCY APPROXIMATIONS

Although the geometrical and physical optics approximations to the scattered field are derivable by standard techniques, no specific results are available.

11.4.2. Plane wave incidence

11.4.2.1. EXACT SOLUTIONS

For arbitrary direction of incidence, the coefficients in the vector wave function expansion of the scattered field must be determined from an infinite set of infinite systems of equations (Reitlinger [1957]); no specific results have been found. In the particular case of end-on incidence ($\xi = \pi$), the coefficients may be obtained by the inversion of a single infinite matrix (Schultz [1950]); this method has been used to compute $\sigma / \sigma_{\text{geo}}$ for a 10:1 spheroid at selected values of $\epsilon \xi$ (Sigel et al. [1956]), as shown in Fig. 11.25.

Experimental data for back scattering and bistatic cross sections are available only for isolated values of the parameters involved (see Sagator [1964]). One of the more
complete sets is for end-on incidence on a 2:1 spheroid (Moffatt and Kennaugh [1956]), and is shown in Fig. 11.26. Moffatt [1965] has measured the back scattering cross section as a function of $\zeta$ for a 2:1 spheroid with $c_1^\epsilon = 1.0(0.5)9.0$; his results for two values of $c_1^\epsilon$ are shown in Fig. 11.27.

---

**Fig. 11.26.** Measured back scattering cross section for end-on incidence on a 2:1 spheroid (Moffatt and Kennaugh [1965]).

### 11.4.2.2. LOW FREQUENCY APPROXIMATIONS

Using the general procedure for the determination of the low frequency expansion given by Stevenson [1953a], explicit results have been obtained for the far field corresponding to a plane wave incident in an arbitrary direction and with arbitrary polarization such that

$$E^i = (l_1 \hat{x} + m_1 \hat{y} + n_1 \hat{z}) e^{i(k_{L} - c_{1}^\epsilon \omega t)}$$

$$H^i = Y(l_2 \hat{x} + m_2 \hat{y} + n_2 \hat{z}) e^{i(k_{L} - c_{2}^\epsilon \omega t)}$$

(11.169)
Fig. 11.27. Measured back scattering cross section normalized to the square of the wavelength (in db) as a function of the angle of incidence, for a 2 : 1 spheroid with either $\mathcal{H}$ or $\mathcal{E}$ parallel to the plane of incidence (MOFFATT [1965]).

where $(l, m, n), (l_1, m_1, n_1)$ and $(l_2, m_2, n_2)$ are three sets of direction cosines satisfying the relations

$$l_1 \hat{x} + m_1 \hat{y} + n_1 \hat{z} = (l_2 \hat{x} + m_2 \hat{y} + n_2 \hat{z}) \land (l \hat{x} + m \hat{y} + n \hat{z}),$$

$$l_2 \hat{x} + m_2 \hat{y} + n_2 \hat{z} = (l \hat{x} + m \hat{y} + n \hat{z}) \land (l_1 \hat{x} + m_1 \hat{y} + n_1 \hat{z}).$$

(11.170)

The scattered electric field in the far zone may be written as:

$$E^s_{\theta} = e^{i \frac{kr}{r}} \sum_{m}^\infty \sum_{n=0}^\infty \left[ \left( \bar{\gamma}_{mn} \frac{\partial P^m_n(\cos \theta)}{\partial \theta} + m \bar{\beta}_{mn} \frac{P^m_n(\cos \theta)}{\sin \theta} \right) \cos m \phi + \left( \beta_{mn} \frac{\partial P^m_n(\cos \theta)}{\partial \theta} - m \bar{\beta}_{mn} \frac{P^m_n(\cos \theta)}{\sin \theta} \right) \sin m \phi \right],$$

(11.171)

$$E^s_{\phi} = -e^{i \frac{kr}{r}} \sum_{m}^\infty \sum_{n=0}^\infty \left[ \left( \bar{\gamma}_{mn} \frac{\partial P^m_n(\cos \theta)}{\partial \theta} - m \bar{\beta}_{mn} \frac{P^m_n(\cos \theta)}{\sin \theta} \right) \cos m \phi + \left( \beta_{mn} \frac{\partial P^m_n(\cos \theta)}{\partial \theta} + m \bar{\beta}_{mn} \frac{P^m_n(\cos \theta)}{\sin \theta} \right) \sin m \phi \right],$$

(11.172)

where $(r, \theta, \phi)$ are the spherical polar coordinates of the observation point and the incident electric field has unit amplitude. Expressions have been worked out (STEVenson [1953b]) for the coefficients $\bar{\gamma}_{mn}$, $\beta_{mn}$, $\bar{\alpha}_{mn}$ and $\beta_{mn}$ through terms $O(k^5)$. Explicitly,

$$\chi_{01} = k^3 K_1 + k^5 L_3,$$

(11.173)

$$\chi_{02} = -k^3 (M_1 + M_2 - 2M_3),$$

(11.174)

$$\chi_{03} = -k^3 \nu \kappa^2 K_1,$$

(11.175)

$$\chi_{11} = k^3 K_1 + k^5 L_3,$$

(11.176)

$$\chi_{12} = k^3 N_2.$$  

(11.177)
\[ a_{13} = -\frac{1}{9} k^5 d^3 K_1, \]  
\[ \beta_{11} = k^3 K_2 + k^5 L_2, \]  
\[ \beta_{12} = \frac{1}{6} k^5 N_1, \]  
\[ \beta_{13} = -\frac{1}{9} k^5 d^3 K_2, \]  
\[ \alpha_{22} = -\frac{1}{6} k^5 (M_2 - M_1), \]  
\[ \beta_{22} = \frac{1}{6} k^5 N_3, \]  

with all other coefficients zero through \( O(k^5) \). The corresponding "barred" quantities are obtained by "barring" the \( K_j, L_j, M_j \) and \( N_j, j = 1, 2 \) or 3. The \( K_j, L_j, M_j \) and \( N_j \) and their "barred" analogues are complicated functions of the direction and polarization of the incident field, and of the spheroid parameters, and their expressions are given by (Stevenson [1953b], Senior [1966b]):

\[ K_1 = -\frac{1}{12} d^3 \frac{p_1}{Q_1}, \]  
\[ K_2 = -\frac{1}{12} d^3 m_1 \frac{p_1}{Q_1}, \]  
\[ K_3 = \frac{1}{2} d^3 n_1 \frac{p_0}{Q_1}, \]  
\[ L_1 = \frac{1}{2} d^3 m_1 \frac{p_1}{Q_1} \left( l_1 \left[ 22 - 5(t^2 + m^2) + \frac{4}{3} \left( \frac{p_1}{p_1} - \frac{Q_1}{Q_1} \right) - \frac{50}{3} \frac{Q_1}{Q_1} \right] + 5mn_2 \right), \]  
\[ L_2 = \frac{1}{2} d^3 m_1 \frac{p_1}{Q_1} \left( l_1 \left[ 22 - 5(m^2 + n^2) + \frac{4}{3} \left( \frac{p_1}{p_1} - \frac{Q_1}{Q_1} \right) - \frac{50}{3} \frac{Q_1}{Q_1} \right] + 5nl_2 \right), \]  
\[ L_3 = \frac{1}{2} d^3 n_1 \frac{p_0}{Q_1} \left[ 14 + 5(t^2 + m^2) - 4 \left( \frac{p_0}{p_0} - \frac{Q_0}{Q_0} \right) + 7 \frac{Q_0}{Q_0} \right], \]  
\[ M_1 = \frac{1}{6} d^5 \left[ 6(l_1 - mn_1) \frac{p_1}{Q_1} - \frac{Q_0}{Q_0} \right], \]  
\[ M_2 = \frac{1}{6} d^5 \left[ 6(mn_1 - n_1) \frac{p_1}{Q_1} - l_1 \frac{p_1}{Q_1} \right], \]  
\[ M_3 = \frac{1}{6} d^5 \left[ mn_1 \frac{p_0}{Q_0} \right], \]  
\[ N_1 = \frac{1}{2} d^5 \left[ (mn_1 + mn_1) \frac{p_1}{Q_1} + 5l_2 \frac{p_1}{Q_1} \right]. \]
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\[ N_1 = -\frac{1}{2\pi\sqrt{d^3}} \left((nl_1+ln_1)\frac{P_{l_1}^1}{Q_1^1} + 5m_2\frac{P_{l_2}^1}{Q_1^1}\right), \]  
(11.194)

\[ N_2 = \frac{1}{2\pi d^3} \left((lm_1+ml_1)\frac{P_{l_2}^2}{Q_2^2}\right), \]  
(11.195)

where the argument of the Legendre functions is \( \zeta_1 \). The constants \( K_j, L_j, M_j \) and \( N_j \) are obtained from the corresponding unbarred quantities by making the substitutions

\[ (l_1, m_1, n_1) \rightarrow (l_2, m_2, n_2), \]  
(11.196)

\[ (l_2, m_2, n_2) \rightarrow -(l_1, m_1, n_1), \]

and by replacing the Legendre functions with their first derivatives and vice versa.

In the particular case of end-on incidence, such that

\[ E^1 = i\rho e^{-ikz}, \quad H^1 = -jYe^{-ikz}, \]  
(11.197)

eqs. (11.171) and (11.172) reduce to:

\[ E^s = \frac{e^{ikr}}{kr} \sum_{n=1}^{\infty} \left[ \left( x_{1n} \frac{\partial P_{l_1}^1(\cos \theta)}{\partial \theta} + \beta_{1n} \frac{P_{l_1}^1(\cos \theta)}{\sin \theta} \right) \cos \phi \Phi - \left( x_{1n} \frac{\partial P_{l_1}^1(\cos \theta)}{\partial \theta} + \beta_{1n} \frac{P_{l_1}^1(\cos \theta)}{\sin \theta} \right) \sin \phi \Phi \right], \]  
(11.198)

with

\[ x_{11} = -\frac{1}{2} c^3 \frac{P_{l_1}^1}{Q_1^1} \left[ 1 - \frac{1}{6} c^2 \left( 22 - 10 \frac{Q_{l_2}^1}{Q_1^1} \right) \right], \]  
(11.199)

\[ x_{12} = 2\frac{1}{6} c^5 \left( \frac{P_{l_2}^1}{Q_2^1} - 5 \frac{P_{l_1}^1}{Q_1^1} \right), \]  
(11.200)

\[ x_{13} = \frac{2}{6} c^5 \left( \frac{P_{l_1}^1}{Q_1^1} \right), \]  
(11.201)

\[ \beta_{11} = \frac{1}{2} c^3 \left( \frac{P_{l_1}^1}{Q_1^1} \right) \left[ 1 - \frac{1}{6} c^2 \left( 22 - 10 \frac{Q_{l_2}^1}{Q_1^1} - 40 \frac{Q_2^1}{Q_1^1} \right) \right], \]  
(11.202)

\[ \beta_{12} = -\frac{1}{2} c^5 \left( \frac{P_{l_2}^1}{Q_2^1} - 5 \frac{P_{l_1}^1}{Q_1^1} \right), \]  
(11.203)

\[ \beta_{13} = -\frac{1}{2} c^5 \left( \frac{P_{l_1}^1}{Q_1^1} \right), \]  
(11.204)

where the argument of the Legendre functions is \( \zeta_1 \), and all other coefficients are zero through \( O(c^4) \).

By retaining only the dominant term \( O(c^4) \) in eq. (11.198), and specializing to the case \( \theta = 0 \), we obtain the Rayleigh back scattering cross section (STRUTT [1897]):
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A numerical approximation to eq. (11.205) has been proposed by Siegel [1959] in the form:

$$\sigma \sim \frac{4}{\pi} k^2 v^2 \left(1 + \frac{\exp\left(-\sqrt{(1-\xi_i^2)}\right)}{\pi\sqrt{(1-\xi_i^2)}}\right)^2,$$

(11.206)

where $v = \frac{4}{3} \pi \rho^3 (\xi_i^2 - 1)$ is the volume of the spheroid.

The dominant term of the near-zone ($kr \ll 1$) field for both axial ($\zeta = \pi$) and broadside ($\zeta = \frac{\pi}{2}$) incidence has been given by Lord Rayleigh (Strutt [1897]).

11.4.2.3. HIGH FREQUENCY APPROXIMATIONS

For a wave of arbitrary polarization incident from the half-plane $\phi = 0$ at an angle $\zeta$ with the positive $z$-axis, the geometrical optics bistatic cross section in the direction $(\theta = \arccos \eta, \phi = 0)$ is (Crispin et al. [1959]):

$$\sigma_{g.o.}(\theta) = \pi (\frac{d\xi_i}{2})^2 \left[\frac{\xi_i^2 - 1}{\xi_i^2 - \cos^2(\frac{\pi}{2}(\zeta - \theta))}\right]^2.$$

(11.207)

For axial incidence ($\zeta = \pi$), the back scattering cross section is

$$\sigma_{g.o.} = \sigma_{g.o.}(0) = \pi \left[\frac{d(\xi_i^2 - 1)}{2\xi_i}\right]^2,$$

(11.208)

whereas in a direction arbitrarily close to forward scattering ($\theta \to \pi$):

$$\sigma_{g.o.}(\pi) = \pi (\frac{d\xi_i}{2})^2.$$

(11.209)

An expression for the physical optics bistatic cross section is available for a receiver in the plane containing the direction of incidence and the $z$-axis (Siegel et al. [1955]), viz.

$$\sigma_{p.o.}(\theta) = \sigma_{g.o.}(\theta) \left[1 - 2 \frac{\sin (2M)}{2M} + \frac{\sin^2 M}{M^2}\right],$$

(11.210)

where

$$M = c \sin (\frac{1}{2}(\zeta + \theta)), \frac{\xi_i^2 - \cos^2 (\frac{\pi}{2}(\zeta - \theta))}{\sin (\zeta - \theta)}.$$  

(11.211)

this result is only valid if $\zeta$ and $\theta$ satisfy the condition:

$$\tan \frac{1}{2}(\zeta + \theta) = -2 \frac{\xi_i^2 - \cos^2 (\frac{\pi}{2}(\zeta - \theta))}{\sin (\zeta - \theta)}.$$  

(11.212)

A more refined approximation, in which an asymptotic expression for the diffracted field is retained, is available only for the far back scattered field with axial incidence ($\eta = 1, \zeta \to \infty, \zeta = \pi$). If this case, if

$$E^1 = \xi e^{-ik}$$  

$$H^1 = -\hat{y} Ye^{-ikz},$$

(11.213)
then (Levy and Keller [1960]):

\[
S = - \frac{c(\xi_1^2 - 1)}{2\xi_1} e^{-2ic\xi_1} \left(1 + 2(\xi_1^2 - 1)^{-\frac{1}{2}}\right) \\
\times \exp \left(\frac{1}{2} \pi + 2ic\xi_1 + 2ie \int_0^1 \sqrt{\frac{\xi_1^2 - \eta^2}{1 - \eta^2}} d\eta \right) \\
\times \left[\left(\text{Ai}'(-\xi_1)\right)^{-2} \exp \left(\frac{2i\pi}{\xi_1^2\sqrt{(\xi_1^2 - 1)}} \int_0^1 \sqrt{\frac{d\eta}{((\xi_1^2 - \eta^2)(1 - \eta^2))}} \right) - \\
-\beta_1^{-1}(\text{Ai}'(-\beta_1))^{-2} \exp \left(\frac{2i\pi}{\xi_1^2\sqrt{(\xi_1^2 - 1)}} \int_0^1 \sqrt{\frac{d\eta}{((\xi_1^2 - \eta^2)(1 - \eta^2))}} \right)\right],
\]

(11.214)

where \(\xi_1, \beta_1, \text{Ai}'(-\xi_1)\) and \(\text{Ai}'(-\beta_1)\) are defined in eqs. (11.68) and (11.142).

The total scattering cross section for end-on incidence (\(\zeta = \pi\)) is (Jones [1957]):

\[
\sigma_T \sim \frac{2\pi c^2}{k^2} (\xi_1^2 - 1)(1 + 0.0661[c(\xi_1 - \xi_1^{-1})]^{-\frac{1}{2}});
\]

(11.215)

this result is a good approximation if

\[
c(\xi_1 - \xi_1^{-1}) \gg 1.
\]

(11.216)

For broadside incidence (\(\zeta = \frac{\pi}{2}\)), the total scattering cross section is

\[
\sigma_T \sim \frac{2\pi c^2}{k^2} \xi_1 \sqrt{\xi_1^2 - 1}(1 + (c\sqrt{\xi_1^2 - 1})^{-\frac{1}{2}}[0.9301\beta - 0.8640b])
\]

(11.217)

if \(E^1\) is parallel to the z-axis, and

\[
\sigma_T \sim \frac{2\pi c^2}{k^2} \xi_1 \sqrt{\xi_1^2 - 1}(1 + (c\sqrt{\xi_1^2 - 1})^{-\frac{1}{2}}[0.9301(1 - \xi_1^{-2}) - 0.8640b])
\]

(11.218)

if \(H^1\) is parallel to the z-axis (Jones [1957]); the quantity \(b\) is the hypergeometric function

\[
b = 2F_1\left(\frac{3}{2}, \frac{5}{2}; \xi_1^2\right).
\]

(11.219)

whereas \(b\) is given by eq. (11.73). In particular, one has the following numerical values:

<table>
<thead>
<tr>
<th>major axis</th>
<th>(0.9301)</th>
<th>0.8640b</th>
<th>(\xi_1^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>minor axis</td>
<td>(1:1)</td>
<td>10:9</td>
<td>5:4</td>
</tr>
<tr>
<td></td>
<td>5:3</td>
<td>5:2</td>
<td>5:1</td>
</tr>
</tbody>
</table>

The results (11.217) and (11.218) are good approximations if

\[
c(\xi_1^2 - 1) \gg 1.
\]

(11.220)
11.4.2.4. SHAPE APPROXIMATION

For a spheroid whose surface $\xi = \xi_1$, defined in terms of the spherical polar coordinates $(r_1, \theta_1, \phi_1)$ by the equation

$$r_1 = a \left( \frac{\xi_1^2 - 1}{\xi_1^2 - \cos^2 \theta_1} \right)^{\frac{1}{4}},$$

(11.221)

and is such that

$$\xi_1^2 - 1 \gg 1,$$

(11.222)

i.e. the spheroid departs only infinitesimally from the sphere $r_1 = a$, the scattered field may be expressed as a perturbation of the solution for this sphere.

The scattered field corresponding to an incident wave with arbitrary polarization and whose direction of propagation forms an angle $\zeta$ with the positive $z$-axis has been derived by Mushiake [1956]. For the particular case of back scattering, the cross sections $\sigma_\parallel$ and $\sigma_\perp$ corresponding to an incident electric field respectively parallel and perpendicular to the plane of the direction of propagation and the $z$-axis are:

$$\sigma_\parallel, \perp = \pi a^2 \left| (ka)^{-2} \sum_{n=1}^{\infty} \frac{(-1)^n(2n+1)}{h_n^{(1)}(ka)\xi_n^2} \left( \frac{1}{\xi_1^2 - 1} \right) A_{\parallel, \perp} \right|^2 + O[(\xi_1^2 - 1)^{-2}],$$

(11.223)

where

$$\zeta_n = kah_n^{(1)}(ka),$$

(11.224)

the prime indicates the derivative with respect to $ka$, and (Mushiake [1956]):

$$A_\parallel = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{\{ \begin{matrix} mP_m^n(\cos \zeta) \\ \sin \zeta \end{matrix} \}}{\zeta_n \langle \begin{matrix} \sin \xi \cos \phi \\ \cos \xi \sin \phi \end{matrix} \rangle} \left[ \left( \begin{matrix} 1 & i \partial P_1^n(\cos \zeta) \\ \partial \zeta \end{matrix} \right) I^2_{nl} - \frac{1}{\zeta_1} \frac{\partial}{\zeta_1} \right] I^4_{nl} + \frac{i}{\zeta_1} \frac{\partial}{\zeta_1} \left( \begin{matrix} 1 & i \partial P_1^n(\cos \zeta) \\ \partial \zeta \end{matrix} \right) I^2_{nl} + \left( \begin{matrix} 1 & i \partial P_1^n(\cos \zeta) \\ \partial \zeta \end{matrix} \right) I^4_{nl},$$

(11.225)

$A_\perp$ is obtained from $A_\parallel$ by interchanging $mP_m^n(\cos \zeta)/\sin \zeta$ and $-i P_m^n(\cos \zeta)/\zeta$ with $j = n$ or $l$ in eq. (11.225),

$$I^2_{nl} = M \int_0^{\alpha} \left( \frac{\partial P_m^n}{\partial \theta} + \frac{m^2 - P_m^n}{\sin^2 \theta} \right) \sin^3 \theta \, d\theta,$$

(11.226)

$$I^4_{nl} = M \int_0^{\alpha} \left( \frac{\partial P_m^n}{\partial \theta} + \frac{m^2 - P_m^n}{\sin^2 \theta} \right) \sin^2 \theta \, d\theta,$$

(11.227)

$$I^2_{nl} = M \int_0^{\alpha} \frac{\partial P_m^n}{\partial \theta} \sin 2\theta \, d\theta,$$

(11.228)
\[ M = \varepsilon \frac{(2n+1)(n-m)!}{n(n+1)(n+m)!} \frac{(2l+1)(l-m)!}{l(l+1)(l+m)!} \] (11.229)

The normalized back scattering cross section at end-on incidence is shown for a 5:4 spheroid in Fig. 11.28.

![Normalized back scattering cross section for a 5:4 spheroid at end-on incidence](image)

Fig. 11.28. Normalized back scattering cross section for a 5:4 spheroid at end-on incidence (Mushake [1956]).
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CHAPTER 12

THE WIRE

O. EINARSSON

The geometrical shape corresponding to a thin wire is a finite circular cylinder whose cross section is small compared to its length and to the wavelength. The contribution to the scattered field from the end surfaces of the cylinder is assumed to be negligible. The wire may, for example, be either a thin-walled tube or a solid cylinder with plane end-caps.

The thin wire concept is meaningful only for acoustically soft or perfectly conducting cylinders. The acoustically soft wire may be treated by the same methods as the perfectly conducting wire (Williams [1956]); however, no specific results are available. Furthermore, the existing formulae for the perfectly conducting wire are limited to plane wave incidence.

Thin wire formulae can be considered as combinations of low frequency and resonance region expansions (sometimes extending up into the high frequency region). The oldest approach, which we will call "the integral equation method", is to obtain solutions by iterations applied to the linearized integral equation of Hallén [1938]. We give only a few formulae related to this method, and for a more complete account the reader is referred to the book by King [1956].

The scattering cross section may be expressed as a functional which is stationary with respect to small changes in the current distribution on the wire. This approach was introduced by Tai [1951], and will be called "the variational method".

For the case of a finite thin-walled tube, there exists an exact solution of the scattering problem expressible as an infinite sum of traveling waves (Hallén [1961], Einarsson [1963]). In the thin wire case, each term in the sum can be expanded asymptotically and the resulting sum can be expressed in closed form (Einarsson [1969]). We designate this and related methods "the direct method".

12.1. Thin wire geometry

The geometry of the wire and the orientation of the incident plane electromagnetic wave are shown in Fig. 12.1.

The incident wave is linearly polarized with the electric field vector in the plane of the direction of propagation and the wire axis; this is no limitation since only the component of the electric field parallel to the wire contributes to the far field scattering.
Although the results are derived for wires of circular cross section, they are also valid for non-circular cross sections provided that the cylinder radii $a$ is replaced by an equivalent radius (HALLÉN [1938], FLAMMER [1950]). This equivalent radius is equal to the radius of an infinite circular cylinder that in conjunction with a distant concentric conductor has the same capacitance per unit length as an infinite cylinder of the given cross section; values for some simple geometries are given in Fig. 12.2.

\[
\zeta(3) = \sum_{n=1}^{\infty} \frac{1}{n^3} = 1.202056903 \ldots
\]

SU and GERMAN [1966] have computed the equivalent radii for a number of more complicated shapes employing an approximate formula given by UDA and MUSHIAKE [1954].

The following notation will be used throughout the chapter:

\[
L = \frac{1}{2} k l = \pi l / \lambda,
\]

\[
\gamma = 0.5772156649 \ldots
\]

(12.1)

Various special functions are defined and discussed in Section 12.6. For a plane incident wave of unit amplitude

\[
E_0^i = \exp \{ -ikr(\sin \theta \sin \theta_0 + \cos \theta \cos \theta_0) \},
\]

(12.2)

the scattered far field is written as

\[
E_0^s(r, \theta, \theta_0) = \frac{e^{ikr}}{kr} S(\theta, \theta_0).
\]

(12.3)
12.2. The average back scattering cross section

The average back scattered return for arbitrary angle of incidence and polarization is defined as

\[ \bar{\sigma} = \frac{3}{8} \int_{0}^{4\pi} \sigma(\theta) \sin \theta d\theta, \quad (12.4) \]

where \( \sigma(\theta) \) is the back scattering cross section related to the polarization of the incident wave shown in Fig. 12.1, and is defined by eq. (12.21). Whereas the cross section of eq. (12.4) is specified by the component of the scattered field parallel to the incident field, the corresponding cross section specified by the perpendicular component is \( \bar{\sigma} \).

The average cross section has been calculated by Chu (see Van Vleck et al. [1947]) by assuming a simple current distribution along the wire and determining its magnitude by equating the real power calculated at the wire surface to that in the far field (EMF method). For resonant wires \( (l = \frac{1}{2}n\lambda; \ n = 1, 2, 3, \ldots) \), the result is

\[ \frac{\bar{\sigma}}{\lambda^2} = \frac{3}{16\pi} \frac{2\pi L - \frac{3}{2} + 3 \log 4L + 3\gamma - \log 2}{(\gamma + \log 4L)^2}. \quad (12.5) \]

For long wires, Chu gives a non-resonant formula (Van Vleck et al. [1947]):

\[ \frac{\bar{\sigma}}{\lambda^2} = \frac{3}{16\pi} \frac{2\pi L - 1}{\pi^2 + 4(\gamma + \log \frac{1}{2}ka)^2}, \quad (12.6) \]

which does not predict any oscillations in the cross section as a function of wire length.

The result

\[ \frac{\bar{\sigma}}{\lambda^2} = \frac{L_0}{45\pi(\log (2L/a) - 1)^2}, \quad (12.7) \]

which is valid for short wires \( (L \ll 0.3) \), has been obtained by Van Vleck et al. [1947] by means of the integral equation method.

For longer wires \( (L \gg \frac{1}{2}\pi) \), Van Vleck et al. [1947] give:

\[ \frac{\bar{\sigma}}{\lambda^2} = \frac{3}{16\pi} \frac{1}{(F' + F''^2)(2\pi L - 1) + (G' + G''^2)[2\pi L - 1 + \gamma + \log 4L] + \\
+ (\pi + 4L \log 2) \sin 2L + (\frac{1}{2} - 2\gamma - 2 \log 4L) \cos 2L - (\log 2) \cos 4L] + \\
+ (H'^2 + H''^2)[2\pi L - 1 + \gamma + \log 4L - (\pi + 4L \log 2) \sin 2L + \\
+ (2 \log 4L + 2\gamma - \frac{1}{2}) \cos 2L - (\log 2) \cos 4L] + \\
+ (G'H' + G'H'')[8\pi(\log 2) \cos 2L - \sin 2L] + \\
+ (F'G' + F''G'')[7\pi \sin L - 2(\gamma + \log 4L) \cos L - 2(\log 2) \cos 3L] + \\
+ (F'H' + F''H'')[\pi \cos L - 2(\gamma + \log 4L) \sin L + 2(\log 2) \sin 3L]. \quad (12.8) \]
where

\[ F' = \frac{\Omega}{\pi^2 + \Omega^2} \],

\[ F'' = \frac{\pi}{\pi^2 + \Omega^2} \],

\[ \Omega = -2\gamma - 2 \log \left( \frac{1}{k} a \right) \],

\[ G' = \frac{1}{2} \Psi(L) \frac{1}{\Psi^2(L) + \Xi^2(L)} - \frac{\pi}{2\Omega} G'' \],

\[ G'' = \frac{1}{2} \Xi(L) \frac{1}{\Psi^2(L) + \Xi^2(L)}, \]

\[ H' = \frac{1}{2} \Psi(L - \frac{1}{2}\pi) \frac{1}{\Psi^2(L - \frac{1}{2}\pi) + \Xi^2(L - \frac{1}{2}\pi)} - \frac{\pi}{2\Omega} H'' \],

\[ H'' = \frac{1}{2} \Xi(L - \frac{1}{2}\pi) \frac{1}{\Psi^2(L - \frac{1}{2}\pi) + \Xi^2(L - \frac{1}{2}\pi)}, \]

\[ \Psi(x) = \frac{1}{2} \pi \sin x + (1 - \frac{1}{2} \gamma - \frac{1}{2} \log L - \Omega) \cos x \],

\[ \Xi(x) = \frac{1}{2} (\gamma + \log 4L) \sin x - \frac{1}{2} \pi \cos x. \]

Computed values based on eqs. (12.5), (12.6) and (12.8) are shown in Fig. 12.3.

12.3. The back scattering cross section

The back scattering cross section has been derived by Van Vleck et al. [1947] using the integral equation method, and results for normal incidence are given by Dike and King [1952]. Higher order terms are given by Lindroth [1955], and one of Lindroth’s graphs is shown in Fig. 12.6. The curves by Van Vleck et al. [1947] and by Dike and King [1952] are reproduced in King [1956]. No formulae related to the integral equation method will be given here because the results obtained by the variational and direct methods are no more complex and seem to be at least as reliable.

The functional for the far field,

\[ S(\theta, \phi) = \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} I(z) I(z') K(z - z') dz dz' \]

\[ \left[ k \sin \theta \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} I(z) e^{-ikz \cos \phi} dz \right]^2, \]

where

\[ K_{zz} = \left( k^2 + \frac{r^2}{z^2} \right) e^{ikR} \]

\[ kR \]

(12.19)
Fig. 12.3. Average back scattering cross section: (a) integral equation method (Van Vleck et al. [1947]) for \(|l/a - 900\) (---), \(|l/a - 450\) (--), and \(|l/a - 225\) (---); (b) integral equation method (Van Vleck et al. [1947]) for \(|l/a - 900\) (-----), Chu non-resonant formula (------).

\[ R = \sqrt{(z - z')^2 + a^2}, \]  

(12.20) and

\[ \frac{\sigma(\theta)}{\lambda^2} = \frac{1}{\pi} |S(\theta, \theta)|^2, \]  

(12.21) is used by Tai [1951] to calculate a first order approximation to the cross section; although the integral equation related to eq. (12.18) does not possess an exact solution, the validity of the numerical results is not affected. The trial function for the current distribution is (Tai [1951]):

\[ I(z) = I_0 \left\{ \cos kz \cos (L \cos \theta) - \cos L \cos (kz \cos \theta) + A \sin kz \sin (L \cos \theta) - \sin L \sin (kz \cos \theta) \right\}, \]  

(12.22) where the arbitrary constant \( I_0 \) does not affect the value of the cross section, and the constant \( A \) is determined by the condition \( \partial \Sigma^\alpha \partial A = 0 \). When eq. (12.22) is substituted
into eq. (12.18) and approximations valid for small \( ka \) are made, one finds:

\[
S(\theta, 0) \approx i \left( \frac{g_c^2}{\gamma_c} + \frac{\theta_c^2}{\gamma_c} \right),
\]

(12.23)

where

\[
g_c = \frac{1}{\sin 2\theta} \left[ 4 \cos \theta \cos^2 (L \cos \theta) \sin L - (1 + \cos^2 \theta) \sin (2L \cos \theta) \sin L - 2L \cos \theta \sin^2 \theta \sin L \right],
\]

(12.24)

\[
g_s = \frac{i}{\sin 2\theta} \left[ 4 \cos \theta \sin^2 (L \cos \theta) \cos L - (1 + \cos^2 \theta) \sin (2L \cos \theta) \sin L + 2L \cos \theta \sin^2 \theta \sin L \right],
\]

(12.25)

\[
\gamma_c = \cos^2 L \left\{ -1 + \cos 2L \cos (2L \cos \theta) + \cos \theta \sin 2L \sin (2L \cos \theta) + 
+ \left[ \sin 2L \cos (2L \cos \theta) - \cos \theta \cos 2L \sin (2L \cos \theta) \right] \ight. 

- \frac{1}{2} \left[ 1 + \cos^2 \theta \right] \cos^2 L \cos (2L \cos \theta) + \sin 2L \sin (2L \cos \theta) \right] 

\times \left[ A(2L + 2L \cos \theta) - A(2L - 2L \cos \theta) + 

\left. + \cos^2 (L \cos \theta) A(4L) - \left[ 2 \log (2L/a) - \right. A(2L + 2L \cos \theta) - A(2L - 2L \cos \theta) \right] 

\times \left[ L \sin^2 \theta + \frac{1 + \cos^2 \theta}{\cos^2 \theta} \sin (2L \cos \theta) \right] \cos^2 L - \sin 2L \cos^2 (L \cos \theta) \right\},
\]

(12.26)

\[
\gamma_s = \sin^2 L \left\{ -1 + \cos 2L \cos (2L \cos \theta) + \cos \theta \sin 2L \sin (2L \cos \theta) + 
+ \left[ \sin 2L \cos (2L \cos \theta) - \cos \theta \cos 2L \sin (2L \cos \theta) \right] \ight. 

+ \frac{1}{2} \left[ 1 + \cos^2 \theta \right] \sin^2 L \cos (2L \cos \theta) - \sin 2L \sin (2L \cos \theta) \right] 

\times \left[ A(2L + 2L \cos \theta) - A(2L - 2L \cos \theta) + \sin^2 (L \cos \theta) A(4L) - 

- \left[ 2 \log (2L/a) - \right. A(2L + 2L \cos \theta) - A(2L - 2L \cos \theta) \right] 

\times \left[ L \sin^2 \theta + \frac{1 + \cos^2 \theta}{\cos^2 \theta} \sin (2L \cos \theta) \right] \sin^2 L + \sin 2L \sin^2 (L \cos \theta) \right\},
\]

(12.27)

with

\[
A(x) = \text{Ci}(x) - i \text{Si}(x),
\]

(12.28)

and \( \text{Ci}(x) \) and \( \text{Si}(x) \) are defined by eqs. (12.68) and (12.66). Computations based on eqs. (12.23) to (12.27) are shown in Figs. 12.4 and 12.5, and are compared with the results of the direct method (see Section 12.4). Comparisons between the direct method and experimental data are given in Fig. 12.6, from which it would appear that the discrepancies evident in Figs. 12.4 and 12.5 are due to failures of the variational method.
Fig. 12.4. Angular distribution of the back scattering cross section for wires with $l/a = 900$ and (a) $l/\lambda = 0.5$, (b) $l/\lambda = 1.5$, (c) $l/\lambda = 2.0$; (---) direct method (EINARSSON [1969]), (-- -) variational method (TAI [1951]).
In the particular case of broadside incidence, a first order approximation has been obtained by Hu [1958] using a trial function for the current distribution different from and apparently more accurate than that of Tai [1951]. The assumed current is:

\[ I(z) = I_0 \left( \frac{\cos kz - \cos L}{1 - \cos L} \right) + \alpha \left[ \sin (L - k|z|) + \sin k|z| - \sin L \right]. \]  

(12.29)

The corresponding far field coefficient is:

\[ S(\frac{\pi}{2}, \frac{\pi}{2}) = \frac{1}{E - iF} \left( -H^2 + \frac{[G(E - iF) - H(C - iB)]^2}{(C - iB)(E - iF)} \right), \]

(12.30)

where

\[ A = \frac{1}{1 - \cos L} \left\{ \left( \frac{\sin (4L)}{\pi} \right) + 4(L \cos L - \sin L) \cos L[\log (2l/a) - \text{Cin}(2L)] - \frac{8ka}{\pi} \sin^2 L - 2 \cos^2 L \sin 2L \right\}, \]

(12.31)

\[ B = \frac{1}{1 - \cos L} \left\{ - \text{Cin}(4L) - (4L^2 \cos^2 L - 2 \sin L) \sin (2L) + \sin^2 2L \right\}, \]

(12.32)

\[ C = \frac{1}{1 - \cos L} \left\{ \left( \frac{\sin (4L)}{\pi} \right) \sin L \left( 1 - \cos L \right) \left( - \text{Cin}(4L) \sin L \right) + 4(1 - \cos L \cos L) \right. \]

\[ + 4(L \cos L - \sin L) \log (2l/a) \sin L + 4(1 - \cos L)^2 \log (l/a) - \frac{8ka}{\pi} \left( 1 - \cos L \right) \sin L - 2 \sin^2 L \right\}, \]

(12.33)

\[ D = \frac{1}{1 - \cos L} \left\{ (1 - \cos L) \left( 1 - \text{Cin}(4L) \right) \sin L + 4(1 - \cos L \cos L) \right. \]

\[ + 4(1 - \cos L) \sin L + 4(1 - \cos L) \sin L + 2 \sin^2 L \sin 2L \right\}, \]

(12.34)

\[ E = 2(1 - \cos L) \left( \frac{\sin (4L)}{\pi} \right) \cos L + 2(1 - \cos L) \text{Cin}(4L) \sin L + 4(1 - \cos L)^2 \text{Cin}(2L) - 4L \text{Cin}(2L) \sin^2 L + 8(1 - \cos L) \sin L + \]

\[ + 4 \sin L \left( 2L \sin L - 2(1 - \cos L) \right) \log (2l/a) \right\} \frac{24ka}{\pi} \left( 1 - \cos L \right)^2 - 2 \sin^2 L \sin 2L, \]

(12.35)

\[ F = 2(1 - \cos L) \left( \frac{\sin (4L)}{\pi} \right) \sin L - 2(1 - \cos L) \text{Cin}(4L) \cos L - 4L \text{Cin}(2L) \sin^2 L - \]

\[ - 4(1 - \cos L)^2 \text{Cin}(2L) + 8(1 - \cos L) \sin L + 4 \sin^4 L, \]

(12.36)

\[ G = \frac{2}{1 - \cos L} \left( \sin L - 1 \cos L \right), \]

(12.37)

\[ H = 4(1 - \cos L) - 2L \sin L. \]

(12.38)
The graphs depict the function $\frac{\sigma(\theta)}{\lambda^2}$ as a function of $\theta$ (in degrees) for different cases:

(a) A single peak centered at $90^\circ$.
(b) A broader peak with a slight shift towards $90^\circ$.
(c) Two distinct peaks centered at $90^\circ$ and $270^\circ$. 

The graphs illustrate the behavior of the function for various values of $\theta$ in the range of $0$ to $180^\circ$. The y-axis represents the normalized function value $\frac{\sigma(\theta)}{\lambda^2}$, and the x-axis represents the angle $\theta$.
Fig. 12.5. Angular distribution of the back scattering cross section for wires with $l/a = 150$ and (a) $l/\lambda = 0.5$, (b) $l/\lambda = 0.8$, (c) $l/\lambda = 0.9$, (d) $l/\lambda = 1.0$, (e) $l/\lambda = 1.25$; (-----) direct method (Einarsson [1969]), (---) variational method (De Bettencourt [1961]).

The functions $\sin x$ and $\sin x$ are defined by eqs. (12.68) and (12.66).

In contrast to the integral equation and variational methods, which are limited to wires one or at most two wavelengths in length, the direct method gives results which are more accurate the longer the wire. The back scattering cross section is obtained by putting $\theta = \theta_0$ in the bistatic scattering formulae (12.46) through (12.49) of the direct method. At broadside incidence, the first order formula (12.50) simplifies to (Ufimisev [1962]):
Fig. 12.6. Angular distribution of the back scattering cross section for wires with $k\lambda = 0.9394$ and 
(a) $l\lambda = 0.452$, (b) $l\lambda = 1.381$, (c) $l\lambda = 5.422$: (---) direct method (Einarsen [1969]);
(---) experimental (Chang and Lutha [1967]).
\[ S(\frac{1}{2}, \frac{1}{2}) = \frac{2i}{(\Omega_0 + \log 2)^2} \left( -1 + (\Omega_0 + \log 2)(1 + iL) - 2e^{2iL}(\Omega_0 + \log 2)^2g(2L, \frac{1}{2}) \right) \]
\[ \times \left[ 1 - g(2L, \frac{1}{2})\{1 + iLT(2L)\} - \frac{e^{2iL}g(2L, 0)}{1 + e^{2iL}g(2L, 0)} \right] \], \quad (12.39) \]

where \(\Omega_0, g\) and \(T\) are defined in eqs. (12.54), (12.55) and (12.65). The results of computations based on eqs. (12.30) and (12.39) are compared in Fig. 12.7.

**Fig. 12.7.** Back scattering cross section for wires with \(ka\) 0.022 at broadside incidence: ( ) direct method (UHTSEV [1962]), (---) variational method (HI [1958]).

At broadside incidence, the second order formula (12.52) becomes (EINARSSON [1969]):

\[ S(\frac{1}{2}, \frac{1}{2}) = \frac{2i}{\Omega_0 + \log 2} \left\{ \frac{1 + iL}{\Phi(0)} - 2e^{2iL} \phi(1) \right\} \]
\[ \times [f(\frac{1}{2}) + iL\phi'(1)] \{1 + \Omega_i^{\frac{1}{2}}T(2L) - T^*(2L)\} + \]
\[ + 2 \frac{e^{4iL}}{\phi'(1)} f^2(\frac{1}{2}) [1 + \Omega_i^{\frac{1}{2}}T(2L) + iT^*(2L) - T^*(4L)] - 2e^{4iL}f(0)h^2(\frac{1}{2}) \]
\[ - \phi^2(1)[\phi'(1) + e^{2iL}h(0)] \], \quad (12.40)
The bistatic cross section

The functional corresponding to eq. (12.18) for the bistatic scattering cross section is:

\[ S(\theta, \theta_0) = \frac{1}{\pi} \left| S(\theta, \theta_0) \right|^2. \]  

(12.42)
No specific results based on eq. (12.41) are available. However, the first order current distribution of eq. (12.22), from which the back scattering cross section was derived, has been employed by De Bettencourt [1961] to calculate the bistatic cross section. The result is:

\[ S(\theta, \theta_0) \approx i \left[ \frac{g_y(\theta_0)}{\gamma_0(\theta_0)} G_x(\theta_0, \theta) + \frac{g_i(\theta_0)}{\gamma_0(\theta_0)} G_i(\theta_0, \theta) \right] , \tag{12.43} \]

where \( g_x, g_y, \gamma_o \) and \( \gamma_i \) are given by eqs. (12.24) through (12.27) with \( \theta \approx \theta_0 \), and

\[ \frac{G_x(\theta_0, \theta)}{\sin \theta} = \frac{2 \cos (L \cos \theta_0)}{\sin \theta} \left[ \cos \theta \sin (L \cos \theta_0) \cos (L \cos \theta) - \cos \theta_0 \sin (L \cos \theta_0) \cos (L \cos \theta) \right] \]

\[ - \frac{2 \sin \theta \cos L}{\cos^2 \theta_0 - \cos^2 \theta} \left[ \cos \theta_0 \sin (L \cos \theta_0) \cos (L \cos \theta) - \cos \theta \sin (L \cos \theta_0) \cos (L \cos \theta) \right] \]

\[ - \cos \theta_0 \cos (L \cos \theta_0) \sin (L \cos \theta) \right] , \tag{12.44} \]

\[ G_i(\theta_0, \theta) = \frac{2 \sin (L \cos \theta_0)}{\sin \theta} \left[ \cos \theta \sin (L \cos \theta_0) \cos (L \cos \theta) - \cos \theta_0 \sin (L \cos \theta_0) \cos (L \cos \theta) \right] + \]

\[ - \frac{2 i \sin \theta \sin L}{\cos^2 \theta_0 - \cos^2 \theta} \left[ \cos \theta \sin (L \cos \theta_0) \cos (L \cos \theta) - \cos \theta_0 \sin (L \cos \theta_0) \cos (L \cos \theta) \right] \]

As in the back scattering case, the result of eq. (12.43) does not seem reliable for \( L > \pi \).

For \( \theta \neq \pi - \theta_0 \), the far field amplitude coefficient obtained by the direct method is:

\[ S(\theta, \theta_0) = \frac{2 i \left[ F(\theta, \theta_0) + F(\pi - \theta, \pi - \theta_0) \right]}{\left[ \Omega_0 - 2 \log (\frac{1}{2} \sin \theta) \right] \left[ \Omega_0 - 2 \log (\frac{1}{2} \sin \theta_0) \right] \sin \theta \sin \theta_0} . \tag{12.46} \]

It should be noted that, in contrast to eq. (12.43), the result (12.46) satisfies the reciprocity relation

\[ S(\theta, \theta_0) = S(\theta_0, \theta) . \tag{12.47} \]

A first order expression for \( F(\theta, \theta_0) \) is (Ufimtsev [1962], Fialkovskii [1967]):

\[ F(\theta, \theta_0) = \frac{2 \cos^2 \frac{1}{2} \theta \cos^2 \frac{1}{2} \theta_0}{\cos \theta + \cos \theta_0} \left[ \Omega_0 - 2 \log (\cos \frac{1}{2} \theta \cos \frac{1}{2} \theta_0) \right] e^{i \frac{1}{2} \cos \theta \cos \theta_0} + \]

\[ \cos \theta_0 \sin(2L \cos \theta_0) e^{i \frac{1}{2} \cos \theta \cos \theta_0} \]

\[ \times (\Omega_0 - 2 \log \cos \frac{1}{2} \theta \Omega_0 - 2 \log \sin \frac{1}{2} \theta_0) e^{i \frac{1}{2} \cos \theta \cos \theta_0} \]

\[ + \frac{1}{\left[ \Omega_0 (2L \cos \theta_0) e^{i \frac{1}{2} \cos \theta_0} \right]^2} \]

\[ \times \left[ \frac{\Omega_0 - 2 \log \cos \frac{1}{2} \theta_0 (2L \cos \theta_0) e^{i \frac{1}{2} \cos \theta_0}}{\Omega_0 - 2 \log \sin \frac{1}{2} \theta_0 (2L \cos \theta_0) e^{i \frac{1}{2} \cos \theta_0}} \right] \right] . \tag{12.48} \]
where $\Omega_0$ and $\gamma$ are defined by eqs. (12.54) and (12.55). The corresponding second order formula is (Einarsson, 1969):

$$F(\theta, \theta_0) = \frac{2 \cos^2 \frac{1}{2} \theta \cos^2 \frac{1}{2} \theta_0 e^{iL(\cos \theta + \cos \theta_0)}}{(\cos \theta + \cos \theta_0)\Phi(\cos \theta)\Phi(\cos \theta_0)} +$$

$$+ \frac{2[f(\theta) \sin^2 \frac{1}{2} \theta \sin^2 \frac{1}{2} \theta_0 - \frac{3}{2} \pi - \theta_0 \cos^2 \frac{1}{2} \theta \cos^2 \frac{1}{2} \theta_0]e^{iL(\cos \theta - \cos \theta_0 + 2)}}{(\cos \theta + \cos \theta_0)\Phi^2(1)\Phi(\cos \theta)\Phi(-\cos \theta_0)} +$$

$$+ \frac{f(\theta)f(\theta_0)e^{iL(\cos \theta + \cos \theta_0)}}{\Phi^4(1)\Phi(\cos \theta)\Phi(\cos \theta_0)} \left[ \frac{1}{2(\cos \theta + \cos \theta_0)\Omega_0^2} \right] \times \left[ (f_2(4L, 4L \cos^2 \frac{1}{2} \theta) + f_2(4L, 4L \cos^2 \frac{1}{2} \theta_0) - T(4L \cos^2 \frac{1}{2} \theta_0)T(4L \cos^2 \frac{1}{2} \theta_0)) \right] +$$

$$+ \frac{f(0)h(\theta_0)e^{iL(\cos \theta + \cos \theta_0)}}{\Phi^2(1)\Phi(\cos \theta)\Phi(\cos \theta_0)} \left[ \frac{h(0)h(\theta_0)e^{iL(\cos \theta + \cos \theta_0)}}{\Phi^2(1)\Phi(\cos \theta)\Phi(\cos \theta_0)} - \frac{h(\pi - \theta_0)e^{-iL \cos \theta_0}}{\Phi(\cos \theta)\Phi(-\cos \theta_0)} \right].$$

(12.49)

where $\Omega_0$, $f$, $h$, $T$, $l_2$ and $\Phi$ are defined in eqs. (12.54), (12.56), (12.57), (12.65), (12.69) and (12.93), respectively.

For $\theta = \pi - \theta_0$, and to the first order (Ufimtsev, 1962):

$$S(\theta, \pi - \theta) = \frac{2i}{(\Omega_0 - 2 \log (\frac{1}{2} \sin \theta))^2 \sin^2 \theta} \left[ -1 + \right.$$

$$+ \left. \{ \Omega_0 - 2 \log (\frac{1}{2} \sin \theta) \} (1 + iL \sin^2 \theta) + G(\theta) + G(\pi - \theta) \right].$$

(12.50)

where

$$G(\theta) = -(\Omega_0 - 2 \log \sin \frac{1}{2} \theta)g(2L, \pi - \theta)e^{iL(1 - \cos \theta)} \times \left[ 1 - \cos \theta + \Omega_0 - 2 \log \sin \frac{1}{2} \theta T(4L \sin^2 \frac{1}{2} \theta) \right] g(2L, \pi - \theta) +$$

$$+ \frac{\Omega_0(\Omega_0 - 2 \log \cos \frac{1}{2} \theta)e^{iL(\cos \theta + \cos \theta_0)}}{1 - [\Omega_0(2L, 0)e^{2iL\pi \cos \theta}]}$$

$$\times [(\Omega_0 - 2 \log \sin \frac{1}{2} \theta)g(2L, \pi - \theta)e^{-iL \cos \theta} -$$

$$- \Omega_0(\Omega_0 - 2 \log \cos \frac{1}{2} \theta)e^{iL(\cos \theta + \cos \theta_0)}],$$

(12.51)

and $\Omega_0$, $\gamma$ and $T$ are given by eqs. (12.54), (12.55) and (12.65). The corresponding second order result is (Einarsson, 1969):

$$S(\theta, \pi - \theta) = \frac{2i}{(\Omega_0 - 2 \log (\frac{1}{2} \sin \theta))^2 \sin^2 \theta} \left[ -1 + \right.$$

$$+ \left. \{ \Omega_0 - 2 \log (\frac{1}{2} \sin \theta) \} (1 + iL \sin^2 \theta) \right.$$

$$\times \left[ 1 - \cos \theta + \Omega_0 - 2 \log (\frac{1}{2} \sin \theta) \right.$$

$$\times \Phi(\cos \theta) \left. \Phi(\cos \theta) \right] + G(\theta) + G(\pi - \theta) \right].$$

(12.52)
Fig. 12.9. Angular distribution of the bistatic scattering cross section for \( \theta_0 = 10^\circ (20^\circ), \phi = 150^\circ \) and (a) \( \ell \lambda = 0.5 \), (b) \( \ell \lambda = 0.75 \), (c) \( \ell \lambda = 1.0 \), (d) \( \ell \lambda = 1.25 \); (-----) direct method ([Fisk and Aronson [1969]]), (- - - -) variational method ([De Betancourt [1961]]).
where

\[ G(\theta) = -e^{2iL(1 - \cos \theta)} \{ f(\pi - \theta) + \]

\[ + 2iL \sin^2 \theta g^3(2L, \pi - \theta)[l_{01}(4L \sin^2 \frac{\theta}{2}) - T'(4L \sin^2 \frac{\theta}{2})] - \]

\[ - g^2(2L, \pi - \theta)[\cos^2 \frac{\theta}{2} + iL \sin^2 \theta T(4L \sin^2 \frac{\theta}{2})] + \]

\[ + \frac{e^{4iL}}{\Phi^4(1)} \left[ \Omega_0 - 2 \log \left( \frac{1}{2} \sin \theta \right) \right] f(\theta) f(\pi - \theta) \{ 1 + \]

\[ + \Omega_0^2 \left[ \sin^2 \frac{\theta}{2} T(4L \sin^2 \frac{\theta}{2}) + \cos^2 \frac{\theta}{2} T(4L \cos^2 \frac{\theta}{2}) + \right. \]

\[ + iL \sin^2 \theta T(4L \sin^2 \frac{\theta}{2}) T(4L \cos^2 \frac{\theta}{2}) - T(4L) \}, - \]

\[ - \frac{f(0) h(\pi - \theta) e^{6iL}}{\Phi^2(1)[\Phi^4(1) - h^2(0)e^{4iL}] \Phi^2(-\cos \theta)} e^{-2iL \cos \theta} \]

\[ - \frac{h(0) h(\theta)}{\Phi^2(1)} e^{2iL} \left[ \Omega_0 - 2 \log \left( \frac{1}{2} \sin \theta \right) \right] , \quad (12.53) \]

with

\[ \Omega_0 = -2 \log \text{k}a - 2\gamma + i\pi , \quad (12.54) \]

\[ g(x, \theta) = [\Omega_0 + l_0(2x) + T(2x \cos^2 \frac{\theta}{2})]^{-1} , \quad (12.55) \]

\[ f(\theta) = \left( \Omega_0 + \frac{l_0(4L) + T(4L \cos^2 \frac{\theta}{2})}{1 + 2l_{01}(4L \cos^2 \frac{\theta}{2}) - T'(4L \cos^2 \frac{\theta}{2}) - \frac{1}{8}\pi^2} \right)^{-1} , \quad (12.56) \]

\[ h(\theta) = \left( \Omega_0 + \frac{l_0(4L) + T(4L \cos^2 \frac{\theta}{2})}{2l_{01}(4L \cos^2 \frac{\theta}{2}) + l_0(4L) + l_2(4L, 4L \cos^2 \frac{\theta}{2}) - T'(4L \cos^2 \frac{\theta}{2}) - \frac{1}{8}\pi^2} \right)^{-1} \quad (12.57) \]

and in particular

\[ h(0) = \left( \Omega_0 + \frac{l_0(4L) + T(4L)}{1 + \frac{4l_{01}(4L) - 2T(4L) - \frac{1}{8}\pi^2}{\Omega_0[l_0(4L) + T(4L)]}} \right)^{-1} ; \quad (12.58) \]

the quantities \( l_0, T, l_{01} \) and \( l_2 \) are the amplitude functions of the iterated sine and cosine integrals and are defined in eqs. (12.64), (12.65), (12.70) and (12.69), whereas \( \Phi(x) \) is the linearized split function related to the Wiener-Hopf technique and is given by eq. (12.93).

The normalized bistatic cross sections computed from eq. (12.43) and from eqs. (12.46) and (12.49) are shown in Fig. 12.9 as functions of \( \theta \) for various values of \( ka, L \) and \( \theta_0 \).
12.5. The current distribution

The current distribution of eq. (12.22) which is assumed in the derivation of the back scattering and bistatic cross sections by the variational method is (TAI [1951], DE BETTENCOURT [1961]):

\[ I(z) = - \frac{4\pi Y}{k} \left[ \frac{3}{2} f_c(x) + \frac{\theta_r}{\gamma} \right], \]  \hspace{1cm} (12.59)

where

\[ f_c(x) = \cos(L \cos \theta) \cos(kz) - \cos(kz \cos \theta) \cos L, \]  \hspace{1cm} (12.60)

\[ f_s(x) = \sin(L \cos \theta) \sin(kz) - \sin(kz \cos \theta) \sin L, \]  \hspace{1cm} (12.61)

and \( g_c, g_s, \gamma_c \) and \( \gamma_s \) are given by eqs. (12.24) through (12.27).

The current distribution associated with the direct method is obtained by taking the Fourier transform of the far field of eq. (12.46) and by expanding the resulting expressions asymptotically. The result is (EINARSSON [1969]):

\[ I(z, \theta_0) = \frac{4\pi Y}{\text{ik} \sin \theta_0} \left[ \frac{\text{e}^{-\text{i}kz \cos \theta_0} + \psi(L + kz, \theta_0)}{2 \log \left( \frac{1}{2} \sin \theta_0 \right)} \right], \]  \hspace{1cm} (12.62)

where

\[ \psi(x, \theta_0) = - \exp(i x + iL \cos \theta_0) \left[ g(x, \theta_0) + g^*(x, \theta_0) \left( I_1(2x) + I_2(4L) - I_2(4L \sin^2 \frac{1}{2} \theta_0) - T(2L \cos^2 \frac{1}{2} \theta_0) - T(2x) \right) \right] - \]  \hspace{1cm} (12.63)

and the functions \( g, f \) and \( h \) are given by eqs. (12.55) through (12.58), whereas the quantities \( T, I_2, I_{01}, I_{11} \) and \( \Phi \) are defined in eqs. (12.65), (12.69), (12.70), (12.71) and (12.93).

Numerical values calculated from a version of eq. (12.63), in which the second order quantities only are retained in the last term, are compared to computations of the variational expression of eq. (12.59) in Fig. 12.10, and to a numerical solution of the integral equation for the current in Fig. 12.11.
Fig. 12.10: Amplitude and phase of current distribution for $\theta_y = 10°, 20°, 90°$, $\theta_a = 150$ and $(a) / \lambda = 0.5$, $(b) / \lambda = 1.0$; (---) direct method (Einaksson [1969]), (-- -- -) variational method (De Biets & Olthof [1964]).
Fig. 12.1. Current distribution for broadside incidence on a half-wavelength wire \((L = 1.57, ku = 0.6314)\): (---) direct method (Einarsson [1969]), (---) numerical solution of integral equation (Richmond [1965]).

12.6. Special functions

The functions \(l_0(x)\) and \(T(x)\) are defined as:

\[
l_0(x) = \gamma + \log x - \frac{1}{2}i\pi, \tag{12.64}
\]

\[
T(x) = \tau(x) - is(x)
\]

\[
= \int_x^1 \frac{e^{iz}}{u} \, du = \int_0^{1/u} e^{i\xi} \, d\xi
\]

\[
= -e^{-ix}[\text{Ci}(x) + i \text{Si}(x) - \frac{1}{2}i\pi], \tag{12.65}
\]

where

\[
\text{Ci}(x) = -\int_x^\infty \cos \xi \, d\xi, \quad \text{Si}(x) = \int_0^x \sin \xi \, d\xi. \tag{12.66}
\]

the cosine integral can be rewritten in the form

\[
\text{Ci}(x) = \gamma + \log x - \text{Ci}(x). \tag{12.67}
\]
Fig. 12.10. Amplitude and phase of current distribution for $\theta_a = 10° \sim 90°$, $\eta / \lambda = 150$ and $\eta / \lambda = 0.5$. (b) $\eta / \lambda = 1.0$: (---) direct method (FINARSSON [1969]), (- - - ) variational method (DE BEHNDEKERTY [1961]).
with
\[ \text{Cin}(x) = \int_0^x \frac{1 - \cos \xi}{\xi} \, d\xi. \quad (12.68) \]

The general iterated amplitude function \( I_2(x, y) \) is:
\[
I_2(x, y) = c_2(x, y) - is_2(x, y)
= \int_0^x \frac{T(y + \tau)}{1 + \tau} \, e^{i\tau} \, d\tau
= \int_0^x \log \left( \frac{1 + xu/y}{1 + u} \right) \, e^{iu} \, du. \quad (12.69)
\]

with the special cases
\[
I_{01}(x) = I_2(x, x) = c_{01}(x) - i\omega_{01}(x) = \int_x^\infty \frac{T(\xi)}{\xi} \, e^{i\xi - x} \, d\xi
= \int_0^x \log \left( \frac{1 + u}{1 + u} \right) \, e^{iu} \, du.
\quad (12.70)
\]
\[
I_{11}(x) = I_2(0, x) = c_{11}(x) - is_{11}(x) = \int_x^\infty \frac{T(\xi)}{\xi} \, d\xi
= \int_0^x \log \left( \frac{1 + u}{1 + u} \right) \, e^{iu} \, du. \quad (12.71)
\]

Tables of functions which are the complex conjugates of \( T \), \( I_{01} \) and \( I_{11} \) are given in Hallén [1955] and in Brundell [1957], whereas the function \( I_2 \) is tabulated in Strömberg [1962]. Some amplitude functions of the iterated sine and cosine integrals are shown in Fig. 12.12.

![Fig. 12.12. Amplitude functions of iterated sine and cosine integrals: (a) \( \text{c}_1(x) \) and \( \text{s}_1(x) \); (b) \( \text{c}_{01}(x) \) and \( \text{s}_{01}(x) \).](image-url)
For $1 \leq x < \infty$, the real functions $c(x)$ and $s(x)$ have the rational approximations (HASTINGS [1955]):

$$c(x) = \frac{1}{x^2} \left[ 21.821899 + 352.018498x^2 + 302.757865x^4 + 42.242855x^6 + x^8 \right] ^{1/2} + e(x),$$

$$s(x) = -x^{-1} \left[ 38.102495 + 335.677320x^2 + 265.187033x^4 + 38.027264x^6 + x^8 \right] ^{1/2} + e(x),$$

$$|e(x)| < 3 \times 10^{-7}. \quad (12.72)$$

Approximations which are useful for digital computers are listed in the following (EINARSSON [1969]):

for $0 < x \leq 1$:

$$c(x) = f(x) \cos x - g(x) \sin x + e_1(x), \quad |e_1(x)| < 3 \times 10^{-9}, \quad (12.74)$$

$$s(x) = g(x) \cos x + f(x) \sin x + e_2(x), \quad |e_2(x)| < 2 \times 10^{-9}, \quad (12.75)$$

where

$$f(x) = -\gamma - \log x + 0.25x^2 - 0.010416660x^4 + 0.000231447x^6 - 0.000030465x^8, \quad (12.76)$$

$$g(x) = -\frac{1}{2}\pi + 0.999999998x - 0.055555480x^3 + 0.001666289x^5 - 0.00027739x^7; \quad (12.77)$$

for $0 < x \leq 2$:

$$c_{01}(x) = f(x) \cos x + g(x) \sin x + e_1(x), \quad |e_1(x)| < 8 \times 10^{-10}, \quad (12.78)$$

$$s_{01}(x) = f(x) \sin x - g(x) \cos x + e_2(x), \quad |e_2(x)| < 6 \times 10^{-10}, \quad (12.79)$$

where

$$f(x) = \frac{1}{2}(\gamma + \log x)^2 - \frac{1}{4}\pi^2 - x^2(0.125 - 2.60416632 \times 10^{-3}x^2 + 3.857955 \times 10^{-5}x^4 - 3.87035 \times 10^{-7}x^6 + 2.61455 \times 10^{-9}x^8), \quad (12.80)$$

$$g(x) = -\frac{1}{2}\pi(\gamma + \log x) - x(0.999999999 - 0.018518536x^2 + 3.3332344 \times 10^{-4}x^4 - 4.0422785 \times 10^{-6}x^6 + 3.201246 \times 10^{-8}x^8); \quad (12.81)$$

for $2 < x < \infty$:

$$e_{01}(x) = -x^{-2} \times \left( 0.005415749186x^8 + 0.4371420242x^{10} + 7.150169966x^{12} + 20.96173922x^{14} - 3.85642854 \right)$$

$$\times \left( 0.00541884237x^8 + 0.4965090580x^{10} + 11.16783932x^{12} + 70.34218899x^{14} + 1 \right) + e_0(x), \quad |e_0(x)| < 9 \times 10^{-8}. \quad (12.82)$$
\[ s_0(x) = -x^{-3} \]
\[ \times \left( 0.009342860283 x^8 + 0.8460999768 x^6 + 14.246573437 x^4 + 43.88413692 x^2 + 1 \right) + \]
\[ + e_2(x), \ |e_2(x)| < 6 \times 10^{-9}; \]  
(12.83)

for \( 2 \leq x < \infty \) and \( 1 \leq y \leq x \):
\[ c_2(x,y) = f(t,y) + e_1(x,y), \]  
(12.84)
\[ s_2(x,y) = g(x,y) + e_2(x,y), \]  
(12.85)

with
\[ |e_1(x,y)| \leq |e_2(x,y)| < 2 \times 10^{-5}, \]  
(12.86)

whereas for \( 2 \leq x < \infty \) and \( 0 \leq y < 1 \):
\[ c_2(x,y) = c(y)c(x-y) - s(y)s(x-y) - f(x, x-y) - e_1(x, x-y), \]  
(12.87)
\[ s_2(x,y) = c(y)s(x-y) + s(y)c(x-y) - g(x, x-y) - e_2(x, x-y); \]  
(12.88)

in eqs. (12.84) through (12.88):
\[ f(x,y) = \frac{1}{2} \left[ c^2(t,x) - s^2(t,x) \right] - c(x) \log \frac{2y}{x} + A_0 \left( 2 - \frac{x}{y} + \log \frac{2y}{x} \right) + \]
\[ + \sum_{n=1}^{3} \frac{A_n}{x^2 + a_n} \left[ \frac{1}{2} \log \frac{y^2 + a_n}{x^2 + a_n} + \frac{x}{y} \sqrt{a_n} \arctan \left( \frac{2y-x}{y+2a_n} \right) \right], \]  
(12.89)

with
\[ A_0 = 0.066349174, \quad a_1 = 21.8504560, \]
\[ A_1 = 0.163725227, \quad a_2 = 0.770345382, \]  
(12.90)
\[ A_2 = 0.341159970, \quad a_3 = 4.55715659, \]
\[ A_3 = 0.428765629; \]

\[ g(x,y) = c(t)x s(t)x - s(t)x \log \frac{2y}{x} - B_0 \log \frac{2y}{x} - \]
\[ - \sum_{n=1}^{3} \frac{B_n}{x^2 + b_n} \left[ \frac{1}{2} x \log \frac{y^2 + b_n}{x^2 + b_n} - \sqrt{b_n} \arctan \left( \frac{2y-x}{y+2b_n} \right) \right], \]  
(12.91)

with
\[ B_0 = 0.22750417, \quad b_1 = 17.420076, \]
\[ B_1 = 0.052999360, \quad b_2 = 0.501312744, \]  
(12.92)
\[ B_2 = 0.422384803, \quad b_3 = 3.43966581, \]
\[ B_3 = 0.241865419 \]
The function \( \Phi(x) \) is the linearized split function:
\[
\Phi(x) = \exp \left( \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{d\tau}{\tau-x} \log \left( \Omega_0 + \log \frac{4}{1-\tau^2} \right) \right),
\]
(12.93)
where \( \Omega_0 \) is given by eq. (12.54) and where the path of integration passes above the point \(-1\) and below \(x\) and \(+1\). In the interval \(0 \leq \theta < \frac{1}{2}\pi\) (Hallén [1961]):
\[
\frac{1}{\Phi(\cos \theta)} \approx \frac{1}{\Phi(1)} \{1-\Omega_0^{-1} \log (\cos^2 \frac{1}{2} \theta) + \Omega_0^{-2} \text{Li}_2 (\sin^2 \frac{1}{2} \theta) + \\
+ \Omega_0^{-3} \{ \log (\cos^2 \frac{1}{2} \theta) (\text{Li}_2 (\cos^2 \frac{1}{2} \theta) - \frac{3}{2} \pi^2) + 2 \text{Li}_3 (\sin^2 \frac{1}{2} \theta) - 2 \text{Li}_3 (\cos^2 \frac{1}{2} \theta) + 2 \zeta(3) \} \}
\]
(12.94)
with \( \zeta(3) \) given in eq. (12.1); by differentiating with respect to \( \cos \theta \) \((0 \leq \theta \leq \frac{1}{2}\pi)\):
\[
\frac{\Phi' (\cos \theta)}{\Phi(\cos \theta)} \approx \Omega_0^{-1} \left\{ \frac{1+\pi^2/3 \Omega_0^2}{1+\cos \theta} - \frac{4 \cos \theta}{\sin^2 \theta} \left[ \Omega_0^{-1} \log \cos \frac{1}{2} \theta \right. \right. - \\
\left. \left. - \Omega_0^{-2} \{ \text{Li}_2 (\sin^2 \frac{1}{2} \theta) - 2 (\log \cos \frac{1}{2} \theta)^2 \} \right] \right\};
\]
(12.95)
the dilogarithm \( \text{Li}_2 \) and the trilogarithm \( \text{Li}_3 \) are defined by:
\[
\text{Li}_2 (x) = - \int_0^x \frac{\log (1-\tau)}{\tau} \, d\tau = \sum_{n=1}^{\infty} \frac{x^n}{n^2}, \quad \text{when } |x| \leq 1.
\]
(12.96)

\[
\text{Li}_3 (x) = \int_0^x \text{Li}_2 (\tau) \frac{d\tau}{\tau} = \sum_{n=1}^{\infty} \frac{x^n}{n^3}, \quad \text{when } |x| \leq 1.
\]
(12.97)
The approximations (12.94) and (12.95) can be extended to the interval \( \frac{1}{2} \pi \leq \theta < \pi \) by means of the relations:
\[
\frac{1}{\Phi(\cos \theta)} = \Phi(-\cos \theta) \{ \Omega_0 - \frac{1}{2} \log \left( \frac{1}{2} \sin \theta \right) \},
\]
(12.96a)

\[
\frac{1}{\Phi(0)} = \sqrt{(\Omega_0 + 2 \log 2)}.
\]
(12.99)

\[
\frac{\Phi' (\cos \theta)}{\Phi(\cos \theta)} \approx \frac{\Phi' (-\cos \theta)}{\Phi(-\cos \theta)} - \frac{2 \cos \theta}{\sin^2 \theta} (\Omega_0 - 2 \log \left( \frac{1}{2} \sin \theta \right)),
\]
(12.100)

For small values of \( \kappa a \) (Hallén [1956]):
\[
\frac{1}{\Phi^2 (1)} \approx \Omega_0 - \frac{1}{2} \pi^2 \Omega_0^{-2} - 4 \zeta(3) \Omega_0^{-2}.
\]
(12.101)
The dilogarithm and the trilogarithm are shown in Fig. 12.13, and the real and imaginary parts of the linearized split function \( \{\Phi(1)\}^{-2} \) in Fig. 12.14. Numerical values of \( \{\Phi(1)\}^{-2} \) and of an auxiliary function useful for interpolation are given in Table 12.1. Polynomial approximations for \( \text{Li}_2 \) and \( \text{Li}_3 \) are (Finnarsson [1969]):
Fig. 12.13. The dilogarithm (-----) and trilogarithm (--.--).

Fig. 12.14. Real (-----) and imaginary (--.--) parts (in radians) of the linearized split function \((\Phi(1))^{-1}\).

\[
\text{Li}_2(x) = f_2(x) + \varepsilon x, \quad \text{for } 0 \leq x \leq 0.5, \quad (12.102)
\]

\[
\text{Li}_2(x) = \frac{1}{2} \pi^2 - f_2(1 - x) - \log x \log (1 - x) - \varepsilon (1 - x), \quad \text{for } 0.5 < x \leq 1, \quad (12.103)
\]

where

\[
|\varepsilon(x)| < 5 \times 10^{-7}, \quad (12.104)
\]

\[
f_2(x) = 0.999999268 x + 0.250101283 x^2 + 0.103876764 x^3 +
+ 0.080075448 x^4 - 0.019452752 x^5 + 0.109355762 x^6; \quad (12.105)
\]
Table 12.1
The linearized split function

<table>
<thead>
<tr>
<th>$ka$</th>
<th>Re[$\frac{1}{\Phi(1)}$]</th>
<th>Im[$\frac{1}{\Phi(1)}$]</th>
<th>Re[$\frac{\Omega^{-1}}{\Phi(1)}$]</th>
<th>Im[$\frac{\Omega^{-1}}{\Phi(1)}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>9.18195</td>
<td>3.24373</td>
<td>0.978425</td>
<td>0.017995</td>
</tr>
<tr>
<td>0.010</td>
<td>7.73618</td>
<td>3.25549</td>
<td>0.970336</td>
<td>0.025706</td>
</tr>
<tr>
<td>0.015</td>
<td>6.88188</td>
<td>3.25435</td>
<td>0.963496</td>
<td>0.031392</td>
</tr>
<tr>
<td>0.020</td>
<td>6.27173</td>
<td>3.24673</td>
<td>0.957253</td>
<td>0.035899</td>
</tr>
<tr>
<td>0.025</td>
<td>5.79634</td>
<td>3.23514</td>
<td>0.951371</td>
<td>0.039581</td>
</tr>
<tr>
<td>0.030</td>
<td>5.40580</td>
<td>3.22089</td>
<td>0.945732</td>
<td>0.042636</td>
</tr>
<tr>
<td>0.035</td>
<td>5.07690</td>
<td>3.20475</td>
<td>0.940269</td>
<td>0.045187</td>
</tr>
<tr>
<td>0.040</td>
<td>4.79093</td>
<td>3.18721</td>
<td>0.934941</td>
<td>0.047320</td>
</tr>
<tr>
<td>0.045</td>
<td>4.53874</td>
<td>3.16862</td>
<td>0.929717</td>
<td>0.048097</td>
</tr>
<tr>
<td>0.050</td>
<td>4.31336</td>
<td>3.14925</td>
<td>0.924579</td>
<td>0.049568</td>
</tr>
<tr>
<td>0.055</td>
<td>4.10979</td>
<td>3.12927</td>
<td>0.918511</td>
<td>0.051476</td>
</tr>
<tr>
<td>0.060</td>
<td>3.92435</td>
<td>3.10883</td>
<td>0.912502</td>
<td>0.052731</td>
</tr>
<tr>
<td>0.065</td>
<td>3.75421</td>
<td>3.08804</td>
<td>0.906427</td>
<td>0.054039</td>
</tr>
<tr>
<td>0.070</td>
<td>3.59718</td>
<td>3.06599</td>
<td>0.899749</td>
<td>0.054425</td>
</tr>
<tr>
<td>0.075</td>
<td>3.45150</td>
<td>3.04176</td>
<td>0.892093</td>
<td>0.054655</td>
</tr>
<tr>
<td>0.080</td>
<td>3.31576</td>
<td>3.02441</td>
<td>0.884903</td>
<td>0.054742</td>
</tr>
<tr>
<td>0.085</td>
<td>3.18879</td>
<td>3.00298</td>
<td>0.878087</td>
<td>0.054701</td>
</tr>
<tr>
<td>0.090</td>
<td>3.06963</td>
<td>2.98153</td>
<td>0.871532</td>
<td>0.053907</td>
</tr>
<tr>
<td>0.095</td>
<td>2.95747</td>
<td>2.96007</td>
<td>0.865031</td>
<td>0.052541</td>
</tr>
<tr>
<td>0.100</td>
<td>2.85161</td>
<td>2.93865</td>
<td>0.857578</td>
<td>0.052473</td>
</tr>
<tr>
<td>0.105</td>
<td>2.75146</td>
<td>2.91728</td>
<td>0.851062</td>
<td>0.053907</td>
</tr>
<tr>
<td>0.110</td>
<td>2.65651</td>
<td>2.89599</td>
<td>0.846536</td>
<td>0.053450</td>
</tr>
<tr>
<td>0.115</td>
<td>2.56631</td>
<td>2.87480</td>
<td>0.842168</td>
<td>0.052910</td>
</tr>
<tr>
<td>0.120</td>
<td>2.48048</td>
<td>2.85372</td>
<td>0.838996</td>
<td>0.052295</td>
</tr>
<tr>
<td>0.125</td>
<td>2.39867</td>
<td>2.83277</td>
<td>0.836430</td>
<td>0.051611</td>
</tr>
<tr>
<td>0.130</td>
<td>2.32058</td>
<td>2.81195</td>
<td>0.834769</td>
<td>0.050864</td>
</tr>
<tr>
<td>0.135</td>
<td>2.24594</td>
<td>2.79128</td>
<td>0.833072</td>
<td>0.050059</td>
</tr>
<tr>
<td>0.140</td>
<td>2.17450</td>
<td>2.77077</td>
<td>0.831640</td>
<td>0.049201</td>
</tr>
<tr>
<td>0.145</td>
<td>2.10605</td>
<td>2.75042</td>
<td>0.829361</td>
<td>0.048296</td>
</tr>
<tr>
<td>0.150</td>
<td>2.04039</td>
<td>2.73024</td>
<td>0.827277</td>
<td>0.047348</td>
</tr>
<tr>
<td>0.155</td>
<td>1.97734</td>
<td>2.71023</td>
<td>0.825476</td>
<td>0.046360</td>
</tr>
<tr>
<td>0.160</td>
<td>1.91674</td>
<td>2.69041</td>
<td>0.823949</td>
<td>0.045338</td>
</tr>
<tr>
<td>0.165</td>
<td>1.85845</td>
<td>2.67076</td>
<td>0.816560</td>
<td>0.044284</td>
</tr>
<tr>
<td>0.170</td>
<td>1.80233</td>
<td>2.65131</td>
<td>0.811077</td>
<td>0.043202</td>
</tr>
<tr>
<td>0.175</td>
<td>1.74826</td>
<td>2.63204</td>
<td>0.806562</td>
<td>0.042096</td>
</tr>
<tr>
<td>0.180</td>
<td>1.69612</td>
<td>2.61296</td>
<td>0.802062</td>
<td>0.040967</td>
</tr>
<tr>
<td>0.185</td>
<td>1.64581</td>
<td>2.59407</td>
<td>0.797576</td>
<td>0.039820</td>
</tr>
<tr>
<td>0.190</td>
<td>1.59724</td>
<td>2.57538</td>
<td>0.793105</td>
<td>0.038857</td>
</tr>
<tr>
<td>0.195</td>
<td>1.55031</td>
<td>2.55689</td>
<td>0.788650</td>
<td>0.037479</td>
</tr>
<tr>
<td>0.200</td>
<td>1.50495</td>
<td>2.53859</td>
<td>0.784210</td>
<td>0.036291</td>
</tr>
</tbody>
</table>
$\text{Li}_3(x) = f_3(x) \div c(x)$, \quad for $0 \leq x \leq 0.62$, \quad (12.106)

$\text{Li}_3(x) = \zeta(3) + \frac{\pi^2}{6} \log x - \frac{1}{2} (\log x)^2 \log (1 - x) - \frac{1}{6} (\log x)^3 - f_3(1 - x) + f_3 \left( \frac{1 - x}{x} \right) - 1 f_3 \left( \frac{1 - x^2}{x^2} \right) + e(x)$, \quad for $0.62 < x \leq 1$. \quad (12.107)

where

$|c(x)| \leq |e(x)| < 5 \times 10^{-7}$, \quad (12.108)

$f_3(x) = 0.9999999526 x + 0.125052531 x^2 + 0.036110095 x^3 + 0.021439379 x^4 - 0.007595185 x^5 + 0.021356189 x^6$. \quad (12.109)
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Although many exact scattering formulae are available for the oblate spheroid, numerical results are almost non-existent. Furthermore, only a few asymptotic formulae have been derived, and no exact solution of the vector scattering problem has yet been found.

The fat spheroid represents an obvious generalization of the sphere, and the thin spheroid becomes a disc in the limiting case of an eccentricity equal to unity.

**13.1. Oblate spheroidal geometry**

The oblate spheroidal coordinates \( (\xi, \eta, \phi) \) shown in Fig. 13.1 are related to the rectangular Cartesian coordinates \( (x, y, z) \) by the transformation

\[
\begin{align*}
x &= \frac{1}{d} \sqrt{\left(\xi^2 + 1\right)\left(1 - \eta^2\right)} \cos \phi, \\
y &= \frac{1}{d} \sqrt{\left(\xi^2 + 1\right)\left(1 - \eta^2\right)} \sin \phi, \\
z &= \frac{1}{d} \eta,
\end{align*}
\]  

where \( 0 \leq \xi < \infty, -1 \leq \eta \leq 1 \) and \( 0 \leq \phi < 2\pi \). The \( z \)-axis is the axis of symmetry.

![Fig. 13.1. Oblate spheroidal geometry.](image)
and the surfaces \( \xi = \text{constant}, \eta = \text{constant} \) and \( \phi = \text{constant} \) are respectively confocal oblate spheroids of interfocal distance \( d \), minor axis \( d\xi \) and major axis \( d\sqrt{(\xi^2 + 1)} \); confocal semi-hyperboloids of revolution of one sheet with interfocal distance \( d \); and semi-planes originating in the \( z \)-axis.

The scattering body is the oblate spheroid with surface \( \xi = \xi_1 \), and the primary source is either a plane wave whose direction of propagation forms the angle \( \xi \) with the positive \( z \)-axis, or a point or dipole source located at \( (\xi_0, \eta_0, \phi_0) \). The length-to-width ratio of the scatterer, i.e. the ratio between the minor and major axes, is \( \xi_1/\sqrt{(\xi_1^2 + 1)} \).

The definitions and notation for the oblate spheroidal wave functions are those of FLAMMER [1957]. Thus the radial functions of first, second and third kind are indicated by \( R_{mn}^{(j)}(-ic, i\xi) \), where \( j = 1, 2 \) and \( 3 \) respectively, whereas the symbol \( S_{mn}(-ic, \eta) \) is used for the angular functions; \( m \geq 0 \) and \( n \geq m \) are integers. The parameter \( c \) is the product of wave number and semi-focal distance: \( c = \frac{1}{2}kd \). The quantities \( \tilde{\rho}_{mn} \) and \( \tilde{N}_{mn} \) which appear in the following sections are functions of \( m \), \( n \) and \( c \), and are obtained from the quantities \( \rho_{mn} = \rho_{mn}(c) \) and \( N_{mn} = N_{mn}(c) \) introduced in Chapter 11 and defined by FLAMMER [1957] through the relations:

\[
\tilde{\rho}_{mn} = \rho_{mn}(-ic), \quad \tilde{N}_{mn} = N_{mn}(-ic).
\]

Numerical tables for oblate spheroidal wave functions and related quantities with the notation adopted in this chapter are given by FLAMMER [1957] and LOWAN [1964]. Asymptotic expansions of oblate spheroidal wave functions are found, for example, in FLAMMER [1957] and MÜLLER [1962].

Owing to the scarceness of computed data, no reliable statement can be made on the rapidity of convergence of the infinite series of eigenfunctions representing the exact solutions.

### 13.2. Acoustically soft spheroid

#### 13.2.1. Point sources

#### 13.2.1.1. EXACT SOLUTIONS

For a point source at \( r_0 = (\xi_0, \eta_0, \phi_0) \), such that

\[
\nu = \frac{e^{i\rho}}{kR},
\]

then

\[
1^1 + 1^3 = G(r, r_0) = 2i \sum_m \sum_n \tilde{\rho}_{mn} \times \left[ R_{mn}^{(1)}(-ic, i\xi) - R_{mn}^{(3)}(-ic, i\xi) \right] R_{mn}^{(3)}(-ic, i\xi) \times S_{mn}(-ic, \eta) S_{mn}(-ic, \eta) \cos m(\phi - \phi_0),
\]

\[
(13.4)
\]
On the surface $\xi = \xi_1$:

$$\frac{\partial}{\partial \xi} (V^i + V^o) = -\frac{2i}{\epsilon_0} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{e_m}{R_{mn}} \frac{R_{mn}^{(3)}(-ic, i\xi_1)}{R_{mn}^{(1)}(-ic, i\xi_1)} R_{mn}^{(3)}(-ic, i\xi_0) S_{mn}(-ic, \eta) S_{mn}(-ic, \eta) \cos(\phi - \phi_0).$$  \hspace{1cm} (13.5)

In the far field ($\xi \to \infty$):

$$V^i + V^o = 2e^{ic} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} e_n \frac{1}{N_{mn}} \left[ R_{mn}^{(1)}(-ic, i\xi_0) - \frac{R_{mn}^{(1)}(-ic, i\xi_1)}{R_{mn}^{(3)}(-ic, i\xi_1)} \right] R_{mn}^{(3)}(-ic, i\xi_0) S_{mn}(-ic, \eta) \cos(\phi - \phi_0).$$  \hspace{1cm} (13.6)

When the source is on the positive $z$-axis ($\eta_0 = 1$):

$$V^i + V^o = 2e^{ic} \sum_{n=0}^{\infty} \frac{1}{N_{mn}} \left[ R_{mn}^{(1)}(-ic, i\xi_0) - \frac{R_{mn}^{(1)}(-ic, i\xi_1)}{R_{mn}^{(3)}(-ic, i\xi_1)} \right] R_{mn}^{(3)}(-ic, i\xi_0) S_{mn}(-ic, 1) S_{mn}(-ic, \eta).$$  \hspace{1cm} (13.7)

In particular, if the field point is on the surface $\xi = \xi_1$:

$$\frac{\partial}{\partial \xi} (V^i + V^o) = -\frac{2i}{\epsilon_0} \sum_{m=0}^{\infty} \frac{e_m}{R_{mn}} \frac{R_{mn}^{(3)}(-ic, i\xi_0) S_{mn}(-ic, 1) S_{mn}(-ic, \eta)}{R_{mn}^{(3)}(-ic, i\xi_1)}.$$

whereas in the far field ($\xi \to \infty$):

$$V^i + V^o = 2e^{ic} \sum_{n=0}^{\infty} \frac{(-i)^n}{N_{mn}} \left[ R_{mn}^{(1)}(-ic, i\xi_0) - \frac{R_{mn}^{(1)}(-ic, i\xi_1)}{R_{mn}^{(3)}(-ic, i\xi_1)} \right] R_{mn}^{(3)}(-ic, i\xi_0) S_{mn}(-ic, \eta).$$  \hspace{1cm} (13.8)

13.2. LOW FREQUENCY APPROXIMATIONS

General methods (e.g. Morse and Feshbach [1953], Noble [1962], Kleinman [1965a]) for the derivation of terms in the low frequency expansion are applicable to this case; however, no specific results are as yet available.

13.2.1.3. HIGH FREQUENCY APPROXIMATIONS

For a point source at $(\xi_0, \eta_0, 0)$, such that

$$V^i = \frac{e^{ikR}}{kR},$$  \hspace{1cm} (13.10)

the geometrical optics scattered field at a point $(\xi, \eta, \phi = 0 \text{ or } \pi)$ located in the illuminated region and in the plane containing the source and the $z$-axis is:
\[ V_{\phi = 0} = -\frac{e^{i(cF_0 + F)}}{cF_0} \left[ \left( 1 + \frac{F}{F_0} + \frac{2F^2}{\left( \xi_1^2 + \eta_0^2 \right) G} \right) \left( 1 + \frac{F}{F_0} + \frac{2\xi_1^2 G}{\left( \xi_1^2 + \eta_0^2 \right)} \right) \right]^{-1}, \quad (13.11) \]

where
\[ F = \left( \frac{\sqrt{\left( \zeta_1^2 + 1 \right) \left( 1 - \eta_0^2 \right)} - \left( -1 \right)^j \sqrt{\left( \zeta_1^2 + 1 \right) \left( 1 - \eta^2 \right)} \right) + \left( \xi_1 \eta_0 - \zeta_0 \eta_0 \right)^2, \quad (13.12) \]
\[ F_0 = \left( \frac{\sqrt{\left( \zeta_1^2 + 1 \right) \left( 1 - \eta_0^2 \right)} - \left( -1 \right)^j \sqrt{\left( \zeta_1^2 + 1 \right) \left( 1 - \eta_0^2 \right)} \right) + \left( \xi_1 \eta_0 - \zeta_0 \eta_0 \right)^2, \quad (13.13) \]
\[ G = \frac{\xi}{\xi_1^2} \eta_1 + 1 + \left( -1 \right)^j \sqrt{\frac{\xi_1^2 + 1}{\xi_1^2 + 1} \left( 1 - \eta_0^2 \right) \left( 1 - \eta^2 \right)], \quad (13.14) \]

and
\[ j = h = 0, \quad \text{if } \phi = 0; \]
\[ j = 0, h = 1, \quad \text{if } \phi = \pi \text{ and } \sqrt{\left( \zeta_1^2 + 1 \right) \left( 1 - \eta_0^2 \right)} < \]
\[ \left[ \left( \xi_1 \eta_0 - \zeta_0 \eta_0 \right) - \zeta_0 \eta_0 \right); \]
\[ j = 1, h = 0, \quad \text{if } \phi = \pi \text{ and } \sqrt{\left( \zeta_1^2 + 1 \right) \left( 1 - \eta^2 \right)} < \]
\[ \left[ \left( \xi_1 \eta_0 - \zeta_0 \eta_0 \right) - \zeta_0 \eta_0 \right); \]

The parameter \( \eta_1, -1 \leq \eta_1 \leq 1, \) is determined as a function of \( \zeta_0, \eta_0, \zeta, \eta, \zeta_1 \) and \( \phi \) by the relations:
\[ \frac{\partial}{\partial \eta_1} (F_0 + F) = 0, \quad \frac{\partial^2}{\partial \eta_1^2} (F_0 + F) > 0. \quad (13.15) \]

In the geometrical shadow \( V_{\phi = 0} \) = 0. In particular, when the source is at \( (\zeta_0, 1) \) on the z-axis
\[ F = \left( \frac{\sqrt{\left( \zeta_1^2 + 1 \right) \left( 1 - \eta_0^2 \right)} - \sqrt{\left( \zeta_1^2 + 1 \right) \left( 1 - \eta^2 \right)} \right) + \left( \xi_1 \eta_0 - \zeta_0 \eta_0 \right)^2, \quad (13.16) \]
\[ F_0 = \left( \frac{\sqrt{\left( \zeta_1^2 + 1 \right) \left( 1 - \eta_0^2 \right)} - \sqrt{\left( \zeta_1^2 + 1 \right) \left( 1 - \eta_0^2 \right)} \right) + \left( \xi_1 \eta_0 - \zeta_0 \eta_0 \right)^2, \quad (13.17) \]
\[ G = \frac{\xi}{\xi_1^2} \eta_1 + 1 + \sqrt{\frac{\xi_1^2 + 1}{\xi_1^2 + 1} \left( 1 - \eta_0^2 \right) \left( 1 - \eta^2 \right)], \quad (13.18) \]

and \( \eta_1 \) is the positive root of the equation:
\[ \sqrt{1 - \eta_1^2} (\eta_1 + \xi_1 \eta_0) + \sqrt{\left( \zeta_1^2 + 1 \right) \left( 1 - \eta_0^2 \right)} + \left[ \sqrt{\left( \zeta_1^2 + 1 \right) \left( 1 - \eta_0^2 \right)} - \sqrt{\left( \zeta_1^2 + 1 \right) \left( 1 - \eta^2 \right)} \right] + \left( \xi_1 \eta_0 - \zeta_0 \eta_0 \right)^2 + \]
\[ \left( \xi_1 \eta_0 - \zeta_0 \eta_0 \right) + \sqrt{1 - \eta_1^2} (\eta_1 + \xi_1 \eta_0) = 0. \quad (13.19) \]

If both source and observation points are on the z-axis \( (\eta_0 = \eta = 1) \),
\[ V_{\phi = 0} = -\frac{\exp \left[ i \left( \zeta_0 + \xi - 2 \xi_1 \right) \right]}{e^{\left[ \zeta_0 + \xi - 2 \xi_1 + 2 \xi_1 \left( \eta_0 - \zeta_1 \right) \left( \xi_1^2 + 1 \right) \right]} \quad \text{in the illuminated region and zero in the shadow.} \quad (13.20) \]
13.2
ACOUSTICALLY SOFT SPHEROID

A more refined approximation, in which an asymptotic expression for the diffracted field is retained, can be derived by means of Keller’s theory of diffraction; however, no specific results are available.

For a point source \((\xi_0, 1)\) on the z-axis at a large distance from a flat spheroid (almost a disc), such that 

\[
\xi_0^2 \gg 1, \quad c \gg 1, \quad c^4 \xi_1 \ll 1, \quad (13.21)
\]

the field at a point \((\xi_1, \eta, \phi)\) on the shadowed portion of the surface of the spheroid is given by the asymptotic expansions (GOODRICH, KAZARINOFF and WESTON [1963]):

\[
\frac{\partial}{\partial \xi} (V^1 + V^\eta) \sim \frac{e^{i c \xi}}{c \xi_0} \left[ (1 - \eta^2)^{-1} \sum_{n=0}^{N} \frac{T_{n,0}}{1 + R_n e^{2 i c}} \right] \quad (13.22)
\]

for \(|c\eta| \ll 1\) and \(\eta < 0\

\[
\frac{\partial}{\partial \xi} (V^1 + V^\eta) \sim \frac{e^{i c \xi}}{c \xi_0} \left[ (1 - \eta^2)^{-1} \sum_{n=0}^{N} \frac{T_n}{\eta^n (n + \frac{1}{2})} \right] \quad (13.23)
\]

for \(c(1 - \eta^2) \gg 1\) and \(-1 < \eta \leq -\delta < 0\) with \(\delta\) arbitrarily small, and

\[
\frac{\partial}{\partial \xi} (V^1 + V^\eta) \sim \frac{e^{i c \xi}}{c \xi_0} \left[ \sum_{n=0}^{N} \frac{T_n}{\eta^n (n + \frac{1}{2})} \right] \quad (13.24)
\]

for \(c(1 - \eta^2) \ll 1\) and \(\eta < 0\). In the preceding expansions,

\[
R_n = \frac{(-1)^n (2n+1) ! e^{2 i \pi}}{2^{2n+1} n! e^{2 i \pi}}, \quad (13.25)
\]

\[
f(\eta) = \frac{1 + \eta}{1 - \eta^2}, \quad (13.26)
\]

\[
T_{n,0} = \frac{(-1)^n (2n+1) ! e^{2 i \pi}}{2^{2n+1} n! e^{2 i \pi}}, \quad (13.27)
\]

\[
T_n = \frac{i^{n+1} (2n+1) !}{2^{2n+1} n! e^{2 i \pi}}, \quad (13.28)
\]

and \(N\) is a positive integer; how large \(N\) may be once \(c\) is chosen is not known. The preceding residue series may be physically interpreted in terms of traveling waves, as has been done for the thin prolate spheroid; for details, see GOODRICH, KAZARINOFF and WESTON [1963].

13.2.2. Plane wave incidence

13.2.2.1. Exact solutions

For incidence at an angle \(\zeta\) with respect to the positive z-axis, such that

\[
I^1 = \exp \{i k(x \sin \zeta + z \cos \zeta)\}, \quad (13.29)
\]
then

\[ V^s = -2 \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} e_m^s \frac{i^n}{N_{mn}} R_{mn}^{(1)}(-ie, i\xi) R_{mn}^{(3)}(-ie, i\xi) \times S_{mn}(-ie, \cos \zeta) S_{mn}(-ie, \eta) \cos \phi. \] (13.30)

On the surface \( \zeta = \zeta_1 \):

\[ \frac{\partial}{\partial \zeta} (V^i + V^s) = -2 \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} e_m^s \frac{i^n}{N_{mn}} \frac{1}{R_{mn}^{(1)}(-ie, i\xi)} R_{mn}^{(3)}(-ie, i\xi) \times S_{mn}(-ie, \cos \zeta) S_{mn}(-ie, \eta) \cos \phi. \] (13.31)

In the far field \( (\zeta \to \infty) \):

\[ S = 2i \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} e_m^s \frac{R_{mn}^{(1)}(-ie, i\xi)}{R_{mn}^{(3)}(-ie, i\xi)} S_{mn}(-ie, \cos \zeta) S_{mn}(-ie, \eta) \cos \phi. \] (13.32)

The total scattering cross section is:

\[ \sigma_T = 4\pi \frac{k^2}{k^2} \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} e_m^s \frac{R_{mn}^{(1)}(-ie, i\xi)}{R_{mn}^{(3)}(-ie, i\xi)} \left[ |R_{mn}^{(1)}(-ie, i\xi)| S_{mn}(-ie, \cos \zeta) S_{mn}(-ie, \eta) \right]^2. \] (13.33)

For axial incidence \( (\zeta = \pi) \):

\[ V^i = -2 \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} e_m^s \frac{R_{mn}^{(1)}(-ie, i\xi)}{R_{mn}^{(3)}(-ie, i\xi)} R_{mn}^{(2)}(-ie, i\xi) S_{mn}(-ie, -1) S_{mn}(-ie, \eta). \] (13.34)

and on the surface \( \zeta = \zeta_1 \):

\[ \frac{\partial}{\partial \zeta} (V^i + V^s) = -2 \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} e_m^s \frac{i^n}{N_{mn}} \frac{1}{R_{mn}^{(1)}(-ie, i\xi)} R_{mn}^{(3)}(-ie, i\xi) S_{mn}(-ie, -1) S_{mn}(-ie, \eta). \] (13.35)

In the far field \( (\zeta \to \infty) \):

\[ S = 2i \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} \frac{1}{R_{mn}^{(1)}} R_{mn}^{(3)}(-ie, i\xi) S_{mn}(-ie, -1) S_{mn}(-ie, \eta). \] (13.36)

The total scattering cross section is:

\[ \sigma_T = 4\pi \frac{k^2}{k^2} \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} \frac{1}{R_{mn}^{(1)}} R_{mn}^{(3)}(-ie, i\xi) S_{mn}(-ie, -1) \left[ |R_{mn}^{(1)}(-ie, i\xi)| S_{mn}(-ie, -1) \right]^2. \] (13.37)

13.2. LOW FREQUENCY APPROXIMATIONS

For incidence at an angle \( \zeta \) with respect to the positive \( z \)-axis, such that

\[ V^i = \exp \{ ik(\pi \sin \zeta + z \cos \zeta) \} , \] (13.38)

then (Asvestas and Kleinman [1967]):

\[ V^i = e^{i\phi} \frac{1}{n!} \sum_{m=0}^{\infty} (-1)^m (i\xi_1 - \eta)^{n-m} \sum_{m=0}^{\infty} c_{mn} \left( Q^2(i\xi) P_{ij}(\eta) \right) \cos \phi. \] (13.39)
where \( C_{l,h,j}^m = C_{l,j,h}^m \), and \( C_{l,h,j}^m \) is given by the recurrence relations:

\[
C_{l,h,j}^{m+1} = \frac{2}{h(h+1)-j(j+1)} \left[ \frac{h(h-l)}{2h-1} C_{l,h-1,j}^{m} - \frac{j(j-l)}{2j-1} C_{l,h,j-1}^{m} + \frac{(j+1)(j+l+1)}{2j+3} C_{l,h,j+1}^{m+1} - \frac{(h+1)(h+l+1)}{2h+3} C_{l,h+1,j}^{m} \right]
\]

(13.40)

for \( h \neq j \) and \( m = 0, 1, 2, \ldots \);

\[
C_{l,j,j}^{m+1} = -\sum_{k=0}^{m+1} Q_j(i\xi_1) C_{l,j,h}^{m+1} + A_j^{m+1}
\]

(13.41)

for \( m = 0, 1, 2, \ldots \) where \( \sum' \) indicates that the term \( h = j \) is omitted from the summation; and

\[
C_{0,0,0}^0 = A_{0,0,0}^0.
\]

(13.42)

\[
A_j^{m+1} = \begin{cases} 0, & \text{for } m + j \text{ odd,} \\ \frac{\sqrt{\pi}}{2m+1} \left( i\xi_1 - \cos \zeta \right)^m (2j+1) ! \left( j-l \right) ! P_j((1-\xi_1 \cos \zeta)/(\xi_1 - \cos \zeta)) & \text{for } m + j \text{ even.} \\
\end{cases}
\]

(13.43)

In the far field \((\zeta \to \infty)\):

\[
S = -ic \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} (-c)^m (i\xi_1 - \eta)^{n-m} (n-m)! \sum_{j=0}^{m} C_{l,j,h}^{m} P_j(\eta) \cos \phi.
\]

Starting from the exact series solution, Burke [1966a] has computed \( S \) through terms \( O(k^6) \) for arbitrary angles of incidence and observation.

For axial incidence \((\zeta = \pi)\):

\[
V^x = e^{i\xi_1} \sum_{m=0}^{n} (-c)^m (i\xi_1 - \eta)^{n-m} (n-m)! \sum_{j=0}^{m} C_{l,j,h}^{m} Q_j(i\xi_1) P_j(\eta).
\]

(13.45)

and in the far field \((\zeta \to \infty)\):

\[
S = -ic \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} (-c)^m (i\xi_1 - \eta)^{n-m} (n-m)! \sum_{j=0}^{m} C_{l,j,h}^{m} P_j(\eta).
\]

(13.46)

13.2.2.3. HIGH FREQUENCY APPROXIMATIONS

No specific results are available for arbitrary incidence, but for axial incidence, such that

\[
V^x = e^{-ik^2},
\]

the geometrical optics scattered field at a point \((\zeta, \eta, \phi)\) located in the illuminated region \( \{(\zeta^2 + 1)(\eta^2 - 1) > (\zeta^2 + 1) \text{ when } \eta < 0\} \) is:

\[
V_{\infty}^x = -\exp \left[ i(\zeta - \xi_1 \eta_1) \right] \left[ 1 + \frac{2F^2}{(\zeta_1^2 + \eta_1^2)G} \right] \left[ 1 + \frac{2\zeta_1^2 G}{\zeta_1^2 + \eta_1^2} \right]^{-1}
\]

(13.48)
where $F$ and $G$ are given by eqs. (13.16) and (13.18), and $\eta$ is the positive root of eq. (13.19) with $\xi_0 = \infty$. In the geometrical shadow $V_{s.o.} = 0$. In the far field ($\xi \to \infty$):

$$S_{s.o.} = -\frac{c(\xi_1^2 + \eta_1^2)}{2\xi_1} \exp \left\{ -ic[\xi_1(1 + \eta) + \sqrt{((\xi_1^2 + 1)(1 - \eta_1^2))}] \right\}. \quad (13.49)$$

In particular, if the observation point is on the z-axis ($\eta = 1$):

$$V_{s.o.} = -\frac{\xi_1^2 + 1}{2\xi_1 - \xi_1^2 + 1} e^{i\xi_1(1 - 2\eta_1)}, \quad (13.50)$$

and in the far field ($\xi \to \infty$):

$$S_{s.o.} = -\frac{c(\xi_1^2 + 1)}{2\xi_1} e^{-2ic\xi_1}, \quad (13.51)$$

so that the geometrical optics back scattering cross section is:

$$\sigma_{s.o.} = \frac{\pi c^2}{k^2}(\xi_1 + \xi_1^{-1})^2. \quad (13.52)$$

A more refined approximation, in which an asymptotic expression for the diffracted field is retained, can be derived by means of Keller's geometrical theory of diffraction; however, no specific results are available.

The total scattering cross section for axial incidence ($\zeta = \pi$) is (Jones [1957]):

$$\sigma_T \sim \frac{2\pi c^2}{k^2}(\xi_1^2 + 1)[1 + 0.9962\frac{c(\xi_1 + \xi_1^{-1})}{2}]^{1/2}; \quad (13.53)$$

this results in a good approximation if

$$c(\xi_1 + \xi_1^{-1}) \gg 1. \quad (13.54)$$

13.2.2.4. SHAPE APPROXIMATION

For a spheroid whose surface $\xi = \xi_1$ is defined in terms of the spherical polar coordinates ($r_1, \theta_1, \phi_1$) by the equation

$$r_1 = a \left( \frac{\xi_1^2 + 1}{\xi_1^2 + \cos^2 \theta_1} \right)^{1/4}, \quad (13.55)$$

and is such that

$$\xi_1^2 + 1 \gg 1, \quad (13.56)$$

i.e. the spheroid departs only infinitesimally from the sphere $r_1 = a$, the scattered field may be expressed as a perturbation of the solution for this sphere.

For incidence at an angle $\zeta$ with respect to the positive z-axis, such that

$$V^1 = \exp \{ ik(x \sin \zeta + z \cos \zeta) \}, \quad (13.57)$$
then
\[ V^x \sim - \sum_{m=0}^{\infty} \sum_{n=-\infty}^{\infty} e_n \frac{(n-m)!}{(n+m)!} \frac{i^n}{h_n^{(1)}(ka)} \left[ (2n+1)j_n(ka) - \frac{i}{\xi_n^2 + 1} a_{mn}(\zeta) \right] \]
\[ \times h_n^{(1)}(kr) P_n^{(1)}(\cos \zeta) \cos m\phi + O[(\xi_n^2 + 1)^{-2}], \] (13.58)

where
\[ a_{mn}(\zeta) = \frac{1}{k a h_n^{(1)}(ka)} \left[ \frac{(2n+1)(n^2 + n - i + m^2) + (n+m-1)(n+m)}{(2n-1)(2n+3)} \right] \]
\[ \times \frac{h_n^{(1)}(ka)}{h_{n-1}^{(1)}(ka)} \frac{P_{n-2}^{(1)}(\cos \zeta)}{P_n^{(1)}(\cos \zeta)} + \frac{(n-m+1)(n-m+2)}{2(2n+3)} \frac{h_n^{(1)}(ka)}{h_{n+2}^{(1)}(ka)} \frac{P_n^{(1)}(\cos \zeta)}{P_{n+2}^{(1)}(\cos \zeta)} \right]. \] (13.59)

In the far back scattered field \((r \to \infty, \theta = \pi - \zeta, \phi = \pi)\):
\[ S \sim \sum_{m=0}^{\infty} \sum_{n=-\infty}^{\infty} e_n \frac{(n-m)!}{(n+m)!} \frac{i^n}{h_n^{(1)}(ka)} \left[ i(2n+1)j_n(ka) + \frac{1}{\xi_n^2 + 1} a_{mn}(\zeta) \right] \]
\[ \times [P_n^{(1)}(\cos \zeta)]^2 + O[(\xi_n^2 + 1)^{-2}]. \] (13.60)

For axial incidence \((\zeta = \pi)\):
\[ V^x \sim - \sum_{n=0}^{\infty} \frac{(-i)^n}{h_n^{(1)}(ka)} \left[ (2n+1)j_n(ka) - \frac{i}{\xi_n^2 + 1} a_{0n}(\pi) \right] h_n^{(1)}(kr) P_n(\cos \theta) + \]
\[ + O[(\xi_n^2 + 1)^{-2}], \] (13.61)

where
\[ a_{0n}(\pi) = \frac{1}{k a h_n^{(1)}(ka)} \left[ \frac{(2n+1)(n^2 + n + 1)}{(2n-1)(2n+3)} + \frac{n(n-1)}{2(2n-1)} \frac{h_n^{(1)}(ka)}{h_{n+2}^{(1)}(ka)} \right] \]
\[ + \frac{(n+1)(n+2)}{2(2n+3)} \frac{h_n^{(1)}(ka)}{h_{n+2}^{(1)}(ka)} \]. (13.62)

and in the far back scattered field:
\[ S \sim \sum_{n=0}^{\infty} \frac{(-i)^n}{h_n^{(1)}(ka)} \left[ i(2n+1)j_n(ka) + \frac{1}{\xi_n^2 + 1} a_{0n}(\pi) \right] + O[(\xi_n^2 + 1)^{-2}]. \] (13.63)

13.3. Acoustically hard spheroid

13.3.1. Point sources

13.3.1.1. Exact solutions

For a point source at \(r_0 = (\xi_0, \eta_0, \phi_0)\), such that
\[ V^l = \frac{e^{ikr}}{kR}, \] (13.64)
then

$$V^i + V^v = G(r, r_0) = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \Delta_n \left[ R_{mn}^{(1)/(1)}(-ic, i\xi) - \frac{R_{mn}^{(1)/(1)}(-ic, i\xi)}{R_{mn}(\xi)} R_{mn}^{(1)/(1)}(-ic, i\xi) \right]$$

$$\times R_{mn}^{(3)/(3)}(-ic, i\eta)S_{mn}(-ic, \eta) \cos(m(\phi - \phi_0)).$$

(13.65)

On the surface $\xi = \xi_1$:

$$V^i + V^v = \frac{2i}{i(\xi_1^2 + 1)} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \Delta_n \left[ \frac{1}{R_{mn}(\xi)} R_{mn}^{(3)/(3)}(-ic, i\xi) \right]$$

$$\times S_{mn}(-ic, \eta_0)S_{mn}(-ic, \eta) \cos(m(\phi - \phi_0)).$$

(13.66)

In the far field ($\xi \to \infty$):

$$V^i + V^v = 2 \frac{e^{ic\xi}}{i\xi} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \Delta_n \left[ R_{mn}^{(1)/(1)}(-ic, i\xi) - \frac{R_{mn}^{(1)/(1)}(-ic, i\xi)}{R_{mn}(\xi)} R_{mn}^{(1)/(1)}(-ic, i\xi) \right]$$

$$\times S_{mn}(-ic, \eta_0)S_{mn}(-ic, \eta) \cos(m(\phi - \phi_0)).$$

(13.67)

When the source is on the positive $z$-axis ($\eta_0 = 1$):

$$V^i + V^v = 2 \frac{e^{ic\xi}}{i\xi} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \Delta_n \left[ R_{mn}^{(1)/(1)}(-ic, i\xi) - \frac{R_{mn}^{(1)/(1)}(-ic, i\xi)}{R_{mn}(\xi)} R_{mn}^{(1)/(1)}(-ic, i\xi) \right]$$

$$\times S_{mn}(-ic, \xi_0)S_{mn}(-ic, 1)S_{mn}(-ic, \eta).$$

(13.68)

In particular, if the field point is on the surface $\xi = \xi_1$:

$$V^i + V^v = \frac{2i}{i(\xi_1^2 + 1)} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \Delta_n \left[ \frac{1}{R_{mn}(\xi)} R_{mn}^{(3)/(3)}(-ic, i\xi) \right]$$

$$\times S_{mn}(-ic, \xi_0)S_{mn}(-ic, 1)S_{mn}(-ic, \eta).$$

(13.69)

whereas in the far field ($\xi \to \infty$):

$$V^i + V^v = \frac{e^{ic\xi}}{i\xi} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \Delta_n \left[ R_{mn}^{(1)(1)}(-ic, i\xi_0) - \frac{R_{mn}^{(1)(1)}(-ic, i\xi_0)}{R_{mn}(\xi)} R_{mn}^{(1)(1)}(-ic, i\xi_0) \right]$$

$$\times S_{mn}(-ic, 1)S_{mn}(-ic, \eta).$$

(13.70)

13.3.1.2. LOW FREQUENCY APPROXIMATIONS

General methods (e.g. Morse and Feshbach [1953], Noble [1962], Ar and Kleinman [1966]) for the derivation of terms in the low frequency expansion are applicable to this case; however, no specific results are as yet available.

13.3.1.3. HIGH FREQUENCY APPROXIMATIONS

For a point source at $(\xi_0, \eta_0, 0)$, such that

$$V^i = \frac{e^{icR}}{kR}.$$  

(13.71)
the geometrical optics scattered field at a point \((\xi, \eta, \phi = 0 \text{ or } \pi)\) located in the illuminated region and in the plane containing the source and the \(z\)-axis is:

\[
V^s_{g.o.} = \frac{e^{i\phi F_g}}{cF_g} \left[ \left( 1 + \frac{F}{F_g} + \frac{2F^2}{(\xi_1^2 + \eta_1^2)G} \right) \left( 1 + \frac{F}{F_g} + \frac{2\xi_1^2 G}{\xi_1^2 + \eta_1^2} \right)^{-1} \right],
\]

(13.72)

where \(F, F_g, G\) and \(\eta_1\) were defined in Section 13.2.1.3. In the geometrical shadow \(V^s_{g.o.} = 0\). If both source and observation points are on the \(z\)-axis \((\eta_0 = \eta = 1)\),

\[
V^s_{g.o.} = \frac{\exp\{i(\xi_0 + \xi - 2\xi_1)\}}{c[\xi_0 + \xi - 2\xi_1 + 2\xi_1(\xi_0 - \xi_1)(\xi - \xi_1)/(\xi_1^2 + 1)]}
\]

(13.73)
in the illuminated region and zero in the shadow.

A more refined approximation, in which an asymptotic expression for the diffracted field is retained, can be derived by means of Keller's geometrical theory of diffraction; however, no specific results are available.

For a point source \((\xi_0, 1)\) on the \(z\)-axis at a large distance from a flat spheroid (almost a disc), such that

\[
\xi_0^2 \gg 1, \quad c \gg 1, \quad c^{-1} \xi_1 \ll 1,
\]

(13.74)

the field at a point \((\xi_1, \eta, \phi)\) on the shadowed portion of the surface of the spheroid is given by the asymptotic expansions (GOODRICH, KAFAZAROFF and WESTON [1963]):

\[
V^i + V^s \sim \frac{e^{i\xi_{c,z}^0}}{c \xi_0^2 (1 - \eta^2)^{-1}} \sum_{n=0}^{N} \frac{T_{n,0}}{1 + R_n e^{2ic}}
\]

(13.75)

for \(|c^1 \eta| \ll 1\) and \(\eta < 0\).

\[
V^i + V^s \sim \frac{e^{i\xi_{c,z}^0}}{c \xi_0^2} (-\eta)^{-1} (1 - \eta^2)^{-1/2} \sum_{n=0}^{N} \frac{T_n}{1 + R_n e^{2ic}} + \frac{i \exp\{i(1 + \sqrt{(1 - \eta^2))}[f(\eta)]^{n+1}}{1 + R_n e^{2ic}}
\]

(13.76)

for \(c \sqrt{(1 - \eta^2)} \ll 1\) and \(-1 < \eta \leq -\delta < 0\) with \(\delta\) arbitrarily small, and

\[
V^i + V^s \sim \frac{e^{i(1 + \xi_{c,z}^0)}}{c \xi_0^2} \sqrt{\frac{2\pi i c}{\eta}} \sum_{n=0}^{N} \frac{T_n}{1 + R_n e^{2ic}}
\]

(13.77)

for \(c \sqrt{(1 - \eta^2)} \ll 1\) and \(\eta < 0\). In the preceding expansions,

\[
R_n = \frac{(-1)^n (2n)! e^{i\pi}}{2^{n+1} n! \xi_1^{2n+1}}
\]

(13.78)

\[
f(\eta) = \frac{1 + \sqrt{(1 - \eta^2)}}{1 - \sqrt{(1 - \eta^2)}}
\]

(13.79)

\[
T_{n,0} = \frac{i(1 - (-1)^n (2n)!}{2^{2n} n!}
\]

(13.80)
\[ T_a = \frac{(-j)^n(2n)!e^{\pm i\pi}}{2^{n+1}n!\pi^n c^{n+\frac{1}{2}}} \]  

and \( N \) is a positive integer; how large \( N \) may be once \( c \) is chosen is not known. The preceding residue series may be physically interpreted in terms of traveling waves, as has been done for the thin prolate spheroid; for details, see GOODRICH, KAZARNOFF and WESTON [1963].

13.3.2. Plane wave incidence

13.3.2.1. EXACT SOLUTIONS

For incidence at an angle \( \zeta \) with respect to the positive \( z \)-axis, such that

\[ V^i = \exp \{ik(x \sin \zeta + z \cos \zeta)\}, \]  

then

\[ V^s = -2 \sum_{m=0}^{n} \sum_{n=-m}^{m} e_m \frac{i^n R_{mn}^{(1)}}{R_{mn}^{(3)}} \frac{1}{R_{mn}^{(3)}} \times S_{mn}(-ic, \cos \zeta)S_{mn}(-ic, \eta) \cos m\phi. \]  

On the surface \( \zeta = \zeta_1 \):

\[ V^i + V^s = \frac{2}{c(\xi_1^2 + 1)} \sum_{m=0}^{n} \sum_{n=-m}^{m} e_m \frac{i^n}{R_{mn}} \frac{1}{R_{mn}^{(3)}} \times S_{mn}(-ic, \cos \zeta)S_{mn}(-ic, \eta) \cos m\phi. \]  

In the far field (\( \zeta \to \infty \)):

\[ S = 2i \sum_{m=0}^{n} \sum_{n=-m}^{m} e_m \frac{i^n R_{mn}^{(1)}}{R_{mn}^{(3)}} \frac{1}{R_{mn}^{(3)}} \times S_{mn}(-ic, \cos \zeta)S_{mn}(-ic, \eta) \cos m\phi. \]  

and the total scattering cross section is:

\[ \sigma_T = \frac{4\pi}{k^2} \sum_{m=0}^{n} \sum_{n=-m}^{m} e_m^2 \left[ \frac{R_{mn}^{(1)}}{R_{mn}^{(3)}} \frac{1}{R_{mn}^{(3)}} \right] \times S_{mn}(-ic, \cos \zeta)^2. \]  

For axial incidence (\( \zeta = \pi \)):

\[ V^s = -2 \sum_{n=0}^{n} e_n \frac{R_{0n}^{(1)}}{R_{0n}^{(3)}} \frac{1}{R_{0n}^{(3)}} \times S_{0n}(-ic, -1)S_{0n}(-ic, \eta). \]  

and on the surface \( \zeta = \zeta_1 \):

\[ V^i + V^s = \frac{2}{c(\xi_1^2 + 1)} \sum_{n=0}^{n} e_n \frac{1}{R_{0n}} \frac{1}{R_{0n}^{(3)}} \times S_{0n}(-ic, -1)S_{0n}(-ic, \eta). \]  

In the far field (\( \zeta \to \infty \)):

\[ S = 2i \sum_{n=0}^{n} \frac{1}{R_{0n}} \frac{1}{R_{0n}^{(3)}} \times S_{0n}(-ic, -1)S_{0n}(-ic, \eta). \]
and the total scattering cross section is:

\[ \sigma_T = \frac{4\pi}{k^2} \sum_{s=0}^{\infty} \frac{1}{R_{0s}^{(s)}} \left[ \frac{K_0^{(s)}(-ic, i\xi_1)}{K_0^{(s)}(-ic, i\xi_1)} \right] S_{0s}(-ic, -1)^2. \]  

(13.90)

Using an integral equation approach for his numerical computations, BRUNDRIT [1965] has plotted the amplitude of the far field coefficient of eq. (13.89) as a function of \( \eta \) for \( c\sqrt{(\xi_1^2+1)} = 1, 2, 4 \) and length-to-width ratios varying from 1:1 to 1:5, and the total scattering cross section \( \sigma_T \) of eq. (13.90) as a function of \( c\sqrt{(\xi_1^2+1)} \), \( c\sqrt{(\xi_1^2+1)} \leq 8 \), for 1:1, 9:10, 4:5, 3:5, 2:5 and 1:5 spheroids.

13.3.2.2. LOW FREQUENCY APPROXIMATIONS

For incidence at an angle \( \zeta \) with respect to the positive z-axis, such that

\[ V^i = \exp \{ik(x \sin \zeta + z \cos \zeta)\}, \]  

(13.91)

then (ASVESTAS and KLEINMAN [1967]):

\[ V^s = e^{ikz} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} (-c)^n (i\xi_1 - \eta)^{n-m} \sum_{h=0}^{\infty} \sum_{j=0}^{\infty} C_{h,j}^{(m,n)} Q_h(i\xi_1) P_j(\eta) \cos \theta. \]  

(13.92)

where \( C_{h,j}^{(m,n)} = C_{h,j}^{(m,n)} \), and \( C_{h,j}^{(m,n)} \) is given by the recurrence relations:

\[
\begin{align*}
C_{h,j}^{(m,n)} & = 2 h(j+1) C_{h-1,j-1}^{(m,n)} - j(j+1) C_{h,j-1}^{(m,n)} + \\
& + \frac{(j+1)(h+1)}{2h+3} C_{h,j+1}^{(m,n)} - \frac{(h+1)(h+1)}{2h+3} C_{h+1,j}^{(m,n)} 
\end{align*}
\]  

(13.93)

for \( h \neq j \) and \( m = 0, 1, 2, \ldots \); \n
\[
C_{h,j}^{(m+1,n)} = - \sum_{k=0}^{\infty} Q_k(i\xi_1) C_{h,j}^{(m,n)} + \sum_{k=0}^{\infty} Q_k(i\xi_1) C_{h,k}^{(m,n)} + A_{h,j}^{(m+1,n)} 
\]  

(13.94)

for \( m = 0, 1, 2, \ldots \), where \( \sum \) indicates that the term \( h = j \) is omitted from the summation; and

\[
C_{0,0,0}^{(m,n)} = A_{0,0}^{(m,n)} = 0, 
\]  

(13.95)

\[
A_{h,j}^{(m,n)} = 0, \text{ for } m+j \text{ odd;}
\]

\[
= \sqrt{\frac{\pi}{2^{m+1}}} \frac{(i\xi_1 - \cos \zeta)^{m-i}}{(m-j)!(m+j+1)!(j+1)!} \left( \frac{1}{i\xi_1 - \cos \zeta} \right)^{j-i} 
\]

\[
\times \left[ \xi_1 \cos \zeta \left( (m-j)(j-l+1)P_{l+1}^{(j+1)} \left( \frac{1-i\xi_1 \cos \zeta}{i\xi_1 - \cos \zeta} \right) \right) - \xi_1 \sin \zeta \left( \frac{1-i\xi_1 \cos \zeta}{i\xi_1 - \cos \zeta} \right) \right]^{(j+1)} 
\]

\[
\times \left[ (j+1)(m+j+1) \left( P_{l+1}^{(j+1)} \left( \frac{1-i\xi_1 \cos \zeta}{i\xi_1 - \cos \zeta} \right) - (j+1)(j-l+1)P_{l+1}^{(j+1)} \left( \frac{1-i\xi_1 \cos \zeta}{i\xi_1 - \cos \zeta} \right) \right) \right] 
\]
\[(m-j)(j-l+1) \left[ P_{j+1}^{(1)} \left( \frac{1-i \xi_1 \cos \xi}{i \xi_1 - \cos \xi} \right) - (j-l+1)(j-l+2)P_{j-1}^{(1)} \left( \frac{1-i \xi_1 \cos \xi}{i \xi_1 - \cos \xi} \right) \right], \]

for \(m+j\) even. \hspace{1cm} (13.96)

In the far field \((\xi \to \infty)\):

\[S = -ic \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-c)^n \frac{(i \xi_1 - \eta)^{n-m}}{(n-m)!} \sum_{k=0}^{m} \sum_{j=0}^{m} C_{k,j}^m \cos \phi. \hspace{1cm} (13.97)\]

Starting from the exact series solution, Burke [1966b] has computed \(S\) through terms \(O(\kappa^0)\) for arbitrary angles of incidence and observation.

For axial incidence \((\xi = \pi)\): \hspace{1cm} (13.98)

and in the far field \((\xi \to \infty)\): \hspace{1cm} (13.99)

13.3.2.3. HIGH FREQUENCY APPROXIMATIONS

No specific results are available for arbitrary incidence, but for axial incidence, such that

\[V^* = e^{-i \kappa z}, \hspace{1cm} (13.100)\]

the geometrical optics scattered field at a point \((\xi, \eta, \phi)\) located in the illuminated region \(((\xi_1^2 + 1)(1-\eta^2) > (\xi_1^2 + 1) \text{ when } \eta < 0)\) is:

\[V_{\text{geo}}^* = \exp \left[ ic(F - \xi_1 \eta_1) \right] \left[ \left( 1 + \frac{2F^2}{(\xi_1^2 + \eta_1^2)G} \right) \left( 1 + \frac{2\xi_1^2 G}{\xi_1^2 + \eta_1^2} \right) \right], \hspace{1cm} (13.101)\]

where \(F\) and \(G\) are given by eqs. (13.16) and (13.18), and \(\eta_1\) is the positive root of eq. (13.19) with \(\zeta_0 = \infty\). In the geometrical shadow \(V_{\text{geo}}^* = 0\). In the far field \((\xi \to \infty)\):

\[S_{\text{geo}} = \frac{e^{c(\xi_1^2 + \eta_1^2)}}{2\xi_1} \exp \left\{ -ic[\xi_1 \eta_1(1 + \eta_1 + \sqrt{((\xi_1^2 + 1)(1-\eta_1^2)(1-\eta_1^2)})]} \right\}. \hspace{1cm} (13.102)\]

In particular, if the observation point is on the z-axis \((\eta = 1)\):

\[V_{\text{geo}}^* = \frac{\xi_1^2 + 1}{2\xi_1 - \xi_1^2 + 1} e^{ic(\xi - \xi_1)}, \hspace{1cm} (13.103)\]

and in the far field \((\xi \to \infty)\):

\[S_{\text{geo}} = \frac{c(\xi_1^2 + 1)}{2\xi_1} e^{-2ic\xi_1}. \hspace{1cm} (13.104)\]
so that the geometrical optics back scattering cross section is:

$$\sigma_{g.o.} = \frac{\pi c^2}{k^2} (\xi_1 + \xi_1^{-1})^2. \tag{13.105}$$

A more refined approximation, in which an asymptotic expression for the diffracted field is retained, can be derived by means of Keller's geometrical theory of diffraction; however, no specific results are available.

The total scattering cross section for axial incidence ($\zeta = \pi$) is (Jones [1957]):

$$\sigma_T \sim \frac{2\pi c^2}{k^2}(\xi_1^2 + 1)\{1 - 0.8640[\zeta(\xi_1 + \xi_1^{-1})]^{-1}\}; \tag{13.106}$$

this result is a good approximation if:

$$\zeta(\xi_1 + \xi_1^{-1}) \gg 1. \tag{13.107}$$

### 13.3.2.4. SHAPE APPROXIMATION

For a spheroid whose surface $\xi = \xi_1$ is defined in terms of the spherical polar coordinates $(r_1, \theta_1, \phi_1)$ by the equation

$$r_1 = a \left(\frac{\xi_1^2 + 1}{\xi_1^2 + \cos^2 \theta_1}\right)^{1/2}, \tag{13.108}$$

and is such that

$$\xi_1^2 + 1 \gg 1, \tag{13.109}$$

i.e. the spheroid departs only infinitesimally from the sphere $r_1 = a$, the scattered field may be expressed as a perturbation of the solution for this sphere.

For incidence at an angle $\zeta$ with respect to the positive z-axis, such that

$$V^1 = \exp \{ik(x \sin \zeta + z \cos \zeta)\}, \tag{13.110}$$

then

$$V^1 \sim -\sum_{m=0}^{\infty} \sum_{n=m}^{\infty} c_{mn} \frac{(n-m)!}{(n+m)!} \frac{i^n}{h_n^{(1)}(ka)} \left[(2n+1)j_n(ka) - \frac{i}{\xi_1^2 + 1} b_{mn}(\zeta)\right] \times h_n^{(1)}(kr)P_n^m(\cos \theta)P_n^m(\cos \phi) \cos m\phi + O[\zeta^2 + 1]^2]. \tag{13.111}$$

where

$$b_{mn}(\zeta) = \frac{1}{(2n+1)}\left\{(2n+1)[(ka)^2(n^2 + n - 1 + m^2) - n^2(n+1)^2 - m^2(n^2 + n - 3)] + \frac{1}{(2n+3)(2n-1)}(n+m-1)(n+m)(k^2a^2 - n^2 + n + 2) \cdot h_n^{(1)}(ka) P_n^{m-2}(\cos \zeta) + \frac{1}{2(n-1)} h_n^{(1)}(ka) P_n^m(\cos \zeta) + \frac{1}{2(n+3)} h_n^{(1)}(ka) P_n^m(\cos \zeta) \right\}. \tag{13.112}$$
In the far back scattered field \((r \to \infty, \theta = \pi - \zeta, \phi = \pi)\):

\[
S \sim \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} \xi_m^m \frac{(n-m)!}{(n+m)!} (-1)^m \frac{(2n+1)j_m'(ka)}{\xi_1^m + 1} \left[ i(2n+1)j_m'(ka) + \frac{1}{\xi_1^m + 1} \right] h_n^{(1)}(ka) \\
\times \left[ P_n^m(\cos \zeta) \right]^2 + \mathcal{O}[(\xi_1^m + 1)^{-2}].
\]  

(13.113)

For axial incidence \((\zeta = \pi)\):

\[
V^n \sim -\sum_{m=0}^{\infty} \frac{(-i)^m}{h_n^{(1)}(ka)} \left[ \frac{(2n+1)j_m'(ka)}{\xi_1^m + 1} \right] h_n^{(1)}(kr)P_n(\cos \theta) + \\
+ \mathcal{O}[(\xi_1^m + 1)^{-2}],
\]  

(13.114)

where

\[
b_m(\pi) = \frac{1}{(ka)^3 h_n^{(1)}(ka)} \left[ \frac{(2n+1)((ka)^{2n} + n - 1) - n^2(n+1)^2}{(2n+3)(2n-1)} \right] + \\
+ \frac{n(n+1)((ka)^{2n} - n^2 + 2)}{2(2n-1)} \frac{h_n^{(1)}(ka)}{h_n^{(1)}(ka)} + \frac{(n+1)((ka)^{2n} - 3n)}{2(2n+3)} \frac{h_n^{(1)}(ka)}{h_n^{(1)}(ka)}.
\]  

(13.115)

and in the far back scattered field:

\[
S \sim \sum_{m=0}^{\infty} \frac{(-1)^m}{h_n^{(1)}(ka)} \left[ i(2n+1)j_m'(ka) + \frac{1}{\xi_1^m + 1} \left[ \frac{(2n+1)j_m'(ka)}{\xi_1^m + 1} \right] h_n^{(1)}(ka) \right] + \mathcal{O}[(\xi_1^m + 1)^{-2}].
\]  

(13.116)

### 13.4. Perfectly conducting spheroid

#### 13.4.1. Dipole sources

**13.4.1.1. EXACT SOLUTIONS**

Results are available only in the case of a dipole on the \(z\)-axis and axially oriented. For an electric dipole at \((\zeta_0, \eta_0 = 1)\) with moment \((4\pi\epsilon/k)\xi_1\) corresponding to an incident electric Hertz vector \(E^{(1)}(kR)\), such that

\[
H_\eta = -k^2 Y e^{ikR} \left( 1 + \frac{i}{kR} \right) \frac{1}{kR} \sqrt{[(\xi_1^2 + 1)(1 - \eta^2)]},
\]  

(13.117)

\[
H_\zeta = H_\phi = E_\phi = 0,
\]

then

\[
H_\zeta + H_\phi = \frac{2k^2 Y}{\sqrt{[(\xi_1^2 + 1)]}} \sum_{n=0}^{\infty} \frac{(-i)^n}{\rho_{1n} \tilde{R}_{1n}^{(1)}} \left[ \frac{\partial}{\partial \tilde{\zeta}_1} \left( \frac{e^{i\tilde{\zeta}_1}}{\sqrt{[(\xi_1^2 + 1)]}} \right) R_{1n}^{(1)}(-ic, i\xi_1) \right] \\
\times \left[ \frac{\partial}{\partial \tilde{\zeta}_1} \left( \frac{e^{i\tilde{\zeta}_1}}{\sqrt{[(\xi_1^2 + 1)]}} \right) R_{1n}^{(1)}(-ic, i\xi_1) \right] S_{1n}(-ic, \eta)
\]  

(13.118)
On the surface $\xi = \xi_1$:

$$H_\phi^k + H_\phi^s = \frac{2k^2y}{c\sqrt{l[(\xi_0^2+1)(\xi_1^2+1)]}} \sum_{n=0}^{\infty} (-i)^{n+1} \frac{1}{\rho_{1n}} \frac{\partial}{\partial \xi_1} \left[ \sqrt{\xi_1^2 + 1} R^{(3)}_{1n}(-ic, i\xi_1) \right]^{-1} \times R^{(3)}_{1n}(-ic, i\xi_0) S_{1n}(-ic, \eta).$$  \hspace{1cm} (13.119)

In the far field ($\xi \to \infty$):

$$iH_\phi^k + H_\phi^s = \frac{e^{ic\xi}}{c\xi} \sqrt{l[(\xi_0^2+1)(\xi_1^2+1)]} \sum_{n=0}^{\infty} (-i)^{n+1} \frac{1}{\rho_{1n} \beta_{1n}} \frac{\partial}{\partial \xi_1} \left[ \sqrt{\xi_1^2 + 1} R^{(3)}_{1n}(-ic, i\xi_1) \right]^{-1} \times R^{(3)}_{1n}(-ic, i\xi_0) S_{1n}(-ic, \eta).$$  \hspace{1cm} (13.120)

If the dipole is on the surface ($\xi_0 = \xi_1$):

$$H_\phi^k + H_\phi^s = \frac{2k^2y}{c(\xi_0^2+1)} \sum_{n=0}^{\infty} (-i)^{n+1} \frac{1}{\rho_{1n} \beta_{1n}} \frac{\partial}{\partial \xi_1} \left[ \sqrt{\xi_1^2 + 1} R^{(3)}_{1n}(-ic, i\xi_1) \right]^{-1} \times R^{(3)}_{1n}(-ic, i\xi_0) S_{1n}(-ic, \eta).$$  \hspace{1cm} (13.121)

If also the observation point is on the surface ($\xi = \xi_1$):

$$H_\phi^k + H_\phi^s = \frac{2k^2y}{c(\xi_1^2+1)} \sum_{n=0}^{\infty} (-i)^{n+1} \frac{1}{\rho_{1n} \beta_{1n}} \frac{\partial}{\partial \xi_1} \left[ \sqrt{\xi_1^2 + 1} R^{(3)}_{1n}(-ic, i\xi_1) \right]^{-1} \times R^{(3)}_{1n}(-ic, i\xi_1) S_{1n}(-ic, \eta).$$  \hspace{1cm} (13.122)

whereas in the far field ($\xi \to \infty$):

$$H_\phi^k + H_\phi^s = \frac{e^{ic\xi}}{c\xi} \frac{2k^2y}{c(\xi_1^2+1)} \sum_{n=0}^{\infty} (-i)^{n+1} \frac{1}{\rho_{1n} \beta_{1n}} \frac{\partial}{\partial \xi_1} \left[ \sqrt{\xi_1^2 + 1} R^{(3)}_{1n}(-ic, i\xi_1) \right]^{-1} \times S_{1n}(-ic, \eta).$$  \hspace{1cm} (13.123)

For a magnetic dipole at ($\xi_0, \eta_0 = 1$) with moment $(4\pi/k)\hat{z}$, corresponding to an incident magnetic Hertz vector $E e^{ikR}/(kR)$, such that

$$E_\phi = k^2 \hat{z} \frac{e^{ikR}}{kR} \left( 1 + \frac{i}{kR} \right) \frac{1}{kR} \sqrt{l[(\xi^2 + 1)(1 - \eta^2)]},$$  \hspace{1cm} (13.124)

then

$$E_\phi^0 = E_\phi^k = H_\phi^k = 0.$$


\[ E_\phi + E_\theta = - \frac{2k^2Z}{\sqrt{\left(\xi_0^2 + 1\right)}} \sum_{n=0}^{\infty} (-i)^n \frac{1}{\beta_{1n}\tilde{N}_{1n}} \left[ R_{1n}^{(1)}(-ic, i\xi_0) - \frac{R_{1n}^{(1)}(-ic, i\xi_1)}{R_{1n}^{(3)}(-ic, i\xi_1)} \right] R_{1n}^{(3)}(-ic, i\xi_0) S_{1n}(-ic, \eta). \] (13.125)

On the surface \( \xi = \xi_1 \):

\[ H_\phi + H_\theta = \frac{2k^2}{c^2 \sqrt{\left(\xi_0^2 + 1\right)\left(\xi_1^2 + \left(\xi_0^2 + \eta^2\right)\right)}} \sum_{n=0}^{\infty} (-i)^n \frac{1}{\beta_{1n}\tilde{N}_{1n}} \frac{R_{1n}^{(3)}(-ic, i\xi_0)}{R_{1n}^{(3)}(-ic, i\xi_1)} S_{1n}(-ic, \eta). \] (13.126)

In the far field (\( \xi \to \infty \)):

\[ E_\phi + E_\theta = \frac{e^{-ct}}{c^2 \sqrt{\left(\xi_0^2 + 1\right)}} \sum_{n=0}^{\infty} (-1)^n \frac{1}{\beta_{1n}\tilde{N}_{1n}} \left[ R_{1n}^{(1)}(-ic, i\xi_0) - \frac{R_{1n}^{(1)}(-ic, i\xi_1)}{R_{1n}^{(3)}(-ic, i\xi_1)} \right] R_{1n}^{(3)}(-ic, i\xi_0) S_{1n}(-ic, \eta). \] (13.127)

If the dipole is on the surface (\( \xi_0 = \xi_1 \)), the electromagnetic field components are identically zero everywhere.

### 13.4.1.2. LOW FREQUENCY APPROXIMATIONS

A general procedure for the determination of successive terms in the low frequency expansion of the scattered field has been given by Stevenson [1953a]; however, no specific results are available.

### 13.4.1.3. HIGH FREQUENCY APPROXIMATIONS

Although the geometrical and physical optics approximations to the scattered field are derivable by standard techniques, no specific results are available.

### 13.4.2. Plane wave incidence

#### 13.4.2.1. EXACT SOLUTIONS

For arbitrary direction of incidence, the coefficients in the vector wave function expansion of the scattered field must be determined from an infinite set of infinite systems of equations; no specific results have been found. In the particular case of axial incidence (\( \zeta = \pi \)), the coefficients may be obtained by the inversion of a single infinite matrix.

#### 13.4.2.2. LOW FREQUENCY APPROXIMATIONS

Using the general procedure for the determination of the low frequency expansion given by Stevenson [1953a], explicit results have been obtained for the far field corresponding to a plane wave incident in an arbitrary direction and with arbitrary polarization, such that

\[ E' = (l_1 \hat{x} + m_1 \hat{y} + n_1 \hat{z}) e^{ik \left( lx + my + nz \right)}, \]

\[ H' = (l_2 \hat{x} + m_2 \hat{y} + n_2 \hat{z}) e^{ik \left( lx + my + nz \right)}. \] (13.128)
where \((l, m, n), (l_1, m_1, n_1)\) and \((l_2, m_2, n_2)\) are three sets of direction cosines satisfying the relations

\[
\begin{align*}
(l_1 \pm m_1 \pm n_1 \pm 2) &= (l_2 \pm m_2 \pm n_2 \pm 2) \wedge (l_1 \pm m_1 \pm n_1 \pm 2) ,
\end{align*}
\]

\(13.129\)

The scattered electric field in the far zone may be written as:

\[
\begin{align*}
E_\theta^s &= \frac{e^{ikr}}{kr} \sum_{m=-n}^{n} \sum_{n=-1}^{n} \left[ \left( a_{mn} \frac{\partial P_n^m(\cos \theta)}{\partial \theta} + m \beta_{mn} \frac{P_n^m(\cos \theta)}{\sin \theta} \right) \cos m\phi + \\
&\quad + \left( \beta_{mn} \frac{\partial P_n^m(\cos \theta)}{\partial \theta} - m \alpha_{mn} \frac{P_n^m(\cos \theta)}{\sin \theta} \right) \sin m\phi \right],
\end{align*}
\]

\(13.130\)

\[
\begin{align*}
E_\phi^s &= -\frac{e^{ikr}}{kr} \sum_{m=-n}^{n} \sum_{n=-1}^{n} \left[ \left( \alpha_{mn} \frac{\partial P_n^m(\cos \theta)}{\partial \theta} - m \beta_{mn} \frac{P_n^m(\cos \theta)}{\sin \theta} \right) \cos m\phi + \\
&\quad + \left( \beta_{mn} \frac{\partial P_n^m(\cos \theta)}{\partial \theta} + m \alpha_{mn} \frac{P_n^m(\cos \theta)}{\sin \theta} \right) \sin m\phi \right],
\end{align*}
\]

\(13.131\)

where \((r, \theta, \phi)\) are the spherical polar coordinates of the observation point and the incident electric field has unit amplitude. Expressions have been worked out (Stevenson [1953b]) for the coefficients \(a_{mn}, \beta_{mn}, \alpha_{mn}\) and \(\beta_{mn}\) through terms \(O(k^5)\). Explicitly,

\[
\begin{align*}
\alpha_{01} &= k^3 K_3 + k^5 L_3 ,
\end{align*}
\]

\(13.132\)

\[
\begin{align*}
\alpha_{02} &= -\frac{1}{2} k^3 (M_1 + M_2 - 2M_3) ,
\end{align*}
\]

\(13.133\)

\[
\begin{align*}
\alpha_{03} &= \frac{1}{2} k^3 d^2 K' ,
\end{align*}
\]

\(13.134\)

\[
\begin{align*}
\alpha_{11} &= k^3 K_1 + k^5 L_1 ,
\end{align*}
\]

\(13.135\)

\[
\begin{align*}
\alpha_{12} &= \frac{1}{2} k^3 N_1 ,
\end{align*}
\]

\(13.136\)

\[
\begin{align*}
\alpha_{13} &= \frac{1}{2} k^3 d^2 K' ,
\end{align*}
\]

\(13.137\)

\[
\begin{align*}
\beta_{11} &= k^3 K_2 + k^5 L_2 ,
\end{align*}
\]

\(13.138\)

\[
\begin{align*}
\beta_{12} &= \frac{1}{2} k^3 N_1 ,
\end{align*}
\]

\(13.139\)

\[
\begin{align*}
\beta_{13} &= \frac{1}{2} k^3 d^2 K' ,
\end{align*}
\]

\(13.140\)

\[
\begin{align*}
\beta_{21} &= \frac{1}{2} k^3 (M_1 - M_2) ,
\end{align*}
\]

\(13.141\)

\[
\begin{align*}
\beta_{22} &= \frac{1}{2} k^3 N_3 ,
\end{align*}
\]

\(13.142\)

with all other coefficients zero through \(O(k^5)\). The corresponding “barred” quantities are obtained by “barring” the \(i, j, L_j, M_j, N_j\), and \(\bar{N}_j\), \(j = 1, 2\) or 3. The \(K_j, L_j, M_j\) and \(N_j\) and their “barred” analogues are complicated functions of the direction and polarization of the incident field, and of the spheroid parameters, and their expressions are given by (Stevenson [1953b], Senior [1966]):
where \((l, m, n), (l_1, m_1, n_1)\) and \((l_2, m_2, n_2)\) are three sets of direction cosines satisfying the relations

\[
\begin{align*}
1_1 x + m_1 y + n_1 z &= (l_1 x + m_1 y + n_1 z) \wedge (l x + m y + n z), \\
1_2 x + m_2 y + n_2 z &= (l x + m y + n z) \wedge (l_1 x + m_1 y + n_1 z).
\end{align*}
\] (13.129)

The scattered electric field in the far zone may be written as:

\[
\begin{align*}
E_x &= \frac{e^{ikr}}{kr} \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \left[ \left( \alpha_{mn} \frac{\partial P_m^0(\cos \theta)}{\partial \theta} + m \beta_{mn} \frac{P_m^0(\cos \theta)}{\sin \theta} \right) \cos m\phi + \right. \\
&+ \left. \left( \beta_{mn} \frac{\partial P_m^0(\cos \theta)}{\partial \theta} - m \alpha_{mn} \frac{P_m^0(\cos \theta)}{\sin \theta} \right) \sin m\phi \right], \\
E_y &= -\frac{e^{ikr}}{kr} \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \left[ \left( \bar{\alpha}_{mn} \frac{\partial P_m^0(\cos \theta)}{\partial \theta} - m \bar{\beta}_{mn} \frac{P_m^0(\cos \theta)}{\sin \theta} \right) \cos m\phi + \\
&\left. \left( \bar{\beta}_{mn} \frac{\partial P_m^0(\cos \theta)}{\partial \theta} + m \bar{\alpha}_{mn} \frac{P_m^0(\cos \theta)}{\sin \theta} \right) \sin m\phi \right].
\end{align*}
\] (13.130)

where \((r, \theta, \phi)\) are the spherical polar coordinates of the observation point and the incident electric field has unit amplitude. Expressions have been worked out (STEVenson [1953b]) for the coefficients \(\alpha_{mn}, \beta_{mn}, \bar{\alpha}_{mn}\) and \(\bar{\beta}_{mn}\) through terms \(O(k^5)\). Explicitly,

\[
\begin{align*}
\alpha_{01} &= k^3 K_3 + k^5 L_3, \\
\alpha_{02} &= -\frac{1}{2} k^5 (M_1 + M_2 - 2 M_3), \\
\alpha_{03} &= \frac{1}{2} k^5 (M_1 + M_2 - 2 M_3), \\
\alpha_{11} &= k^3 K_1 + k^5 L_1, \\
\alpha_{12} &= \frac{1}{2} k^5 N_2, \\
\alpha_{13} &= \phi_0 k^5 d_2 K_1, \\
\beta_{11} &= k^3 K_2 + k^5 L_2, \\
\beta_{12} &= \frac{1}{2} k^5 N_1, \\
\beta_{13} &= \phi_0 k^5 d_2 K_2, \\
\alpha_{22} &= \frac{1}{2} k^5 (M_1 - M_2), \\
\beta_{22} &= \frac{1}{2} k^5 N_3.
\end{align*}
\] (13.132)

with all other coefficients zero through \(O(k^5)\). The corresponding “barred” quantities are obtained by “barring” the \(K_j, L_j, M_j\) and \(N_j, j = 1, 2\) or 3. The \(K_j, L_j, M_j\) and \(N_j\) and their “barred” analogues are complicated functions of the direction and polarization of the incident field, and of the spheroid parameters, and their expressions are given by (STEVenson [1953b], SENIO [1966]):
\[
K_1 = -\frac{1}{2} \hat{d}^2 l_1 \frac{P_1}{Q_1},
\]
\[
K_2 = -\frac{1}{2} \hat{d}^2 m_1 \frac{P_1}{Q_1},
\]
\[
K_3 = \frac{1}{2} \hat{d}^2 n_1 \frac{P_0}{Q_0},
\]
\[
L_1 = -\frac{id^5}{2400} \frac{P_1}{Q_1} \left\{ l_1 \left[ 22 - 5(l^2 + m^2) + \frac{4}{3} \left( \frac{P_1}{P_1^0} - \frac{Q_1}{Q_1^0} \right) - \frac{50}{3} \frac{Q_1^0}{Q_1^1} \right] + 5mn_2 \right\},
\]
\[
L_2 = -\frac{id^5}{2400} \frac{P_1}{Q_1} \left\{ m_1 \left[ 22 - 5(m^2 + n^2) + \frac{4}{3} \left( \frac{P_1}{P_1^0} - \frac{Q_1}{Q_1^0} \right) - \frac{50}{3} \frac{Q_1^0}{Q_1^1} \right] + 5nl_2 \right\},
\]
\[
L_3 = \frac{id^5}{4800} n_1 \frac{P_0}{Q_1} \left\{ 14 + 5(l^2 + m^2) - 4 \left( \frac{P_0}{P_0^0} - \frac{Q_0}{Q_0^0} \right) \right\} + 7 \frac{P_0^0}{Q_0^1},
\]
\[
M_1 = -\frac{id^5}{8640} \left\{ 6(l_1 - mn_1) \frac{P_2}{Q_2} - nn_1 \frac{P_0}{Q_2^0} \right\},
\]
\[
M_2 = -\frac{id^5}{8640} \left\{ 6(mn_1 - nn_1) \frac{P_2}{Q_2} - l_1 \frac{P_0}{Q_2^0} \right\},
\]
\[
M_3 = -\frac{id^5}{4320} n_1 \frac{P_0}{Q_2^0},
\]
\[
N_1 = \frac{id^5}{2880} \left\{ (nn_1 + mn_1) \frac{P_1}{Q_1} + 5l_2 \frac{P_1^0}{Q_1^0} \right\},
\]
\[
N_2 = \frac{id^5}{2880} \left\{ (nl_1 + mn_1) \frac{P_1}{Q_1} + 5m_2 \frac{P_1^0}{Q_1^0} \right\},
\]
\[
N_3 = \frac{id^5}{720} (ln_1 + ml_1) \frac{P_2}{Q_2},
\]

where the argument of the Legendre functions is \(i\xi_1\). The constants \(K_j\), \(L_j\), \(M_j\) and \(N_j\) are obtained from the corresponding unbarred quantities by making the substitutions

\[
(l_1, m_1, n_1) \rightarrow (l_2, m_2, n_2)
\]
\[
(l_2, m_2, n_2) \rightarrow -(l_1, m_1, n_1),
\]

and by replacing the Legendre functions with their first derivatives and vice versa.

In the particular case of axial incidence, such that

\[
E^i = \dot{\epsilon} e^{-ikt}, \quad H^i = -\mathbf{j} \mathbf{y} e^{-ikt},
\]
eqs. (13.130) and (13.131) reduce to:

\[ E^* = \frac{e^{ikr}}{kr} \sum_{n=1}^\infty \left[ \left( \alpha_{1n} \frac{\partial P_1^1(\cos \theta)}{\partial \theta} + \beta_{1n} \frac{P_1^1(\cos \theta)}{\sin \theta} \right) \cos \phi \right. \]

\[- \left. \left( \beta_{1n} \frac{\partial P_1^1(\cos \theta)}{\partial \theta} + \alpha_{1n} \frac{P_1^1(\cos \theta)}{\sin \theta} \right) \sin \phi \phi \right] , \tag{13.157} \]

with

\[ \alpha_{11} = -\frac{3}{2} i c \frac{P_1^1}{Q_1^1} \left[ 1 + \frac{1}{3} c^2 \left( 22 - 10 \frac{Q_1^1}{Q_1^1} \right) \right] , \tag{13.158} \]

\[ \alpha_{12} = -\frac{1}{2} i c \frac{P_1^1}{Q_1^1} \left( \frac{P_1^1}{Q_1^1} - 5 \frac{P_1^1}{Q_1^1} \right) , \tag{13.159} \]

\[ \alpha_{13} = -\frac{1}{2} i c \frac{P_1^1}{Q_1^1} , \tag{13.160} \]

\[ \beta_{11} = \frac{3}{2} i c \frac{P_1^1}{Q_1^1} \left[ 1 + \frac{1}{3} c^2 \left( 22 - 10 \frac{Q_1^1}{Q_1^1} - 40 \frac{Q_0^1}{Q_1^1} \right) \right] , \tag{13.161} \]

\[ \beta_{12} = \frac{1}{2} i c \frac{P_1^1}{Q_1^1} \left( \frac{P_1^1}{Q_1^1} - 5 \frac{P_1^1}{Q_1^1} \right) , \tag{13.162} \]

\[ \beta_{13} = \frac{1}{2} i c \frac{P_1^1}{Q_1^1} , \tag{13.163} \]

where the argument of the Legendre functions is \((i \xi_1)\), and all other coefficients are zero through \(O(c^3)\).

By retaining only the dominant term \(O(c^3)\) in eq. (13.157), and specializing to the case \(\theta = 0\), we obtain the Rayleigh back scattering cross section (STRUTT [1897]):

\[ \sigma \sim \frac{\pi}{36} k^4 d^6 \left| \frac{P_1^1(i \xi_1)}{Q_1^1(i \xi_1)} - \frac{P_1^1(i \xi_1)}{Q_1^1(i \xi_1)} \right|^2 . \tag{13.164} \]

A numerical approximation to eq. (13.164) has been proposed by SIEGEL [1959] in the form

\[ \sigma \sim 4 \frac{k^4 v^2}{\pi} \left( 1 + e^{\exp \left\{ -\sqrt{(1 + \xi_1^{-2})} \right\} \right)^2 , \tag{13.165} \]

where \(v = \frac{1}{6} \pi d^3 \xi_1 (\xi_1^{-2} + 1)\) is the volume of the spheroid.

The near-zone \((kr \ll 1)\) scattered fields have been derived by TAI [1952a, b] for the case of axial incidence \((\zeta = \pi)\) and through terms \(O((kr)^2)\). The dominant terms in the surface field expressions for the case of broadside incidence \((\zeta = \frac{1}{2}\pi)\) have been given by BOLLHAIN [1950].
13.4.2.3. HIGH FREQUENCY APPROXIMATIONS

For a wave of arbitrary polarization incident from the half-plane $\phi = 0$ at an angle $\zeta$ with the positive $z$-axis, the geometrical optics bistatic cross section in the direction $(\theta = \arccos \eta, \phi = 0)$ is (CRISPIN et al. [1950]):

$$\sigma_{g.o.}(\theta) = \pi (2d \xi_1)^2 \left[ \frac{\xi_1^2 + 1}{\xi_1^2 + \cos^2 \{\frac{1}{2}(\zeta - \theta)\}} \right]^2.$$  

(13.166)

For axial incidence ($\zeta = \pi$), the back scattering cross section is

$$\sigma_{g.o.} \equiv \sigma_{g.o.}(0) = \pi \left[ \frac{d(\xi_1^2 + 1)}{2 \xi_1} \right]^2,$$  

(13.167)

whereas in a direction arbitrarily close to forward scattering ($\theta \to \pi$):

$$\sigma_{g.o.}(\pi) = \pi (2d \xi_1)^2.$$  

(13.168)

An expression for the physical optics bistatic cross section is available for a receiver in the plane containing the direction of incidence and the $z$-axis (SIEGEL et al. [1955]), viz.

$$\sigma_{p.o.}(\theta) = \sigma_{g.o.}(\theta) \left[ 1 - 2 \frac{\sin (2M)}{2M} + \frac{\sin^2 M}{M^2} \right],$$  

(13.169)

where

$$M = c [\sin \{\frac{1}{2}(\zeta + \theta)\}] \sqrt{\xi_1^2 + \cos^2 \{\frac{1}{2}(\zeta - \theta)\}};$$  

(13.170)

this result is only valid if $\zeta$ and $\theta$ satisfy the condition:

$$\tan \{\frac{1}{2}(\zeta + \theta)\} = 2 \frac{\xi_1^2 + \cos^2 \{\frac{1}{2}(\zeta - \theta)\}}{\sin (\zeta - \theta)}.$$  

(13.171)

A more refined approximation, in which an asymptotic expression for the diffracted field is retained, can be derived for the back scattered field with axial incidence by means of Keller’s geometrical theory of diffraction; however, no specific results are available.

The total scattering cross section for axial incidence ($\zeta = \pi$) is (JONES [1957]):

$$\sigma_T \sim \frac{2\pi e^2}{k^2} (\xi_1^2 + 1) \{1 + 0.0661 [c(\xi_1 + \xi_1^{-1})]^{-4}\};$$  

(13.172)

this result is a good approximation if:

$$c(\xi_1 + \xi_1^{-1}) \gg 1.$$  

(13.173)

13.4.2.4. SHAPE APPROXIMATION

For a spheroid whose surface $\xi = \xi_1$ is defined in terms of the spherical polar coordinates $(r_1, \theta_1, \phi_1)$ by the equation

$$r_1 = a \left( \frac{\xi_1^2 + 1}{\xi_1^2 + \cos^2 \theta_1} \right)^{\frac{1}{2}},$$  

(13.174)
and is such that
\[ \xi_i^2 + 1 \gg 1, \]  
(i.e. the spheroid departs only infinitesimally from the sphere \( r_i = a \), the scattered field may be expressed as a perturbation of the solution for this sphere.

The scattered field corresponding to an incident wave with arbitrary polarization and whose direction of propagation forms an angle \( \xi \) with the positive \( z \)-axis has been derived by Mushiake [1956]. For the particular case of backscattering, the cross sections \( \sigma_{||} \) and \( \sigma_{\perp} \) corresponding to an incident electric field respectively parallel and perpendicular to the plane of the direction of propagation and the \( z \)-axis are:

\[ \sigma_{||, \perp} \sim \pi a^2 \sum_{n=0}^\infty \left( \frac{(-1)^n}{h_n^{(1)}(ka)} \right)^2 + \frac{1}{\xi_i^2 + 1} A_{||, \perp} + O((\xi_i^2 + 1)^{-2}), \]

where
\[ \xi_i = k a h_n^{(1)}(ka). \]

The prime indicates the derivative with respect to \( ka \), and (Mushiake [1956]):

\[ A_{||} = \sum_{n=0}^\infty \sum_{m=0}^\infty \frac{i^n m P_m^{(n)}(\cos \xi)}{\sin \xi} \sum_{l=m}^\infty \left[ \frac{1}{\xi_i^2} \frac{\partial P_m^{(n)}(\cos \xi)}{\partial \xi} I_{l,m} - \frac{1}{\xi_i^2} \frac{P_m^{(n)}(\cos \xi)}{\sin \xi} I_{m,l} \right] + \]
\[ + \frac{i^n}{\xi_i^2} \frac{\partial P_m^{(n)}(\cos \xi)}{\partial \xi} \sum_{l=m}^\infty \left[ \frac{1}{\xi_i^2} \left( \left( \frac{1}{(ka)^2} - 1 \right) I_{m,l} + \frac{1}{(ka)^2} \right) \frac{\partial P_m^{(n)}(\cos \xi)}{\partial \xi} \right] - \]
\[ - \frac{i m^2 P_m^{(n)}(\cos \xi)}{\xi_i^2} \sin \xi I_{m,l}, \]

\( A_\perp \) is obtained from \( A_{||} \) by interchanging \([m P_m^{(n)}(\cos \xi)/\sin \xi]\) and \([-\partial P_m^{(n)}(\cos \xi)/\partial \xi]\) with \( j = n \) or \( l \) in eq. (13.178),

\[ I_{m,l} = M \int_0^\pi \left( \frac{\partial P_m^{(n)}}{\partial \theta} P_l^{(n)} + m^2 \frac{P_m^{(n)} P_l^{(n)}}{\sin^2 \theta} \right) \sin \theta d\theta, \]

\[ I_{l,m} = M \int_0^\pi \left( \frac{\partial P_m^{(n)}}{\partial \theta} P_l^{(n)} + \frac{\partial P_l^{(n)}}{\partial \theta} P_m^{(n)} \right) \sin \theta d\theta, \]

\[ I_{m,l} = M \int_0^\pi \frac{\partial P_l^{(n)}}{\partial \theta} P_m^{(n)} \sin 2\theta \sin \theta d\theta, \]

and

\[ M = \frac{(2n+1)(n-m)!}{n(n+1)(n+m)!} \frac{(2l+1)(l-m)!}{l(l+1)(l+m)!}. \]
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By virtue of its geometric simplicity, its status as a separable surface and limiting
case of the oblate spheroid, and its complementarity to the aperture problem, the
circular disc is amenable to a wide variety of analytical treatments. Since Babinet's
principle (see Introduction) permits the trivial conversion of results for the aperture
into corresponding ones for the disc, nearly all the literature on the former problem is
pertinent here, and many of the formulas and curves included hereafter were originally
derived for the aperture and converted via the above-mentioned principle to forms
appropriate to the disc. Furthermore, since the transformation which takes the oblate
spheroid into the disc is continuous, the exact results for the former body are easily
modified to apply to the disc.

14.1. Disc geometry

The separable coordinate system which contains the disc as a coordinate surface
is the oblate spheroidal system (\( \xi, \eta, \phi \)) described in the preceding chapter (see Fig.
13.1). The disc itself is specified by the extreme value \( \xi_1 = 0 \) and its radius is \( a = \frac{1}{d} \), so that \( c \), the product of wave number and semi-focal distance, is now \( ka \). Aside
from these modifications, the geometry of the system is identical to that of the oblate
spheroid, and the eigenfunctions employed in the exact solutions are again the oblate
spheroidal functions. Explicit forms for the limiting values of the radial functions,
\( R^{(1,1)}_{\eta,1}(-ic, i0) \), and of their first derivatives, are given by Flammer [1957].

In some instances a cylindrical coordinate system \((\rho, \phi, z)\) is preferable to the
spheroidal system, and the disc is then located in the plane \( z = 0 \) with center at the
origin.

As in Chapter 13, the primary source is either a plane wave whose direction of
propagation forms the angle \( \xi \) with the positive \( z \)-axis, or a point or dipole source
located at \((\xi_0, \eta_0, \phi_0)\). In particular, for normal or axial incidence, either \( \xi = \pi \)
or \( \eta_0 = 1 \).

14.2. Acoustically soft disc

14.2.1. Point sources

14.2.1.1. Exact solutions

For a point source at \( r_0 = (\xi_0, \eta_0, \phi_0) \), such that
the total field is

\[ V^1 + V^s = 2i \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{\varepsilon_m}{N_m} \left[ R_m^{(1)}(\xi, \eta) - \frac{R_m^{(1)}(\xi, i\eta)}{R_m^{(2)}(\xi, i\eta)} \right] \times R_m^{(3)}(\xi, i\eta) \phi_m(\eta) \cos m(\phi - \phi_0). \]  

(14.2)

On the surface \( \xi = 0 \):

\[ \frac{\partial}{\partial \xi} (V^1 + V^s) = \frac{-2i}{c} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{\varepsilon_m}{N_m} \frac{R_m^{(3)}(\xi, i\eta)}{R_m^{(2)}(\xi, i\eta)} \times \phi_m(\eta) \cos m(\phi - \phi_0). \]  

(14.3)

In the far field (\( \xi \to \infty \)):

\[ V^1 + V^s = \frac{e^{i\tau}}{2 \sum_{m=0}^{\infty} \frac{\varepsilon_m}{N_m} \left[ R_m^{(1)}(\xi, \eta) - \frac{R_m^{(1)}(\xi, i\eta)}{R_m^{(2)}(\xi, i\eta)} \right] \times R_m^{(3)}(\xi, i\eta) \phi_m(\eta) \cos m(\phi - \phi_0). \]  

(14.4)

If the source is on the positive \( z \)-axis (\( \eta_0 = 1 \)):

\[ V^1 + V^s = 2i \sum_{m=0}^{\infty} \frac{1}{N_m} \left[ R_m^{(1)}(\xi, i\eta) - \frac{R_m^{(1)}(\xi, i\eta)}{R_m^{(2)}(\xi, i\eta)} \right] \times R_m^{(3)}(\xi, i\eta) \phi_m(\eta) \cos m(\phi - \phi_0). \]  

(14.5)

and, in particular, when the observation point is on the surface \( \xi = 0 \):

\[ \frac{\partial}{\partial \xi} (V^1 + V^s) = \frac{-2i}{c} \sum_{m=0}^{\infty} \frac{1}{N_m} \frac{R_m^{(3)}(\xi, i\eta)}{R_m^{(2)}(\xi, i\eta)} \times \phi_m(\eta) \cos m(\phi - \phi_0). \]  

(14.6)

whereas in the far field (\( \xi \to \infty \)):

\[ V^1 + V^s = \frac{e^{i\tau}}{2 \sum_{m=0}^{\infty} \frac{1}{N_m} \left[ R_m^{(1)}(\xi, i\eta) - \frac{R_m^{(1)}(\xi, i\eta)}{R_m^{(2)}(\xi, i\eta)} \right] \times R_m^{(3)}(\xi, i\eta) \phi_m(\eta) \cos m(\phi - \phi_0). \]  

(14.7)

14.2.1.2. LOW FREQUENCY APPROXIMATIONS

No explicit results are available. Various authors (see, for example, BAZER and BROWN [1959]) have considered general low frequency methods in relation to this problem, but final results are given only for the special case of plane wave excitation.

14.2.1.3. HIGH FREQUENCY APPROXIMATIONS

In addition to results obtained by rigorous asymptotic theory, a variety of results
based on Kirchhoff's formula (see, e.g., Bouwkamp [1954]) are available. The latter are here included primarily for historical reasons, and though they have found considerable application, their accuracy is difficult to predict.

The scattered field is:

$$V^s = \frac{1}{4\pi} \int \left[ \frac{V}{\hat{n}} \frac{\partial}{\partial r} \left( \frac{e^{ikr}}{r} \right) - \frac{e^{ikr}}{r^2} \frac{\partial V}{\partial \hat{n}} \right] dS,$$

(14.8)

where $r$ is the distance from integration point to observation point, the normal $\hat{n}$ is directed from the disc into free space, and the integral is over both faces of the disc. Kirchhoff's approximation is to assume that the values of the total field and its derivative are those of the incident field on the geometrically illuminated face, and are zero on the shadowed face of the disc. This approximation is valid for the "black" disc; however, it has been applied to both soft and hard discs. The resulting normalized scattered field amplitude was computed by Lommel [1884] for a point source on the axis and the observation point on the opposite side of the disc, selected results are shown in Fig. 14.1.

![Fig. 14.1. Normalized scattered near field intensity behind the disc for point source on axis with $\lambda = 710, c = 29.8$ and (a) $\lambda = 50.5$, (b) $\lambda = 42.9$, (c) $\lambda = 37.3$: — Kirchhoff approximation, ••• Kirchhoff double layer, —— experimental (Bekefi [1953a]).](attachment:fig141.png)

Approximations based on Rayleigh's formulas (see, e.g., Bouwkamp [1954]) lead to the Kirchhoff double and single layer results, i.e. respectively:
\[ V_1 = 1 + 1 \pm 1 \int 2 \pi \int V^i \frac{\partial \left( e^{ikr} \right)}{\partial r} dS, \]

\[ V_2 = 1 + 1 \pm 1 \int 2 \pi \int V^i e^{ikr} dS. \]

where the integration is over one face of the disc, the normal is directed into the illuminated region and the upper (lower) sign obtains according as the observation point is on the same (opposite) side as the source. The validity of the approximations (14.9) and (14.10) has been discussed by Bouwkamp [1954] and Bekefi [1957].

For a point source on the z-axis at \((\rho = 0, z = z_0)\), such that

\[ V^i = \frac{e^{ikR}}{kR}, \]

an approximate expression for the scattered field at \((\rho, z)\) with \(0 > z > -z_0\) and \(kz_0 \gg 1\) based on eq. (14.9) is (Bekefi [1953]):

\[ V_1^i \approx k \left( \frac{z^2 + a^2}{z_0^2 + a^2} \right)^{-1} \exp \left[ -ik \left( \chi \frac{z^2 + a^2}{z_0^2 + a^2} \right) \right] + \frac{z}{k} \left[ \left( \frac{z^2 + a^2}{z_0^2 + a^2} \right) \right] \]

\[ \times \left[ \frac{J_0 \left( \chi \left( \frac{z^2 + a^2}{z_0^2 + a^2} \right) \right)}{a} \left( \frac{cp}{ \left( \chi \left( \frac{z^2 + a^2}{z_0^2 + a^2} \right) \right)} \right) + O \left( \frac{a^2}{r^2} \right) \right], \]

which is valid provided that

\[ \left| V_1^i \right| < \frac{a^2}{z_0^2 + a^2} \sinh^{-1} \left( \frac{a}{z} \right). \]

Results of approximations based on eq. (14.12) are shown in Fig. 14.1. If the observation point is also on the axis, an approximate evaluation of the double layer formula yields (Severin and Stark [1952]):

\[ V_1^i \approx k \left( \frac{z^2 + a^2}{z_0^2 + a^2} \right)^{-1} \exp \left( \frac{-ia}{z} \left( z^2 + a^2 \right) \right) \left( 1 - \frac{a}{z} + \frac{i|z|}{kz_0} \left( 1 - \chi \left( \frac{z^2 + a^2}{z_0^2 + a^2} \right) + \frac{z^2 + a^2}{z_0^2 + a^2} \right) \right) \]

\[ \times \left[ \frac{c \lambda}{2|z|} \left( 1 - \chi \left( \frac{z^2 + a^2}{z_0^2 + a^2} \right) + \chi \left( \frac{z^2 + a^2}{z_0^2 + a^2} \right) \right) \right] \frac{z}{z_0} \exp \left( ik \left( \frac{z^2 + a^2}{z_0^2 + a^2} \right) \right) \]

whereas the corresponding result for the single layer formula is:
\[
\frac{V^2}{V^1} \sim - \left[ 1 - \frac{z}{z_0} + \frac{z^2}{z_0^2} - \frac{3}{k^2 z_0^2} - \frac{i}{k|z_0|} \left( 1 - 3 \frac{z}{z_0} \right) \right] e^{ik|z|} + \\
+ \left[ 1 - \frac{\sqrt{(z^2 + a^2)}}{|z_0|} + \frac{z^2 + a^2}{z_0^2} + \frac{2}{2z_0^2} - \frac{c^2 a^2}{8z_0^2} - \frac{3}{k^2 z_0^2} + \\
+ i \left[ \frac{ca}{2|z_0|} \left( 1 - \frac{\sqrt{(z^2 + a^2)}}{|z_0|} \right) - \frac{1}{k|z_0|} \left( 1 - 3 \frac{\sqrt{(z^2 + a^2)}}{|z_0|} \right) \right] \right] \exp \{ i k \sqrt{(z^2 + a^2)} \}. \\
\text{(14.15)}
\]

SEVERIN and STARKE [1952] have compared values computed from eqs. (14.14) and (14.15) with experiment; typical results are shown in Fig. 14.2.

Fig. 14.2. Normalized scattered near field intensity on axis behind the disc for point source on axis with \( k_0 = 396 \) and \( e = 8\pi \): —— Kirchhoff double layer, ——— Kirchhoff single layer, • • • experimental (SEVERIN and STARKE [1952]).

Rigorous asymptotic results are available only for a source on the axis of symmetry. Using an asymptotic development of an exact solution of the Sommerfeld type, the total field in the region of geometrical shadow resulting from the source of eq. (14.11) located at \((\xi_0, \eta_0) = 1\) is (HANSEN [1964]):

\[
V \sim - \frac{1}{2e} \exp \left[ \text{ic} \left( 1 + \xi^2 + 1 + \xi_0^2 \right) \right] \left[ 1 - \frac{(1 + \xi_0^2)}{1 + \xi^2} \right] + \\
\times \left( 1 + \eta^2 \right) \left[ \text{J}_0 \left( e \sqrt{(1 - \eta^2)} \right) \right] \\
\times \left( 1 + \eta^2 + \text{ic} \left( 1 + \xi_0^2 \right) \right) - \eta \left( \text{ic} \left( 1 + \xi_0^2 \right) \right) \\
\times \left( 1 - \eta \right) \left( 1 - \eta^2 \right) \frac{1}{\xi_0} \left( 1 - \eta^2 \right) + \\
\times \left( 1 - \eta \right) \left( 1 - \eta^2 \right) \frac{1}{\xi_0} \left( 1 - \eta^2 \right) + \\
\times \left( 1 - \eta \right) \left( 1 - \eta^2 \right) \frac{1}{\xi_0} \left( 1 - \eta^2 \right). \\
\text{(14.16)}
\]

In particular, if the observation point is not too near the axis, i.e. \( k_0 = O(e) \) (HANSEN [1962, 1964]):
14.2 ACOUSTICALLY SOFT DISC

\[ V \sim \exp \left( ikr_0 + \frac{i}{2} \pi \right) \frac{\sec \frac{1}{2}(\theta_1 + \beta) + \cosec \frac{1}{2}(\theta_1 - \beta)}{2kr_0 \sqrt{2\pi}} \frac{e^{ikr_1}}{\sqrt{\{kr_1(1 + (r_1/a) \sin \theta_1)\}}} \]

\[ - \frac{\sec \frac{1}{2}(\theta_2 + \beta) + \cosec \frac{1}{2}(\theta_2 - \beta)}{\sqrt{\{kr_2(1 + (r_2/a) \sin \theta_2)\}}} e^{ikr_2}, \] (14.17)

whereas if the point is near the axis, i.e. \( k\rho = O(1) \) (HANSEN [1964]):

\[ V \sim -\exp \left( ik(r_0 + \sqrt{(z^2 + a^2)}) \right) \frac{1}{k(r_0 + \sqrt{(z^2 - a^2)})} \sqrt{2 \left( 1 - \frac{a}{r_0} \right)} \left( \sin \frac{1}{2} \delta \right) J_0(k\rho \cos \delta), \] (14.18)

where the geometrical quantities are defined in Fig. 14.3. The above forms take account only of singly diffracted rays. A partial asymptotic expansion can be constructed by taking into account rays diffracted \( p \) times at diametrically opposite points on the edge of the disc. For points within the geometrical shadow and not too near the axis (\( \rho = O(c) \)), the contribution of the ray diffracted \( p \) times (\( p = 2, 3, \ldots \)) is (HANSEN [1964]):

\[ V_p \sim -\left[ \frac{\sqrt{2}}{kr_0} \frac{\cos \left( \frac{1}{2} \theta_1 \right) - \sin \left( \frac{1}{2} \theta_1 \right)}{1 - \sin \theta_1} \right]^{p-1} \frac{e^{ikr_1}}{\sqrt{\{kr_1(1 + (r_1/a) \sin \theta_1)\}}} - \frac{\cos \left( \frac{1}{2} \theta_2 \right) - \sin \left( \frac{1}{2} \theta_2 \right)}{1 - \sin \theta_2} \sqrt{\{kr_2(1 + (r_2/a) \sin \theta_2)\}}. \] (14.19)

Fig. 14.3. Geometry and notation for asymptotic theory.
14.2. Plane wave incidence

14.2.2. EXACT SOLUTIONS

For an incident wave whose direction of propagation makes an angle \( \zeta \) with the positive z-axis, such that

\[
V^1 = \exp \{ \imath k (x \sin \zeta + z \cos \zeta) \},
\]

then

\[
V^o = -2 \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{e_{m}^n}{N_{mn}} \frac{R_{mn}^{(1)}(-\imath c, \imath \theta)}{R_{mn}^{(3)}(-\imath c, \imath \theta)} \times S_{mn}(-\imath c, \cos \zeta)S_{mn}(\imath c, \eta) \cos m\phi.
\]

On the surface \( \xi = 0 \):

\[
\frac{\partial}{\partial \xi} (V^1 + V^o) = -2 \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{e_{m}^n}{N_{mn}} \frac{1}{R_{mn}^{(3)}(-\imath c, \imath \theta)} \times S_{mn}(-\imath c, \cos \zeta)S_{mn}(\imath c, \eta) \cos m\phi,
\]

and in the far field \( \xi \to \infty \):

\[
S = 2i \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{e_{m}^n}{N_{mn}} \frac{R_{mn}^{(1)}(-\imath c, \imath \theta)}{R_{mn}^{(3)}(-\imath c, \imath \theta)} S_{mn}(-\imath c, \cos \zeta)S_{mn}(\imath c, \eta) \cos m\phi.
\]

The total scattering cross section is

\[
\sigma_T = \frac{4\pi}{k^2} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{e_{m}^n}{N_{mn}} \left[ \frac{R_{mn}^{(1)}(-\imath c, \imath \theta)}{|R_{mn}^{(3)}(-\imath c, \imath \theta)|} S_{mn}(\imath c, \cos \zeta) \right]^2.
\]

For normal incidence \( \zeta = \pi \):

\[
\frac{\partial}{\partial \xi} (V^1 + V^o) = -2 \sum_{n=0}^{\infty} \frac{1}{\tilde{N}_{nn}} \frac{R_{0n}^{(1)}(-\imath c, \imath \theta)}{R_{0n}^{(3)}(-\imath c, \imath \theta)} R_{0n}^{(1)}(-\imath c, \xi)S_{0n}(\imath c, -1)S_{0n}(\imath c, \eta),
\]

and on the surface \( \xi = 0 \):

\[
\frac{\partial}{\partial \xi} (V^1 + V^o) = -2 \sum_{n=0}^{\infty} \frac{1}{\tilde{N}_{nn}} \frac{1}{R_{0n}^{(3)}(-\imath c, \imath \theta)} S_{0n}(\imath c, -1)S_{0n}(\imath c, \eta),
\]

whereas in the far field \( \xi \to \infty \):

\[
S = 2i \sum_{n=0}^{\infty} \frac{1}{\tilde{N}_{nn}} \frac{R_{0n}^{(1)}(-\imath c, \imath \theta)}{R_{0n}^{(3)}(-\imath c, \imath \theta)} \times S_{0n}(\imath c, -1)S_{0n}(\imath c, \eta).
\]

Computed values of \( |S| \) are shown in Fig. 14.4.

The total scattering cross section is:

\[
\sigma_T = \frac{4\pi}{k^2} \sum_{n=0}^{\infty} \frac{1}{\tilde{N}_{nn}} \left[ \frac{R_{0n}^{(1)}(-\imath c, \imath \theta)}{|R_{0n}^{(3)}(-\imath c, \imath \theta)|} S_{0n}(\imath c, -1) \right]^2,
\]

and its normalized form is plotted as a function of \( c \) in Fig. 14.5.
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Fig. 14.4. Amplitude of far field coefficient for three disc sizes: —— exact, (a) --- Kirchhoff double layer (SPENCE [1949]), (b) --- Kirchhoff single layer (SIVERIN [1952]).

Fig. 14.5. Normalized total scattering cross section (BOUWKAMP [1954]).

14.2.2.2. LOW FREQUENCY APPROXIMATIONS

For an incident wave whose direction of propagation makes an angle $\zeta$ with the positive $z$-axis, such that

$$1^4 = \exp \left\{ ik(x \sin \zeta + z \cos \zeta) \right\},$$

(14.29)
a complete low frequency expansion of the scattered field at the point \((\xi, \eta, \phi)\) is (Asvestas and Kleinman [1967]):

\[
V^s = e^{i\xi \xi} \sum_{n=0}^{\infty} (-c)^n \sum_{m=0}^{\infty} \eta^{m-n} \sum_{i=0}^{m} \sum_{s=0}^{i} D_{n,s}^m Q_i(i\xi) P_s(\eta) \cos s\phi,
\]

(14.30)

where the coefficients \(D_{n,s}^m\) are determined from the recurrence relations:

\[
D_{r+1,s}^{m+1} = \frac{2}{r(r+1)-(s+1)} \left[ \frac{r(r-s)}{2r-1} D_{r+1-1}^{m+1} + \frac{r(s-r)}{2r-1} D_{r+1-1}^{m+1} \right] - \frac{(r+1)(r+s+1)}{2r+3} D_{r+1}^{m+1} - \frac{(r+1)(r+s+1)}{2r+3} D_{r+1}^{m+1}, \quad r \neq s; m = 0, 1, 2, \ldots
\]

(14.31)

\[
D_{0,0}^{m+1} = A_{0,0}^{m+1},
\]

(14.32)

\[
A_{0,0}^{m+1} = A_{0,0}^{m+1}, \quad m = 0, 1, 2, \ldots
\]

(14.33)

\[
A_{r,s}^{m+1} = \left\{ \begin{array}{ll}
-\frac{(-1)^{s+r} \sqrt{\pi} (2l+1)(r-s)! P_s(\sec \xi) \cos r \xi}{2^{r+s} (r+s)! (m-r)! (m+1)!} Q(i\xi \xi) & \text{for } m+r \text{ even,} \\
0 & \text{for } m+r \text{ odd},
\end{array} \right.
\]

(14.34)

and the prime in eq. (14.32) indicates that the term with \(r = s\) is to be omitted from the summation.

In the far field \((\xi \rightarrow \infty)\):

\[
S = -i \sum_{n=0}^{\infty} (-c)^{s+1} \sum_{m=0}^{n} \eta^{m-n} \sum_{i=0}^{n} \sum_{s=0}^{i} (-1)^s s! D_{n,s}^m P_i(\eta) \cos s\phi,
\]

(14.35)

and the bistatic scattering cross section is:

\[
\sigma(\eta, \phi) = 4\pi a^2 \sum_{n=0}^{\infty} (-c)^s \sum_{m=0}^{n} V_{n-m} V_{m}^*,
\]

(14.36)

where

\[
V_n = \sum_{m=0}^{n} \eta^{m-n} \sum_{i=0}^{m} \sum_{s=0}^{i} (-1)^s s! D_{n,s}^m P_i(\eta) \cos s\phi,
\]

(14.37)

and the asterisk indicates the complex conjugate.

For normal incidence \((\xi = \pi)\), the coefficients \(A_{r,s}^{m+1}, D_{0,0}^{m+1}\) vanish for \(s \neq 0\), thus eliminating the summations over \(s\).

In the far field \((\xi \rightarrow \infty)\):

\[
S = -i \sum_{n=0}^{\infty} (-c)^{s+1} \sum_{m=0}^{n} \eta^{m-n} \sum_{i=0}^{m} D_{0,i}^m P_i(\eta),
\]

(14.38)
where the coefficients $D_{m;m}^{0,0}$ are given by eqs. (14.31) through (14.34) with $\zeta = \pi$. The bistatic scattering cross section is still given by eq. (14.36), but with

$$V_n = \sum_{m=0}^{n} \frac{\eta^{n-m}}{(n-m)!} \sum_{r=0}^{m} D_{m;r}^{0,0} P_r(\eta).$$

(14.39)

Explicitly, the far field coefficient is:

$$S = -\frac{2c}{\pi} \left\{ P_0 - \frac{2ic}{\pi} P_+ + c^2 \left[ \frac{1}{9} P_2 + \left( \frac{2}{9} - \frac{4}{\pi^2} \right) P_0 \right] - \frac{2ic^3}{\pi} \left[ \frac{1}{9} P_2 + \left( \frac{1}{3} - \frac{4}{\pi^2} \right) P_0 \right] +
\right.$$

$$+ c^4 \left[ \frac{1}{525} P_4 + \left( \frac{4}{105} - \frac{4}{9\pi^2} \right) P_2 + \left( \frac{2}{75} - \frac{16}{9\pi^2} + \frac{16}{\pi^4} \right) P_0 \right] -
\right.$$

$$- \frac{2ic^5}{\pi} \left[ \frac{1}{525} P_4 + \left( \frac{23}{567} - \frac{4}{9\pi^2} \right) P_2 + \left( \frac{127}{2025} - \frac{20}{9\pi^2} + \frac{16}{\pi^4} \right) P_0 \right] + O(c^6) \right\}. $$

(14.40)

An alternative formulation, in which the incident and scattered fields are expanded in Fourier series in the azimuthal angle $\phi$, has been developed by several authors (see, for example, WILLIAMS [1962] and BOERSMA [1964]). For arbitrary incidence and in the far field ($\xi \to \infty$):

$$S = \sum_{m=0}^{\infty} S_m \cos m\phi. $$

(14.41)

where

$$S_m = \frac{\epsilon_m 4^m+1 m!(m+1)! e^{2m+1} \left( \sqrt{1 - \frac{\xi^2}{\eta^2}}, \sin \xi \right)^m}{\pi(2m)!(2m+2)!} \times
\left[ 1 - \frac{2m+1+(2m-1)(\sin^2 \xi - \eta^2)}{2(2m-1)(2m+3)} c^2 - \frac{4i}{\pi} \delta_{m,1} c^3 + O(c^5) \right], $$

(14.42)

and $\delta_{m,1}$ is the Kronecker delta ($\delta_{1,1} = 1$, $\delta_{m,1} = 0$ for $m \neq 1$). The normalized total scattering cross section is:

$$\frac{\sigma_T}{2\pi a^2} = \pi^2 \sum_{m=0}^{\infty} \epsilon_m (c^2 \sin \xi)^2 \frac{m!(m+1)!}{(2m)!(2m+2)!} \left[ 4^{m+1} m!(m+1)! \right]^3
\times \left[ 1 - c^2 \left[ \frac{2(2m^2+3m+2)}{(2m-1)(2m+3)^2} + \frac{\sin^2 \xi}{2m+3} \right] +
\right.$$

$$+ c^4 \left[ \frac{32m^6+144m^5+136m^4+364m^3-960m^2-758m-213}{(2m-3)(2m-1)(2m+3)^3(2m+5)^2} +
\right.$$

$$+ \frac{8m^3+32m^2+40m+19}{(2m-1)(2m+3)^3(2m+5)^2} \sin \xi + \frac{m+2}{(2m+3)(2m+5)} \sin^2 \xi \right] + O(c^6) \right\}. $$

(14.43)
BAZER and HOCHSTÄT [1962] have given explicitly the first two Fourier components 
\((m = 0 \text{ and } 1)\). HEINS and MACCAMY [1960] have obtained similar results for the 
surface field.

For normal incidence \((\zeta = \pi)\) and on the illuminated face (BAZER and BROWN 
[1959]):

\[
\frac{\partial}{\partial \xi} (V^i + V^o) \big|_{\xi = 0} = -i\psi + \frac{2}{\pi} \sum_{n=0}^{\infty} A_n \psi^{2n}.
\]  
(14.44)

in which the first few coefficients are:

\[
A_0 = 1 - \frac{2ic}{\pi} + \left(\frac{1}{2} - \frac{4}{\pi^2}\right) c^2 - \frac{i}{\pi} \left(\frac{7}{9} - \frac{8}{\pi^2}\right) c^3 + \\
+ \left(\frac{1}{24} - \frac{2}{\pi^2} + \frac{16}{\pi^4}\right) c^4 - \frac{i}{\pi} \left(\frac{143}{900} - \frac{44}{9\pi^2} + \frac{32}{\pi^4}\right) c^5 + \\
+ \left(\frac{1}{720} - \frac{217}{4050\pi^2} + \frac{104}{9\pi^4} - \frac{64}{\pi^6}\right) c^6 + O(c^7).
\]  
(14.45)

\[
A_1 = -\frac{1}{2} c^5 - \frac{i}{3\pi} c^3 + \left(\frac{11}{12} - \frac{2}{3\pi^2}\right) c^4 - \frac{i}{\pi} \left(\frac{13}{90} - \frac{4}{3\pi^2}\right) c^5 + \\
+ \left(\frac{1}{80} - \frac{49}{155\pi^2} + \frac{8}{3\pi^4}\right) c^6 + O(c^7).
\]  
(14.46)

\[
A_2 = -\frac{1}{72} c^4 - \frac{i}{60\pi} c^3 + \left(\frac{1}{240} - \frac{1}{30\pi^2}\right) c^5 + O(c^6),
\]  
(14.47)

\[
A_3 = -\frac{1}{30\pi^2} c^6 + O(c^7),
\]  
(14.48)

and the remaining coefficients are \(O(c^8)\).

In the far field \((\zeta \to \infty)\):

\[
S = -\frac{2c}{\pi} \left(1 - \frac{2i}{\pi} c + \left(\frac{1}{3} - \frac{4}{\pi^2} + \frac{1}{6} \sin^2 \theta\right) c^2 - \frac{2i}{\pi} \left(\frac{4}{9} - \frac{4}{\pi^2} + \frac{1}{6} \sin^2 \theta\right) c^3 + \\
+ \left[\frac{16}{\pi^4} - \frac{20}{9\pi^2} + \frac{1}{15} + \left(\frac{2}{3\pi^2} - \frac{1}{15}\right) \sin^2 \theta + \frac{1}{120} \sin^4 \theta\right] c^4 - \\
- 2i \left[\frac{16}{\pi^4} - \frac{8}{3\pi^2} + \frac{2}{675} + \left(\frac{2}{3\pi^2} - \frac{19}{270}\right) \sin^2 \theta + \frac{1}{120} \sin^4 \theta\right] c^5 + \\
+ \left[\frac{112}{9\pi^4} + \frac{2}{315} - \frac{64}{675\pi^2} + \left(\frac{16}{45\pi^2} - \frac{8}{3\pi^4} - \frac{1}{105}\right) \sin^2 \theta + \\
+ \left(\frac{1}{240} - \frac{1}{30\pi^2}\right) \sin^4 \theta - \frac{1}{5040} \sin^6 \theta\right] c^6 + O(c^7)\right).  
\]  
(14.49)

where \(\theta = \cos \eta\).
The normalized total scattering cross section is (Hurd [1961]):

$$\frac{\sigma_T}{2\pi a^2} = \frac{8}{\pi^2} \left[ 1 + 0.039160 c^2 - 0.0007489 c^4 - 0.0002602 c^6 + 0.000009206 c^8 + 0.0000001846 c^{10} + O(c^{12}) \right]; \quad (14.50)$$

numerical values computed from this series agree with the exact results of Bouwkamp [1954] to within one percent for $c \leq 2.5$.

14.2.2.3. HIGH FREQUENCY APPROXIMATIONS

No explicit results are available for arbitrary incidence. For normal incidence, results have been obtained by Kirchhoff theory, geometrical theory of diffraction (Keller [1957]), rigorous asymptotic methods (Jones [1965a], Hansen [1964]) and variational techniques (Levine and Wu [1957]).

The amplitude of the far field coefficient computed from Kirchhoff's single and double layer formulas is compared with the exact result in Fig. 14.4. The normalized scattered field amplitude is shown as a function of the distance along the axis behind the disc in Fig. 14.6, and as a function of the radial distance in the plane $z = 0+$ in Fig. 14.7.

![Fig. 14.6. Normalized scattered amplitude on axis behind disc with (a) $c = 3\pi$ and (b) $c = 4\pi$:
- Kirchhoff double layer, --- Kirchhoff single layer, ●●● experimental (Severin [1952]).](image-url)
Fig. 14.7. Normalized scattered amplitude on \( r = 0 \) with (a) \( c = 3\pi \) and (b) \( c = 4\pi \): —— Kirchhoff double layer, —— Kirchhoff single layer, • • • experimental (SEVERIN [1952]).

For a plane wave at axial incidence \( (\zeta = \pi) \), such that
\[
V^1 = e^{-ikr},
\]
an approximation for the far field coefficient based on an integral equation formulation is (CASE [1964]):
\[
S \sim \frac{1}{4i} \left[ J_1(c \sin \theta) \sin \frac{\theta}{2} + i J_0(c \sin \theta) \sin \frac{\theta}{2} \right].
\]
where \( \theta \) is the spherical polar angle; eq. (14.52) is valid for \( \theta < \frac{\pi}{2} \), and for \( \theta > \frac{\pi}{2} \) the symmetry relation \( S(\pi - \theta) = S(\theta) \) may be used. In the far field and in the back scattering direction (HANSEN [1964]):
\[
S \sim \frac{1}{4i} c^2 \left[ 1 - i \frac{1}{c} - \frac{e^{2ic - 4i\pi}}{4c^2} \frac{\sin (4c - 4\pi)}{4c^2 \pi} + O(c^{-1}) \right].
\]

The normalized total scattering cross section is (JONES [1965a]):
\[
\frac{\sigma_1}{2\pi \nu^2} \sim 1 - \frac{1}{4c^2} + \frac{\cos (2c - \frac{1}{2}\pi)}{4c^2 \pi^2} + \frac{7 \sin (2c - \frac{1}{2}\pi)}{64c^4 \pi^2} + \frac{1}{16c^4} - \frac{\sin (4c - \frac{1}{2}\pi)}{64\pi c^4} + O(c^{-1}).
\]
The first three terms of this expression have also been derived via a variational formulation (Levine and Wu [1957]) and via the geometrical theory of diffraction (Karp and Keller [1961]). Numerical values computed from the first three terms of eq. (14.54) agree with Bouwkamp’s exact values out to three decimal places for \( c \geq 4.0 \) (Levine and Wu [1957]).

Rigorous asymptotic results are available only for a plane wave at axial incidence. Using an asymptotic development of an exact solution of the Sommerfeld type, the total field in the region of geometrical shadow and away from the axis resulting from the incident field of eq. (14.51) is (Hansen [1964]):

\[
V \sim \frac{1}{\sqrt{2\pi}} \frac{e^{ikr}r^p}{\sqrt{(kr(1+(r_1/a)\sin \theta_1))}} \left( \sin \frac{1}{2} \theta_1 \cos \frac{1}{2} \theta_1 \left[ 1 + f_1(r_1, \theta_1) \right] + \frac{e^{ikr_1}}{\sqrt{(kr_1(1+(r_2/a)\sin \theta_2))}} \sin \frac{1}{2} \theta_2 \cos \frac{1}{2} \theta_2 \left[ 1 + f_1(r_2, \theta_2) \right] \right),
\]

where the geometrical quantities \( r_1, r_2, \theta_1 \) and \( \theta_2 \) are shown in Fig. 14.3, and

\[
f_1(r, \theta) = \frac{1}{\sin^2 \theta} \left[ (2 - \sin \theta) \left( \frac{2a}{r} + \sin \theta \right) - \frac{\sin^2 \theta}{2(a/r + \sin \theta)} \right]
\]

represents the second order term in the contribution of the singly diffracted rays.

A partial asymptotic expansion can be constructed by summing the contributions due to rays diffracted \( p \) times at diametrically opposite points on the edge of the disc. For points within the geometrical shadow and not too near the axis, the contribution of the ray diffracted \( p \) times (\( n = 2, 3 \ldots \)) is (Hansen [1964]):

\[
V_p \sim -\sqrt{\frac{2}{\pi}} \left( \frac{\sin \frac{1}{2} \theta_1 + \cos \frac{1}{2} \theta_1}{1 - \sin \theta_1} \right) \left( \frac{\sin \frac{1}{2} \theta_2 + \cos \frac{1}{2} \theta_2}{1 - \sin \theta_2} \right)
\]

where

\[
f_p(r, \theta) = \frac{\pi}{c} \left[ \frac{6a}{r} + \frac{31 - 19p}{4} - \frac{1}{2} \left( \frac{a}{r} + \sin \theta \right)^{-1} \right]
\]

represents the second order term in the contribution of the ray diffracted \( p \) times.

In the region near and including the axis, a caustic correction must be made. The result, for the first two terms of the singly diffracted field, is (Hansen [1964], Buchal and Keller [1960]):

\[
V \sim \frac{1}{4} e^{ikr}(\sin \frac{1}{2} \theta_1 + \cos \frac{1}{2} \theta_1)(R_0^{(1)} + c^{-1}R_1^{(1)}) + \frac{1}{4} e^{ikr}(\sin \frac{1}{2} \theta_2 + \cos \frac{1}{2} \theta_2)(R_0^{(2)} + c^{-1}R_1^{(2)}),
\]

\( 14.59 \)
where

\[ R_0^{(1)} = H_0^{(2)}(-T_1)e^{-iT_1}, \]  
\[ R_0^{(2)} = H_0^{(1)}(T_2)e^{-iT_2}, \]  
\[ R_1^{(1)} = -e^{-iT_1} \left\{ \frac{i \cos^2 \theta_1}{\sin \theta_1} T_1^2 + \frac{1}{2} (\sin \theta_1 - 1) T_1 - \frac{1}{8} \sin \theta_1 \right\} H_0^{(2)}(-T_1) - \right. \]
\[ \left. - \left[ \frac{\cos^2 \theta_1}{\sin \theta_1} T_1^2 - \frac{1}{2} \sin \theta_1 \right] H_1^{(2)}(-T_1) \right\}, \]  
\[ R_1^{(2)} = -e^{-iT_1} \left\{ \frac{i \cos^2 \theta_2}{\sin \theta_2} T_2^2 + \frac{1}{2} (\sin \theta_2 - 1) T_2 - \frac{1}{8} \sin \theta_2 \right\} H_0^{(1)}(T_2) + \right. \]
\[ \left. + \left[ \frac{\cos^2 \theta_2}{\sin \theta_2} T_2^2 - \frac{1}{2} \sin \theta_2 \right] H_1^{(1)}(T_2) \right\}, \]  
\[ T_n = \left( kr_n + \frac{c}{\sin \theta_n} \right) \sin^2 \theta_n, \quad (n = 1 \text{ or } 2). \]  

For the field of the doubly diffracted rays near the axis, only terms of order \( c^0 \) are given. The result is:

\[ V_2 \sim \frac{e^{2ie^{-1}m}}{16ke^4 \cos \theta_1} \left[ \sin \theta_1 \left( \sin \frac{1}{2} \theta_1 + \cos \frac{1}{2} \theta_1 \right) e^{-ikx} R_0^{(1)} + \right. \]
\[ \left. + \frac{\sin \theta_2}{1 - \sin \theta_2} \left( \sin \frac{1}{2} \theta_2 + \cos \frac{1}{2} \theta_2 \right) e^{-ikx} R_0^{(2)} \right]. \]  

The above forms based on asymptotic treatment of the exact solution agree with results derived from variational methods or the geometric theory of diffraction whenever comparison is possible.

### 14.3. Acoustically hard disc

#### 14.3.1. Point sources

##### 14.3.1.1. Exact solutions

For a point source at \( r_0 = (x_0, \eta_0, \phi_0) \), such that

\[ V' = \frac{e^{ikR}}{kR}, \]  

the total field is

\[ V'' + V' = 2i \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \sum_{\eta=-1}^{1} \mathcal{S}_{mn} \left[ R_{mn}^{(1)}(-i \eta, i \xi) - R_{mn}^{(1)}(-i \eta, i \xi, \phi_0) \right] \]
\[ \times R_{mn}^{(1)}(-i \eta, i \xi) S_{mn}(-i \eta, \eta_0) S_{mn}(-i \eta) \cos m(\phi - \phi_0). \]  

\[ (14.67) \]
On the surface $\zeta = 0$:

\[ \mathbf{i}^4 + \nu^2 = \frac{2i}{c} \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \frac{e_m}{N_{mn}} \frac{R_{mn}^{(1)}(-ic, i\xi_0)}{R_{mn}^{(3)}(-ic, i\eta_0)} S_m(-ic, \eta_0) S_m(-ic, \eta) \cos m(\phi - \phi_0). \]  

(14.68)

In the far field ($\zeta \to \infty$):

\[ \mathbf{i}^4 + \nu^2 = \frac{e^{i\xi_0}}{c^2 \zeta^2} \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \frac{e_m}{N_{mn}} \left[ \frac{R_{mn}^{(1)}(-ic, i\xi_0)}{R_{mn}^{(3)}(-ic, i\eta_0)} - \frac{R_{mn}^{(1)}(-ic, i\eta_0)}{R_{mn}^{(3)}(-ic, i\xi_0)} \right] S_m(-ic, \eta_0) S_m(-ic, \eta) \cos m(\phi - \phi_0). \]  

(14.69)

If the source is on the positive $z$-axis ($\eta_0 = 1$):

\[ \mathbf{i}^4 + \nu^2 = \frac{2i}{c} \sum_{n=0}^{\infty} \frac{1}{N_{n0}} \left[ \frac{R_{n0}^{(1)}(-ic, i\xi_0)}{R_{n0}^{(3)}(-ic, i\eta_0)} - \frac{R_{n0}^{(1)}(-ic, i\eta_0)}{R_{n0}^{(3)}(-ic, i\xi_0)} \right] \times R_{n0}^{(3)}(-ic, i\xi_0) S_0(-ic, 1) S_0(-ic, \eta), \]  

and, in particular, when the observation point is on the surface $\zeta = 0$:

\[ \mathbf{i}^4 + \nu^2 = \frac{2i}{c} \sum_{n=0}^{\infty} \frac{1}{N_{n0}} \frac{R_{n0}^{(3)}(-ic, i\xi_0)}{R_{n0}^{(3)}(-ic, i\eta_0)} C_0(-ic, 1) S_0(-ic, \eta), \]  

(14.71)

whereas in the far field ($\zeta \to \infty$):

\[ \mathbf{i}^4 + \nu^2 = \frac{e^{i\xi_0}}{c^2 \zeta^2} \sum_{n=0}^{\infty} \frac{(-i)^n}{N_{n0}} \left[ \frac{R_{n0}^{(1)}(-ic, i\xi_0)}{R_{n0}^{(3)}(-ic, i\eta_0)} - \frac{R_{n0}^{(1)}(-ic, i\eta_0)}{R_{n0}^{(3)}(-ic, i\xi_0)} \right] \times S_0(-ic, 1) S_0(-ic, \eta). \]  

(14.72)

14.3.1.2. LOW FREQUENCY APPROXIMATIONS

For a point source on the $z$-axis at $(\xi_0, \eta_0 = 1)$, the normalized total scattering cross section can be formally written as (Jones [1956]):

\[ \sigma_T = -\text{Re} \sum_{n=0}^{\infty} \frac{A_n e^{2n}}{(2n+1)(2n+3)} - \xi_0^{-2} \text{Im} \sum_{n=0}^{\infty} \frac{e^{2n}}{(2n+1)(2n+3)} \times \left\{ \left( \frac{1}{c} + \frac{e^2}{2n+5} \right) \frac{B_n}{c} + i \left[ \frac{3}{4} - \frac{e^2 + 3(2n+7)}{(2n+5)(2n+7)} \right] A_n \right\} + O(\xi_0^{-4}), \]  

(14.73)

which is valid if

\[ \xi_0 > 1, \quad \xi_0 > 1/c. \]  

(14.74)

Only the first inequality is significant at low frequencies. The first summation in eq. (14.73) corresponds to plane wave excitation, whereas the second summation is a correction due to the finite distance of the source. The coefficients $A_n$, $B_n$, and $C_n$.
are specified by an infinite system of linear equations; if the system is truncated at \( n = 1 \), i.e. \( A_n, B_n \) and \( C_n \) are set equal to zero for \( n \geq 2 \), then:

\[
\frac{\sigma_T}{2na^2} \sim \frac{S_c^2}{27\pi^2} \left[ 1 + \frac{8}{25}c^2 + (c\zeta_c)^{-2} \left( 1 + \frac{27\pi^2}{100}c^2 \right) \right]. \tag{14.75}
\]

14.3.1.3. HIGH FREQUENCY APPROXIMATIONS

No results are available for an arbitrary location of the source. For a point source located on the axis of symmetry at \((\xi_0, \eta_0) = (1)\), such that

\[
V^1 = \frac{e^{ikR}}{kr}, \tag{14.76}
\]

the total field in the region of geometrical shadow is (HANSEN [1962, 1964]):

\[
V \sim -\frac{1}{2c} \exp \left[ i\left(1 + \xi_0^2 + \sqrt{(1 + \xi_0^2)}\right) \left[1 + (1 + \xi_0^2)^{-1}\right] \right]
\times \left\{ \frac{(1 - \sqrt{(1 - \eta^2)})^i [J_0(c\eta(1 - \eta^2)) - iJ_1(c\eta(1 - \eta^2))]}{\sqrt{(1 + \xi_0^2 + \sqrt{(1 + \xi_0^2)} - \sqrt{(1 + \eta^2)} - \sqrt{(1 + \xi_0^2)(1 - \eta^2)})}} + \right. \\
\left. + \frac{(1 - \sqrt{(1 - \eta^2)})^i [J_0(c\eta(1 - \eta^2)) + iJ_1(c\eta(1 - \eta^2))]}{\sqrt{(1 + \xi_0^2 + \sqrt{(1 + \xi_0^2)} + \sqrt{(1 - \eta^2)} + \sqrt{(1 + \xi_0^2)(1 - \eta^2)})}} \right\}. \tag{14.77}
\]

In particular, if the observation point is not too near the axis, i.e. \( kp = O(c) \):

\[
V \sim -\frac{e^{ikr_0 + \frac{i\pi}{2}}}{2kr_0\sqrt{2\pi}} \frac{\sec \frac{1}{2}\theta_1 - \cos \frac{1}{2}(\theta_1 - 2\theta_2) \e^{i\theta_1}}{\sqrt{\{kr_1(1 + (r_1/a) \sin \theta_1)\}}},
\]

whereas if the point is near the axis, i.e. \( kp = O(1) \):

\[
V \sim \exp \left[ i\left(1 + \frac{1}{r_0} + \sqrt{(1 + a^2)}\right) \right] \sqrt{2 \left(1 + \frac{1}{r_0}\right) (\cos \frac{1}{2}\delta) J_0(kp \cos \delta). \tag{14.79}
\]

where the geometrical quantities are defined in Fig. 14.3. The above forms take account only of singly diffracted rays. A partial asymptotic expansion can be constructed by taking account of rays diffracted \( p \) times at diametrically opposite points on the edge of the disc. For points within the geometrical shadow and not too near the axis \((kp = O(c))\), the contribution of the ray diffracted \( p \) times \((p = 2, 3, \ldots)\) is (HANSEN [1964]):

\[
\iota_p \sim \sqrt{2} \sqrt{2 - \frac{1}{2p^2}} \frac{e^{ikr_0 + \frac{i\pi}{2}}}{kr_0} \left[ \exp \left( \frac{1}{2p^2} \right) - (\cos \frac{1}{2p^2} + \sin \frac{1}{2p^2})^{-1} \right]
\times \frac{e^{ikr_1}}{\sqrt{\{kr_1(1 + (r_1/a) \sin \theta_1)\}}} (\cos \frac{1}{2}\theta_1 - \sin \frac{1}{2}\theta_1)^{-1} + \right. \\
\left. + \frac{e^{ikr_2}}{\sqrt{\{kr_2(1 + (r_2/a) \sin \theta_2)\}}} (\cos \frac{1}{2}\theta_2 - \sin \frac{1}{2}\theta_2)^{-1} \right\}. \tag{14.80}
\]
If the point source is located at the center \((p = 0, z = 0 +)\) of the disc, the total field obtained by the geometrical theory of diffraction is (KELLER [1963]):

\[ V \sim \frac{e^{ikr + i\phi}}{kr} (2\pi c \sin \theta)^{-1} \left[ \pm \frac{e^{i\phi \sin \theta - \frac{i\pi}{2}}}{\cos \left(\frac{\pi - \theta}{2}\right)} - \frac{e^{-i\phi \sin \theta + \frac{i\pi}{2}}}{\sin \left(\frac{\pi - \theta}{2}\right)} \right], \quad (14.81) \]

where \(r\) and \(\theta = \arccos \eta\) are the spherical polar coordinates of the observation point with origin at the center of the disc, the upper sign applies in the shadow region \(\frac{\pi}{2} < \theta \leq \pi\) and the lower sign in the illuminated region \(0 \leq \theta < \frac{\pi}{2}\).

14.3.2. Plane wave incidence

14.3.2.1. EXACT SOLUTIONS

For a plane wave incident at an angle \(\zeta\) with the positive \(z\)-axis, such that

\[ V^i = \exp \{ik(x \sin \zeta + z \cos \zeta)\}, \quad (14.82) \]

the scattered field is

\[ V^s = -2 \sum_{m=0}^{\infty} \sum_{n=-m}^{m} \varepsilon_m \frac{i^n}{N_{mn}} \frac{R_{mn}^{(1)}}{R_{mn}^{(3)}}(-ic, i0) S_{mn}(-ic, \cos \zeta) \cos m\phi. \quad (14.83) \]

On the surface \(\zeta = 0\):

\[ V^i + V^s = 2 \sum_{m=0}^{\infty} \sum_{n=-m}^{m} \varepsilon_m \frac{i^n}{N_{mn}} \frac{1}{R_{mn}^{(3)}}(-ic, i0) S_{mn}(-ic, \cos \zeta) S_{mn}(-ic, \eta) \cos m\phi. \quad (14.84) \]

In the far field \((\zeta \rightarrow \infty)\):

\[ S = 2i \sum_{m=0}^{\infty} \sum_{n=-m}^{m} \varepsilon_m \frac{R_{mn}^{(1)}(-ic, i0)}{R_{mn}^{(3)}(-ic, i0)} S_{mn}(-ic, \cos \zeta) S_{mn}(-ic, \eta) \cos m\phi. \quad (14.85) \]

The total scattering cross section is:

\[ \sigma_T = \frac{4\pi}{k^2} \sum_{m=0}^{\infty} \sum_{n=-m}^{m} \varepsilon_m^2 \left[ \left| \frac{R_{mn}^{(1)}(-ic, i0)}{R_{mn}^{(3)}(-ic, i0)} \right| S_{mn}(-ic, \cos \zeta) \right]^2. \quad (14.36) \]

For axial incidence \((\zeta = \pi)\), the scattered field is:

\[ V^s = -2 \sum_{n=0}^{\infty} \frac{i^n}{N_{0n}} \frac{R_{0n}^{(1)}}{R_{0n}^{(3)}}(-ic, i0) R_{0n}^{(3)}(-ic, i0) S_{0n}(-ic, -1) S_{0n}(-ic, \eta), \quad (14.87) \]

and on the surface \(\zeta = 0\):

\[ V^i + V^s = 2 \sum_{n=0}^{\infty} \frac{i^n}{N_{0n}} \frac{1}{R_{0n}^{(3)}}(-ic, i0) S_{0n}(-ic, -1) S_{0n}(-ic, \eta), \quad (14.88) \]
whereas in the far field \((\xi \to \infty)\):

\[
S = 2i \sum_{n=0}^{\infty} \frac{R^{(1)}(\eta, -ic, i0)}{N_{on}} R^{(3)}(\eta, -ic, i0) S_{on}(\eta, -ic, -1) S_{on}(\eta, -ic, \eta). \tag{14.89}
\]

The total scattering cross section is:

\[
\sigma_T = 4\pi \sum_{n=0}^{\infty} \frac{1}{k^2} \frac{R^{(1)}(\eta, -ic, i0)}{N_{on}} \left[ S_{on}(\eta, -ic, -1) \right]^2. \tag{14.90}
\]

A variety of results for the field on the disc surface and along the axis have been computed by Leitner [1949], Meixner and Fritz [1949], Braunbek [1950] and Severin [1952]. Selected results are shown in Figs. 14.8 through 14.11, together with high-frequency Kirchhoff approximations.

The amplitude \(|S|\) of the far field coefficient is shown in Fig. 14.12 for various values of \(\xi\), and the normalized total scattering cross section is plotted in Fig. 14.13.

14.3.2.2. Low Frequency Approximations

For an incident wave whose direction of propagation makes an angle \(\zeta\) with the positive \(z\)-axis, such that

\[
1^\prime = \exp \{ik(x \sin \zeta + z \cos \zeta)\}, \tag{14.91}
\]

a complete low frequency expansion of the scattered field at the point \((\xi, \eta, \phi)\) is (Asvestas and Kleinman [1967]):

\[
1^\prime = e^{ik\xi} \sum_{n=0}^{\infty} (-ic)^{n} \sum_{m=0}^{n} \eta^{n-m} \sum_{r=0}^{m} \sum_{s=0}^{r} D_{r,s} Q_{r}(i\xi) P_{n}^{s}(\eta) \cos \phi. \tag{14.92}
\]
Fig. 14.9. Normalized total field on surfaces (a) $z = 0+$ and (b) $z = 0-$ for $e = 10$: --- exact, \[\text{--- Kirchhoff double layer, \, \text{--- Kirchhoff single layer, \, \bullet \bullet \bullet experimental (SEVERIN [1952]).}\]

Fig. 14.10. Amplitude and phase of total field at center $\rho = 0$ of illuminated face ($z = 0-$): --- exact, \[\text{--- Kirchhoff single layer, \, \text{--- edge-current theory (BRAUNBEK [1950]).}\]
Fig. 14.11. Amplitude and phase of total field at center \( \rho = 0 \) of illuminated face \( (z = 0 +) \):
--- exact, --- Kirchhoff single layer (MEIXNER and FRITZE [1949]).

Fig. 14.12. Amplitude of far field coefficient for three disc sizes: --- exact, --- Kirchhoff single layer (SVERIN [1952]).
where the coefficients \( D_{m,s}^{t} \) are determined from the recurrence relations:

\[
D_{m+1,t}^{t,s} = \frac{2}{r(r+1)-t(t+1)} \left[ \frac{r(s-t)}{2r-1} D_{m,s}^{t+1,t} + \frac{t(s-t)}{2t-1} D_{m,s}^{t-1,t} - \frac{(t+1)(t+s+1)}{2t+3} D_{m+1,s}^{t+1,t} - \frac{(r+1)(r+s+1)}{2r+3} D_{m-1,s}^{t+1,t} \right],
\]

\[
d \neq t, \quad m = 0, 1, 2, \ldots, (14.93)
\]

\[
D_{0,0}^{0,0} = 0,
\]

\[
A_{m,s} = \frac{(-1)^m \cos \zeta}{\pi^s (m-t) (m-t+1)!} \left[ (m-t)(m-t-1)P_{m-1}^s (\sec \zeta) + (m+t+1)(m+t+2)P_{m+1}^s (\sec \zeta) \right], \quad \text{for } m+t \text{ even},
\]

\[
= 0, \quad \text{for } m+t \text{ odd}, (14.96)
\]

where \( \sum' \) in eq. (14.94) indicates that the term with \( r = s \) is to be omitted from the summation.
In the far field ($\xi \to \infty$):

$$S = -i \sum_{n=0}^{\infty} (-c)^{n+1} \sum_{m=0}^{n} \frac{\eta^{n-m}}{(n-m)!} \sum_{r=0}^{m} \sum_{s=0}^{r} (-1)^{s+r} D_{0,s}^{m+r} P_{r}^{m}s \phi,$$

and the bistatic scattering cross section is:

$$\sigma(\eta, \phi) = 4 \pi a^{2} \sum_{n=0}^{\infty} (-c)^{n} \sum_{m=0}^{n} V_{n-m} V_{n}^{*},$$

where

$$V_{n} = \sum_{m=0}^{n} \frac{\eta^{n-m}}{(n-m)!} \sum_{r=0}^{m} \sum_{s=0}^{r} (-1)^{s+r} D_{0,s}^{m+r} P_{r}^{m}s \phi,$$

and the asterisk indicates the complex conjugate.

For normal incidence ($\zeta = \pi$), the coefficients $A_{s}^{m}, D_{s}^{m}$ vanish for $s \neq 0$, thus eliminating the summations over $s$. Explicitly, the far field coefficient is:

$$S = -\frac{2 \epsilon^{3}}{3 \pi} \left\{ P_{1}(\eta) + \frac{1}{25} c^{2} [P_{3}(\eta) + 4 P_{1}(\eta)] + \frac{2i}{9 \pi} c^{3} P_{1}(\eta) + O(c^{4}) \right\}.$$  

An alternative formulation, in which the incident and scattered fields are expanded in Fourier series in the azimuthal angle $\phi$, has been developed by several authors (see, for example, Williams [1962] and Boersma [1964]). For arbitrary incidence and in the far field ($\xi \to \infty$):

$$S = \sum_{m=0}^{\infty} S_{m} \cos m\phi,$$

where

$$S_{m} = -\epsilon^{m+1} \frac{c^{2m+3} s^{2m+1} \sin^2 \zeta}{(2m+1)!(2m+3)!} \frac{(\zeta - 1 - s^{2})^{m}}{2(2m+1)(2m+5)} \left[ 1 - \frac{2m+1}{(2m+1)(2m+3)} s^{2} \frac{\epsilon^{3}}{9 \pi} \delta_{m,0} c^{3} + O(c^{4}) \right],$$

and $\delta_{m,0}$ is the Kronecker delta ($\delta_{m,0} = 1$, $\delta_{m,0} = 0$ for $m \neq 0$). The normalized total scattering cross section is:

$$\frac{\sigma_{t}}{2 \pi a^{2}} = \pi^{-2} \sum_{m=0}^{\infty} \epsilon^{m+4} \cos^{2} \zeta \sin^2 \zeta (2m+1) \left[ \frac{(2m+1)!}{(2m+1)(2m+3)!} \right]^{\frac{3}{2}} \left[ 1 - c^{2} \left( \frac{4m^{2} + 2m - 8}{(2m+1)(2m+3)} + \frac{\sin^{2} \zeta}{2m+5} \right) + c^{4} \left( \frac{32m^{4} + 144m^{3} + 24m^{2} - 156m^{3} + 1236m^{2} + 1758m - 311}{(2m+1)(2m+3)(2m+5)^{2}} \right) + O(c^{5}) \right].$$

(14.103)
Explicitly, for normal incidence (BOUWKAMP [1954], BAZER and BROWN [1959]):

\[
\frac{\sigma_T}{2\pi a^2} = \frac{8a^d}{27\pi^2} \left[ 1 + \frac{8}{25} e^2 + \frac{311}{6125} e^4 + \left( \frac{2612}{496125} - \frac{4}{81\pi^2} \right) e^6 + O(e^8) \right]. \tag{14.104}
\]

Results of computations based on eq. (14.104) are shown in Fig. 14.5. Formulas based on Fourier series expansions are also available for the surface field.

For normal incidence (\(\zeta = \pi\)) and on the illuminated face (BAZER and BROWN [1959]):

\[
(V^1 + V^3)_{z=0} = 1 + \frac{4ic}{\pi} \sum_{n=0}^{\infty} B_n \eta^{2n+1}, \tag{14.105}
\]

in which the first few coefficients are:

\[
B_0 = 1 + \frac{1}{6} e^2 + \frac{21}{9\pi} e^4 + \frac{1}{120} e^6 + \frac{131}{225\pi} e^8 + \frac{1}{5040} - \frac{4}{81\pi^2} e^{10} + \left( \frac{323i}{44100\pi} \right) e^{12} + O(e^{10}), \tag{14.106}
\]

\[
B_1 = 1 + \frac{1}{20} e^2 + \frac{1}{15\pi} e^4 + \frac{1}{336} e^6 + \frac{19i}{1050\pi} - \frac{1}{12960} - \frac{2}{2381400} e^{10} + O(e^{10}), \tag{14.107}
\]

\[
B_2 = \frac{e^4}{600} \left[ 1 + \frac{5}{14} e^2 + \frac{10i}{21\pi} e^4 + \frac{5}{216} e^6 + \frac{76i}{567\pi} e^8 \right] + O(e^{10}), \tag{14.108}
\]

\[
B_3 = \frac{e^6}{35280} \left[ 1 + \frac{7}{18} e^2 + \frac{58i}{81\pi} e^4 \right] + O(e^{10}), \tag{14.109}
\]

\[
B_4 = \frac{e^8}{3265920} + O(e^{10}), \tag{14.110}
\]

and the remaining coefficients are \(O(e^{10})\). An alternative formulation for the surface field in terms of an infinite series of Legendre polynomials has been given by DeHoop [1954].

In the far field (\(\xi \to \infty\)):

\[
S = -\frac{2\eta}{3\pi} e^3 \left[ 1 + \frac{1 + \eta^2}{10} e^2 + \frac{2i}{9\pi} e^3 + \left( \frac{1 + \eta^4}{280} + \frac{\eta^2}{84} \right) e^4 + \frac{i}{45\pi} \left( \frac{11 + \eta^2}{5} \right) e^5 + \frac{1}{27} \left( \frac{1 + \eta^4}{560} + \frac{\eta^2 + \eta^4}{60} - \frac{4}{3\pi} \right) e^6 \right].
\]
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\[ + \frac{i}{10\pi} \left( \frac{131}{2450} + \frac{9}{175} \eta^2 + \frac{64}{126} \right) e^{\sigma} - \frac{1}{90} \left( \frac{68}{45\pi^2} + \frac{4}{9\pi^2} \eta^2 - \frac{3\eta^4}{1760} - \eta^2 + \eta^6 + \frac{1}{12} (1 + \eta^6) \right) c^{\sigma} + O(c^{\sigma}) \]  (14.111)

14.3.2.3. HIGH FREQUENCY APPROXIMATIONS

For an incident wave whose direction of propagation makes an angle \( \zeta \) with the positive z-axis, the only results available are the following expressions for the normalized forward scattering cross section (Levine and Wu [1957]). For the angular region away from the axis (\( \sin \zeta \) bounded away from zero):

\[ \frac{\sigma_T}{2\pi a^2|\cos \zeta|} \sim 1 - \frac{1}{4\epsilon^2|\cos^2 \zeta|} - \frac{1}{\pi c^2|\cos \zeta|/\sin \zeta} \left( 1 - \sin \zeta \right)^{-1} \times \sin \left[ 2c(1 - \sin \zeta) \right] - (1 + \sin \zeta)^{-1} \cos \left[ 2c(1 + \sin \zeta) \right], \]  (14.112)

whereas for near-axial incidence (\( \sin \zeta \approx 0 \)):

\[ \frac{\sigma_T}{2\pi a^2|\cos \zeta|} \sim 1 - \frac{2 \sin (2c - \frac{1}{3}\pi)}{c \sqrt{\pi c}} J_0(2c \sin \zeta) - \frac{1}{4\epsilon^2} = - \frac{1}{\pi c^2} \cos \left[ 2c(2 + \sin^2 \zeta) \right] J_0(c \sin^2 \zeta). \]  (14.113)

For axial incidence, a variety of results have been obtained using the Kirchhoff approximation or its various modifications. However, these have in large measure been superseded by the more accurate results obtained from an integral equation formulation by Westpfahl and Witte [1967].

In the far field and near the axis (\( c \sin \theta \leq 1 \)):

\[ S \sim -\frac{ic}{\sin \theta} J_1(c \sin \theta) - \epsilon \sum_{n=0}^5 e^{-iv_n} S_n + O(e^{-2}). \]  (14.114)

where \( \theta \) is the spherical polar angle (\( \eta = \cos \theta \)), the Kirchhoff approximation is represented by the term outside the summation, and

\[ S_n = n J_0(c \sin \theta), \]  (14.115)

\[ S_1 = \pi e^{2ic} e^{i\pi} J_0(c \sin \theta), \]  (14.116)

\[ S_2 = -\frac{1}{2} \left[ n + \pi e^{2ic} J_0(c \sin \theta) - i e^{2ic} \sin \theta J_1(c \sin \theta) \right]. \]  (14.117)

\[ S_3 = \frac{e^{il\pi}}{2\sqrt{\pi}} \left[ \left( \frac{e^{ic} + 3 e^{2ic}}{2} \right) J_0(c \sin \theta) + e^{i\pi} e^{2ic} J_1(c \sin \theta) \right]. \]  (14.118)

\[ S_4 = \frac{1}{8} \left[ \pi e^{2ic} + \frac{5}{2\pi} e^{4ic} + \frac{19 + 45i}{25\pi} \right] J_0(c \sin \theta) + \frac{1}{8} \sin \theta (\pi e^{4ic} - 4) J_1(c \sin \theta) + e^{2ic} \sin^2 \theta J_2(c \sin \theta). \]  (14.119)
\[ S_0(\theta) = \frac{-\sqrt{1 - \sin \theta}}{\sin \theta}, \quad (14.122) \]

\[ S_1(\theta) = \frac{e^{2ic + 1i}}{\sqrt{n(1 - \sin \theta)}}, \quad (14.123) \]

\[ S_2(\theta) = \frac{-ie^{4ic}}{2\pi \sqrt{(1 - \sin \theta)}} + \frac{i\sqrt{(1 - \sin \theta)}}{4 \sin \theta} \left( 1 + \frac{3}{2 \sin \theta} \right), \quad (14.124) \]

\[ S_3(\theta) = \frac{e^{4ic}}{4 \sqrt{n(1 - \sin \theta)}} \left[ \frac{e^{6ic}}{\pi} + \frac{1}{2} e^{2ic} \left( \frac{3}{2} - \frac{1}{\sin \theta} + \frac{2}{i - \sin \theta} \right) \right], \quad (14.125) \]

\[ S_4(\theta) = \frac{1}{8\pi \sqrt{(1 - \sin \theta)}} \left[ - \frac{e^{8ic}}{\pi} + \frac{1}{2} e^{4ic} \left( 5 - \frac{i}{\sin \theta} + \frac{2}{1 - \sin \theta} \right) \right] - \frac{\sqrt{(1 - \sin \theta)}}{128 \sin \theta} \left( \frac{59 - 27i}{8} + \frac{33 - 9i}{2 \sin \theta} + \frac{24 - 9i}{\sin^2 \theta} \right) + \frac{39 - 9i}{128 \sin^3 \theta}, \quad (14.126) \]

\[ S_5(\theta) = \frac{e^{-4ic}}{16\sqrt{n(1 - \sin \theta)}} \left[ \frac{\pi^{-2} e^{10ic}}{4\pi} + \frac{e^{6ic}}{\pi} \left( 17 - \frac{2}{\sin \theta} + \frac{4}{1 - \sin \theta} \right) - e^{2ic} \left[ \frac{53 - 63i}{64} + \frac{3}{8 \sin \theta} + \frac{9}{8 \sin^2 \theta} + \frac{13}{6 \sin \theta} - 3(1 - \sin \theta)^{-2} + \frac{3}{2 \sin \theta(1 - \sin \theta)} \right] \right]. \quad (14.127) \]

The first term of expansion (14.121) was derived earlier by Braunbeck [1950] using the Kirchhoff formula with a more refined approximation for the field near the edge. Other expansions have been obtained via the geometrical theory of diffraction by Keller [1957] and via an asymptotic solution of the exact boundary value problem by Hansen [1964]. The latter's results are analogous to those presented for the soft disc in Section 14.2.2.3, but their regions of validity are somewhat in doubt.

The normalized total scattering cross section is (Westpahh and Witte [1967]):
The first four terms of this series have been determined also by Levine and Wu [1957], Hansen [1964] and Jones [1965c]. The form given by Levine and Wu contains a value $\frac{1}{3}$ replacing the coefficient $\frac{1}{3}$ in the term $O(c^{-3})$ of eq. (14.128). The results of Hansen and Jones, however, corroborate the value given here.

### 14.4. Perfectly conducting disc

#### 14.4.1. Dipole sources

##### 14.4.1.1. Exact solutions

For an arbitrarily oriented electric dipole located at the point $(\xi_0, \eta_0, \phi_0)$ in the oblate spheroidal coordinate system and with a moment $(4\pi \varepsilon_0 \delta \xi)$, corresponding to an incident electric Hertz vector

$$\Pi^i = \frac{e^{i\text{B}R}}{kR} \cdot \delta = 2i\delta \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} \frac{\epsilon_m}{N_m} K_{12}^{(1)}(-ic, i\xi) R_{nm}^{(3)}(-ic, i\xi) \times S_{nm}(-ic, \eta) S_{nm}(-ic, \eta_0) \cos m(\phi - \phi_0).$$

the electric Hertz vector $\Pi^i$ of the scattered field can be split into two parts,

$$\Pi^i = \Pi^1 + \Pi^2,$$

whose rectangular Cartesian components are (Meixner [1953]):

$$\Pi^1_e = -i(\xi + i\epsilon_0) \sum_{m=0}^{\infty} \epsilon_m L_m \cos m(\phi - \phi_0),$$

$$\Pi^1_o = -iC \sum_{m=0}^{\infty} \epsilon_m M_m \cos m(\phi - \phi_0).$$

$$\Pi^2_e = e^{i\phi} \sum_{m=-\infty}^{\infty} U_m N_{m+1} e^{-im(\phi - \phi_0)}$$

$$\Pi^2_o = 0,$$

where

$$L_m = \sum_{n=-m}^{m} \frac{1}{N_{nm}} R_{nm}^{(1)}(-ic, i0) R_{nm}^{(3)}(-ic, i\xi) R_{nm}^{(3)}(-ic, i\xi_0) \times S_{nm}(-ic, \eta) S_{nm}(-ic, \eta_0).$$
\[ M_m = \sum_{(n-m) \text{odd}} \frac{1}{N_{mn}} \frac{R_{mn}^{(1)}(-ic, i0)}{R_{mn}^{(3)}(-ic, i0)} R_{mn}^{(3)}(-ic, i\xi) R_{mn}^{(3)}(-ic, i\xi_0) \times S_{mn}(-ic, \eta_0), \quad (14.133) \]

\[ N_m = \sum_{(n-m) \text{even}} \frac{(-i)^n}{N_{mn}} \frac{R_{mn}^{(1)}(-ic, i0)}{R_{mn}^{(3)}(-ic, i0)} R_{mn}^{(3)}(-ic, i\xi) S_{mn}(-ic, \eta) S_{mn}(-ic, \eta), \quad (14.134) \]

\[ U_m = [N_{m-1} + N_{m+1}]^{-1} [2c_n M_m + i\epsilon^{\frac{1}{2}} + ic_{xx} + ic_{yy}] L_{m-1} + i\epsilon^{\frac{1}{2}} (c_x - ic_y) L_{m+1}, \quad (14.135) \]

\[ L_m = -ic \frac{\partial L_m}{\partial \xi} \bigg|_{\xi = 0} = \sum_{(n-m) \text{even}} \frac{1}{N_{mn}} \frac{R_{mn}^{(3)}(-ic, i\xi_0)}{R_{mn}^{(3)}(-ic, i0)} S_{mn}(-ic, 0) S_{mn}(-ic, \eta_0), \quad (14.136) \]

\[ M_m = c \frac{\partial M_m}{\partial \eta} \bigg|_{\xi = 0} = -\sum_{(n-m) \text{odd}} \frac{1}{N_{mn}} \frac{R_{mn}^{(3)}(-ic, i\xi_0)}{R_{mn}^{(3)}(-ic, i0)} S_{mn}(-ic, 0) S_{mn}(-ic, \eta_0), \quad (14.137) \]

\[ N_m = -ic \frac{\partial N_m}{\partial \xi} \bigg|_{\xi = 0} = \sum_{(n-m) \text{even}} (-i)^n \frac{[S_{mn}(-ic, 0)]^2}{N_{mn}} \frac{R_{mn}^{(3)}(-ic, i0)}{N_{mn}}, \quad (14.138) \]

For the notation on the spheroidal wave functions, see Chapters 11 and 13. Here the summations are over values of \( n \geq m \) such that \( n - m \) is even or odd as noted and the functions \( L_m, M_m \) and \( N_m \) are even in \( m \). When the dipole is located on the axis \( (\eta_0 = 1) \), these forms simplify to the extent that

\[ L_m = L_m = M_m = \overline{M_m} = 0, \quad \text{for} \quad m > 0, \quad (14.139) \]

implying that the only non-zero \( U \)'s are:

\[ U_0 = \frac{\overline{M_0}}{N_1} c_z, \quad (14.140) \]

\[ U_1 = \frac{iL_0}{N_0 + N_2} e^{-i\phi(c_x + ic_y)}, \quad (14.141) \]

\[ U_{-1} = i\frac{L_0}{N_0 + N_2} e^{i\phi(c_x - ic_y)}. \quad (14.142) \]

If the electric dipole is on the axis at \((\xi_0, 1)\) and is axially oriented, the only non-vanishing component of the total magnetic field is:

\[ H_x = \text{Im} \left[ \sum_{n} \sum_{\epsilon^2 + 1} (-i)^n \left[ \frac{\tilde{R}^{(1)}_{1n}(\xi_0, i\xi, \epsilon)}{\tilde{R}^{(3)}_{1n}(\xi_0, i\xi, \epsilon)} - \frac{\tilde{R}^{(1)}_{1n}(\xi_0, i\xi, \epsilon)}{\tilde{R}^{(3)}_{1n}(\xi_0, i\xi, \epsilon)} \right] \times \tilde{R}^{(3)}_{1n}(\xi_0, i\xi, \epsilon) S_{1n}(-ic, \eta_0) \right]. \quad (14.143) \]
If the observation point is on the surface of the disc ($\zeta = 0$):

$$H_0' + H_0'' = \frac{2k^2 Y}{c \sqrt{(\zeta_0^2 + 1)}} \sum_{n=0}^{\infty} \frac{(-i)^n}{\hat{\beta}_n \hat{N}_n} \frac{R^{(1)}_{1n}(-ic, i\xi_0)}{R^{(2)}_{1n}(-ic, i\xi_0)} S_{1n}(-ic, \eta),$$  \hfill (14.144)

whereas in the far field ($\zeta \to \infty$):

$$H_0' + H_0'' = \frac{e^{ikt}}{c \zeta} \frac{2ik^2 Y}{c \sqrt{(\zeta_0^2 + 1)}} \sum_{n=0}^{\infty} \frac{(-i)^n}{\hat{\beta}_n \hat{N}_n} \frac{R^{(1)}_{1n}(-ic, i\xi)}{R^{(2)}_{1n}(-ic, i\xi)} \times S_{1n}(-ic, \eta).$$  \hfill (14.145)

If the dipole is on the surface of the disc ($\zeta_0 = 0$), the field at an arbitrary point is

$$H_0' + H_0'' = \frac{2k^2 Y}{c} \sum_{n=0}^{\infty} \frac{(-i)^n}{\hat{\beta}_n \hat{N}_n} \frac{R^{(3)}_{1n}(-ic, i\xi)}{R^{(2)}_{1n}(-ic, i\xi)} S_{1n}(-ic, \eta),$$  \hfill (14.146)

On the surface ($\zeta = 0$):

$$H_0' + H_0'' = \frac{2k^2 Y}{c} \sum_{n=0}^{\infty} \frac{(-i)^n}{\hat{\beta}_n \hat{N}_n} \frac{R^{(3)}_{1n}(-ic, i\xi)}{R^{(2)}_{1n}(-ic, i\xi)} \times \frac{S_{1n}(-ic, \eta)}{S_{1n}(-ic, \eta)},$$  \hfill (14.147)

whereas in the far field ($\zeta \to \infty$):

$$H_0' + H_0'' = \frac{e^{ikt}}{c \zeta} \frac{2ik^2 Y}{c} \sum_{n=0}^{\infty} \frac{(-i)^n}{\hat{\beta}_n \hat{N}_n} \frac{S_{1n}(-ic, \eta)}{S_{1n}(-ic, \eta)}.$$  \hfill (14.148)

For an axial magnetic dipole at ($\zeta_0, \eta_0 = 1$) with moment $(4\pi/k)\xi$, corresponding to an incident magnetic Hertz vector $2e^{ikR}/(kR)$, so that $\xi - \xi_1 = H_0 = 0$, the total electric field is

$$E_0 = \sqrt{(\xi^2 + 1)(1 - \xi^2)} \times \left(1 + \frac{i}{kR}\right).$$  \hfill (14.149)

$$E_0^2 = E_0^2 = H_0^2 = 0,$$

the total electric field is

$$E_0^2 = \frac{-2k^2 Z}{\sqrt{(\zeta_0^2 + 1)}} \sum_{n=0}^{\infty} \frac{(-i)^n}{\hat{\beta}_n \hat{N}_n} \left[ R^{(1)}_{1n}(-ic, i\xi) - \frac{R^{(1)}_{1n}(-ic, i\xi)}{R^{(2)}_{1n}(-ic, i\xi)} \right] \times R^{(2)}_{1n}(-ic, i\xi) S_{1n}(-ic, \eta).$$  \hfill (14.150)

On the surface of the disc ($\zeta = 0$):

$$H_0' + H_0'' = \frac{2k^2}{c^2 \sqrt{(\zeta_0^2 + 1)}} \sum_{n=0}^{\infty} \frac{(-i)^n}{\hat{\beta}_n \hat{N}_n} \frac{R^{(3)}_{1n}(-ic, i\xi_0)}{R^{(2)}_{1n}(-ic, i\xi)} \times S_{1n}(-ic, \eta).$$  \hfill (14.151)

and in the far field ($\zeta \to \infty$):
If the dipole is on the surface \((\xi_0 = 0)\), the field is identically zero everywhere.

For the case of an electric dipole at an arbitrary location but oriented parallel to the plane of the disc, a solution has been derived without the aid of spheroidal functions by INAWASHIRO [1963], using a technique developed by NOMURA and KATSURA [1955]. If the dipole is located at \((x_0, y_0, z_0) = (\rho_0, \phi_0, z_0)\) and is oriented in the \(x\) direction, so that the incident electric Hertz vector is

\[
\Pi^i = \frac{e^{ikR}}{kR} \hat{x},
\]

the Hertz vector of the scattered field is

\[
\Pi^s = \Pi_1 + \Pi_2,
\]

with

\[
\Pi_1 = (\Pi_{1x}, 0, 0), \quad \Pi_2 = (\Pi_{2x}, \Pi_{2y}, 0),
\]

where

\[
\Pi_{1x} = -c^{-1} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} A_m^m(\rho, z) \cos m(\phi - \phi_0),
\]

\[
\Pi_{2x} = \frac{k}{2c} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \left\{ \left( U_{m+1}^{(1)} \mp U_{m-1}^{(1)} \right) \cos m\phi \pm \left( U_{m+1}^{(2)} \mp U_{m-1}^{(2)} \right) \sin m\phi \right\} B_m^m S_m^m(\rho, z),
\]

and

\[
S_m^m(\rho, z) = \int_0^z d\xi \frac{\xi J_m(\rho_0 / a) J_{m+2n+1}(\xi)}{\sqrt{\xi^2 - c^2}} \exp \left[ \sqrt{\xi^2 - c^2} \frac{1}{a} \right],
\]

\[
a_m^m = -c_m^m \sum_{s=0}^{\infty} X_m^m a_s^m, \quad (c_0 = 1; c_m = 2, \quad \text{for} \quad m \geq 1),
\]

\[
B_m^m = -\sum_{s=0}^{\infty} X_m^m b_s^m,
\]

\[
a_m^m = (2m+4n+1) S_m^m(\rho_0, z_0),
\]

\[
b_m^m = (2m+4n+1)(-1)^m \sqrt{\frac{2}{\pi}} J_{m+2n}(c),
\]

\[
U_m^{(1)} = \sum_{s=0}^{\infty} (-1)^s \left[ a_s^{m-1} \sin (m-1)\phi_0 + a_s^{m+1} \sin (m+1)\phi_0 \right], \quad (m \geq 2),
\]

\[
U_m^{(2)} = \sum_{s=0}^{\infty} (-1)^s (B_s^{m-1} - B_s^{m+1}),
\]
\[ U_{m}^{(2)} = \sum_{n=0}^{\infty} \frac{(-1)^n A_{n+1}^m \cos (m-1)\phi_0 + A_{n+1}^m \cos (m+1)\phi_0}{\sum_{n=0}^{\infty} (-1)^n (B_{n+1}^m - B_{n+1}^m)} \quad (m \geq 2). \quad (14.164) \]

\[ U_{1}^{(2)} = \sum_{n=0}^{\infty} \frac{(-1)^n A_{n+1}^1 \sin 2\phi_0}{\sum_{n=0}^{\infty} (-1)^n (B_{n+1}^1 - B_{n+1}^1)} \quad (14.165) \]

\[ U_{2}^{(2)} = \sum_{n=0}^{\infty} \frac{(-1)^n (2A_{n+1}^2 + A_{n+1}^2 \cos 2\phi_0)}{\sum_{n=0}^{\infty} (-1)^n (B_{n+1}^2 - B_{n+1}^2)} \quad (14.166) \]

\[ U_{0}^{(2)} = \sum_{n=0}^{\infty} \frac{(-1)^n A_{n+1}^1 \cos \phi_0}{\sum_{n=0}^{\infty} (-1)^n B_{n+1}^1} \quad (14.167) \]

The \( X_{m}^{n} \) are elements of the inverse of the matrix \( [G_{m}^{n}] \), whose elements are defined by the expressions (Nomura and Katsura [1955]):

\[ G_{m}^{n} = (2m + 4s + 1)(g_{1} - ig_{2}). \quad (14.168) \]

\[ g_{1} = \int_{c}^{\infty} \frac{J_{m+2n+4}(\xi)J_{m+2n+4}(\xi) d\xi}{\sqrt{(\xi^2 - c^2)}} \quad (14.169) \]

\[ g_{2} = \int_{0}^{c} \frac{J_{m+2n+4}(\xi)J_{m+2n+4}(\xi) d\xi}{\sqrt{(c^2 - \xi^2)}} \quad (14.170) \]

that is, the \( X_{m}^{n} \) are solutions of the infinite systems of equations:

\[ \sum_{n=0}^{\infty} G_{m}^{n} X_{m}^{n} = \delta_{s,n}, \quad (s,r = 0, 1, 2, \ldots \infty); \]

\[ \delta_{s,s} = 1, \quad \delta_{s,r} = 0 \quad \text{for} \quad s \neq r, \quad (14.171) \]

for \( m = 0, 1, 2, \ldots \). Explicitly:

\[ X_{00}^0 = 1 - \frac{2i}{\pi} c - \left( \frac{4}{\pi^2} - \frac{1}{3} \right) c^3 - 0.0249298 c^3 + 0.0057643 c^4 + i 0.0004768 c + 0.0002861 c^3 - i 0.0001657 c^4 + \]

\[ + 0.0001928 c^5 + i 0.0000761 c^6 + \ldots \]

\[ X_{10}^0 = \frac{1}{6} c^2 - \frac{1}{9\pi} c^3 + i 0.0251032 c^4 - i 0.0057643 c^5 + \]

\[ + 0.0004768 c + 0.0002861 c^3 - i 0.0001657 c^4 + \]

\[ + 0.0001928 c^5 + i 0.0000761 c^6 + \ldots \]
When the dipole is located on the axis \( \rho_0 = 0 \) and oriented in the \( x \) direction, the coefficients \( a_n^* \) vanish for \( m > 0 \); the non-vanishing coefficients are:

\[
a_n^* = \frac{c}{\sqrt{2}} (-1)^{n/2} (4n+1) \sum_{p=0}^{\infty} \frac{1}{p!(2n+p+1)!} \left( \frac{ca}{2|z_0|^2} \right)^{n+p} h_{n+p}(k|z_0)).
\] (14.173)

The imaginary part of series (14.173) converges for all \(|z_0|\), but the real part only for \(|z_0| \geq a\). For \(|z_0| < a\), the real part may be written as

\[
\text{Re}(a_n^*) = (-1)^{n/2} (4n+1) \sqrt{2} \pi \int_0^{|z_0|} \frac{\Gamma(n+1)}{\Gamma(2n+1)} \frac{(-1)^q (4c^2)^q (1+|z_0|^2/n-q)}{\Gamma(q+1)\Gamma(1+q)}
\times F \left( n-q+\frac{1}{2}, n+\frac{1}{2}; 2n+\frac{3}{2}; \frac{1}{1+|z_0|^2} \right),
\] (14.174)

where \( h = |z_0|/a \).

The surface current components for \( \rho_0 = 0 \) are:

\[
H_{y,i} = iY c k^2 [A(\rho)+B(\rho)\pm C(\rho)] \sin \phi.
\] (14.175)

\[
H_{y,i} = iY c k^2 [A(\rho)-B(\rho)\pm C(\rho)] \cos \phi.
\] (14.176)

where the upper (lower) signs correspond to the illuminated (shadow) side, and

\[
A(\rho) = c^{-2} \left[ \frac{1}{\pi(1-\rho^2/a^2)} \right] \sum_{n=0}^{\infty} (-1)^n \Gamma \left( A_n^2 - \frac{1}{2} B_n^2 t \right) \Gamma(-n, n+\frac{1}{2}; 1-\rho^2/a^2) + \frac{1}{1+\rho^2/a^2}).
\] (14.177)
\[ B(\rho) = -\frac{\rho^2}{2ca^2} \left[ \frac{2}{\pi(1-\rho^2/a^2)} \right] \sum_{n=0}^{\infty} (-1)^n B_n^2 \left[ U^{(2)}_{\nu}\left(-n, n + \frac{1}{2}; 1 - \rho^2/a^2\right) \right], \quad (14.178) \]

\[ C(\rho) = -\frac{id|z_0|}{R^2} \left( 1 + \frac{i}{kR} \right)e^{ik\rho}. \quad (14.179) \]

From eqs. (14.175) and (14.176) it follows that the surface field is parallel to the dipole moment for \( \phi = 0, \frac{\pi}{2}, \pi, \frac{3\pi}{2} \). INAWASHIRO [1963] has computed the normalized surface field intensity along these radii for \( c = 1, 3 \) and 5 for various \( |z_0|/a \); typical results are shown in Fig. 14.14.

---

Fig. 14.14. Normalized surface field components on a disc with \( c = 1.0 \) for an electric dipole on the axis with moment in the \( x \)-direction for various \( z_0/a \); upper curves are for \( z = 0 \), lower curves for \( z = 0 \). (a) along \( x \)-axis, (b) along \( y \)-axis (Inawashiro [1963]).
The normalized total scattering cross section with the source on the axis is

\[
\frac{\sigma_T}{2\pi} = -\frac{4}{c^3 \Omega} \text{Im} \left[ \sum_{n=0}^{\infty} c^2 \sum_{m=0}^{n} \frac{A_n^0(n + m + 1/2)B_n^0 U_i^{(2)}*}{4n + 1} \right] + \frac{1}{c^3 \Omega} \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-1)^{n+m} \left( n - m \right) \left( n + m + 1 \right) \frac{A_n^0(n + m + 1/2)B_n^0 U_i^{(2)}*}{4n + 1} \right],
\]

where

\[
\Omega = \frac{1}{\sqrt{\left( a^2 + z_0^2 \right)}} - \frac{1}{3} \left[ \frac{\left| z_0 \right|}{\sqrt{\left( a^2 + z_0^2 \right)}} \right]^3,
\]

and the asterisk indicates the complex conjugate; computed values are shown in Fig. 14.15.

Fig. 14.15. Normalized total scattering cross section for an electric dipole on the axis with moment in the x direction, for various \( z_0/a \) (INAWASHIRO [1963]).

### 14.4.1.2. LOW FREQUENCY APPROXIMATIONS

For an arbitrary incident field, the first few terms in the low-frequency expansions for the far field components can be written as (EGG-MANN [1961]):
\[ H_x = -YE_z e^{ikR} \frac{c^2}{kR} c^2 \left( \frac{\omega}{4a^3} (P_x \sin \phi - P_y \cos \phi) - e \frac{M_z \sin \theta}{4a^3} - \frac{1}{15} c^3 \left[ \frac{4}{3} H_z^i \sin \theta + \frac{8iY \sin \theta}{3k} \left( \frac{1}{2} \frac{\partial E_z^i}{\partial x} \cos^2 \phi + \frac{\partial E_z^i}{\partial y} \sin \phi \phi + \frac{2}{3} \sin^2 \theta \left( \left[ 5YE_x^i - \frac{2i}{k} \frac{\partial H_z^i}{\partial x} \right] \cos \phi - \left[ 5YE_x^i + \frac{2i}{k} \frac{\partial H_z^i}{\partial y} \right] \sin \phi + H_z^i \sin^2 \theta \right) \right] \right) \]  \\
\[ H_y = YE_x e^{ikR} \frac{c^2}{kR} c^2 \left( \frac{\omega}{4a^2} (P_x \cos \phi + P_y \sin \phi) + \frac{2}{45} c^3 \left[ \frac{1}{k} \frac{\partial E_x^i}{\partial x} + 4 \frac{\partial E_z^i}{\partial y} \cos^2 \phi + 4 \frac{\partial E_z^i}{\partial x} \sin^2 \phi - 4 \left( \frac{\partial E_x^i}{\partial y} \frac{\partial E_z^i}{\partial x} \phi \phi + \frac{\partial E_x^i}{\partial y} \sin \phi \phi \right) - 3 \sin^2 \theta (E_z^i \partial c \phi + E_x^i \sin \phi) \right) \right] \right) \right) \right) \right) \]  \\
\[ E_x = H^i_x = 0, \]  \\
where \( \omega = k \sqrt{\epsilon_0} \) is the angular frequency. Here the quantities \( P_x, P_y, M_z \) are the only non-vanishing components of the induced electric and magnetic dipole moments, which are expressible in terms of the incident field as:

\[ P_x = \frac{16}{3} a^3 c^2 \left[ E_x^i + \frac{1}{30} c^2 \left( 13E_x^i - \frac{3}{k^2} \frac{\partial^2 E_x^i}{\partial z^2} - \frac{2iz}{k} \frac{\partial H_z^i}{\partial y} \right) + \frac{8i}{9\pi} c^3 E_x^i \right]_{xy = z = 0}. \]  \\
\[ P_y = \frac{16}{3} a^3 c^2 \left[ E_y^i + \frac{1}{30} c^2 \left( 13E_y^i - \frac{3}{k^2} \frac{\partial^2 E_y^i}{\partial z^2} + \frac{2iz}{k} \frac{\partial H_z^i}{\partial x} \right) + \frac{8i}{9\pi} c^3 E_y^i \right]_{xy = z = 0}. \]  \\
\[ M_z = \frac{8a^3}{3} \left[ H_z^i - \frac{1}{10} c^2 \left( 3H_z^i + \frac{1}{k^2} \frac{\partial^2 H_z^i}{\partial z^2} \right) - \frac{4i}{9\pi} c^3 H_z^i \right]_{xy = z = 0}. \]  \\
In the special case where an electric dipole of moment \( (4\pi n/k) \hat{y} \) is located in the plane of the disc at \((x_0, y_0, 0)\) and oriented parallel to the \( y \)-axis, the induced electric dipole moment becomes:

\[ P_x = \frac{16}{3} a^3 \frac{e^{ikR}}{R^2 kR} \left[ 2(1-iR) - \left( \frac{3}{(kR)^2} - \frac{3i}{kR} - 1 \right) (kx_0)^2 \right] + \frac{1}{30} c^3 \left[ 12 \left( \frac{3}{(kR)^2} - \frac{3i}{kR} + 1 - 2ikR \right) - \left( \frac{45}{(kR)^2} - \frac{45i}{(kR)^3} + \frac{15}{(kR)^2} - \frac{30i}{kR} - 11 \right) (kx_0)^2 \right] + \frac{8i}{9\pi} c^3 \left[ 2(1-iR) - \left( \frac{3}{(kR)^2} - \frac{3i}{kR} - 1 \right) (kx_0)^2 \right], \]  \\
\[ \text{(14.188)} \]
whereas the induced magnetic dipole moment is:

\[ M_z = \frac{8}{3} \frac{\alpha}{(kR)^2} k x_0 e^{ikR} \left(1 - ikR + \frac{1}{10} c^2 \left( \frac{3}{(kR)^2} - \frac{2i}{kR} - 4 + 3ikR \right) - \frac{4i}{9\pi} c^3(1 - ikR) \right) \]

(14.189)

where

\[ R = \sqrt{(x_0^2 + y_0^2)}. \]

(14.190)

In the case of a magnetic dipole of moment \((4\pi/k)\hat{z}\), located in the plane of the disc at \((x_0, y_0, 0)\) and oriented parallel to the \(z\)-axis, the far field is still given by eqs. (14.182) to (14.184), where now:

\[ P_x = \frac{16\alpha^3}{30\pi R^3} k y_0 e^{ikR} \left(1 - ikR + \frac{1}{10} c^2 \left( \frac{15}{(kR)^2} - \frac{15}{kR} + 6 - 11ikR \right) - \frac{8i}{9\pi} c^3(1 - ikR) \right) \]

(14.191)

\[ P_y = -\frac{x_0}{y_0} P_x, \]

(14.192)

\[ M_z = \frac{8\alpha^3}{3R^2} e^{ikR} \left(1 - ikR - (kR)^2\right) - \frac{1}{10} c^2 \left( - \frac{7}{(kR)^2} + \frac{7i}{kR} + 5 - 4ikR - 3(kR)^2 \right) - \frac{4i}{9\pi} c^3(1 - ikR - (kR)^2) \]

(14.192)

and \(R\) is given by eq. (14.190).

For an electric dipole with moment \((4\pi/k)\hat{z}\) located on the axis of symmetry at \((0, 0, r_0)\) and oriented parallel to the \(x\)-axis, the total surface current density when both \(z_0\) and \(a\) are small compared to the wavelength is (Grinberg and Pimenov [1957]):

\[ J_y \approx \frac{i\gamma a r_0}{\pi^2 R^2} \left[ \tan^{-1} \left( \frac{\sqrt{(a^2 - \rho^2)}}{R} \right) + \frac{\sqrt{(a^2 - \rho^2)}}{z_0^2 + a^2} \right], \]

(14.194)

\[ J_z \approx 0. \]

(14.195)

Similarly, if the dipole is oriented along the \(z\)-axis, the only non-vanishing component of the total surface current density is:

\[ J_x \approx \frac{i\gamma a^2}{\pi^2 R^2} \left[ \frac{\sqrt{(a^2 - \rho^2)}}{z_0^2 + a^2} + \frac{1}{R} \tan^{-1} \left( \frac{\sqrt{(a^2 - \rho^2)}}{\sqrt{a^2 - \rho^2}} \right) \right], \]

(14.196)

where \(\rho\) of the dipole is magnetic with moment \((4\pi k)\hat{z}\):

\[ J_x \approx \frac{z_0 a}{\pi^2 R^2} \left[ \frac{\sqrt{(a^2 - \rho^2)}}{z_0^2 + a^2} + \frac{1}{R} \tan^{-1} \left( \frac{\sqrt{(a^2 - \rho^2)}}{\sqrt{a^2 - \rho^2}} \right) + \frac{2}{\sqrt{(a^2 - \rho^2)}} \right]. \]

(14.197)

Finally, observe that the results (14.172) represent low-frequency expansions of the solution given by Inaba and Hiro [1963].
14.4.1.3. HIGH FREQUENCY APPROXIMATIONS

The only explicit high-frequency result available is for an electric dipole at the center of the disc and oriented normal to it. This case has been treated via the Wiener-Hopf technique (TANG [1962]) and by means of the geometrical theory of diffraction (KELLER [1963]). For an electric dipole with moment \((4\pi e/k)\hat{z}\), the singly diffracted magnetic far field at a point \((r, \theta)\) off the z-axis is (KELLER [1963]):

\[
H_\phi = \frac{ie^{ik(r+s)}}{4\pi r\sqrt{(2\pi ka \sin \theta)}} \left[ \cos (ka \sin \theta - \pi) \left[ \pm \sec (\pi - \theta) - \csc (\pi - \theta) \right] + \right.
\]
\[
\left. \pm i \sin (ka \sin \theta - \pi) \left[ \pm \sec (\pi - \theta) + \csc (\pi - \theta) \right] \right], \quad (14.198)
\]

where the upper (lower) sign applies when \(0 \leq \theta < \pi (\pi < \theta \leq \pi). If the observation point is on or near the axis, a caustic correction must be applied and the result simplifies to

\[
H_\phi = -\frac{ke^{ik(r+s)}}{2\sqrt{2}} J_1(ka \sin \theta). \quad (14.199)
\]

The scattered field, including the diffracted rays of all orders, is the sum of a geometric series and has the form

\[
H_\phi \sim \left[ 1 + e^{ik(2ka-\pi)} \right]^{-1} H_\phi. \quad (14.200)
\]

14.4.2. Plane wave incidence

14.4.2.1. EXACT SOLUTIONS

14.4.2.1.1. Arbitrary incident direction

The solution for this case is again most conveniently expressed in terms of Hertz vectors (see Section 14.4.1.1). If the incident direction is in the \((x, z)\) plane and makes an angle \(\xi\) with the positive r-axis, then the incident field vectors for the two standard polarizations can be written in terms of spheroidal functions as:

\[
E_1 = (0, 1, 0)V^1, \quad H_1 = -Y(\cos \xi, 0, -\sin \xi)V^1, \quad \quad \quad (14.201)
\]
\[
E_\parallel = (-\cos \xi, 0, \sin \xi)V^1, \quad H_\parallel = -Y(0, 1, 0)V^1.
\]

where

\[
1^1 = \exp \left\{ ik(x \sin \xi + z \cos \xi) \right\}
\]
\[
= 2 \sum_{m=0}^{r} \sum_{n=-m}^{m} R_{mm}(\xi) S_m(-ic \xi) \cos n \cdot \cos \xi. \quad (14.202)
\]

The scattered electric Hertz vector is:

\[
H_\xi = H_1 + H_\parallel. \quad (14.203)
\]

where (MIKNER and ANDRIWSKI [1950]):
with

\[ U_{m\perp} = \frac{-i^m}{k^3} \left[ \frac{W_{m+1} - W_{m-1}}{\Psi_{m+1} + \Psi_{m-1}} \right], \quad U_{m\parallel} = \frac{-i^{m+1}}{k^3 \cos \zeta} \left[ \frac{W_{m+1} + W_{m-1}}{\Psi_{m+1} + \Psi_{m-1}} \right], \]

\[ U_{m\perp} = (-1)^m U_{-m\perp}, \quad U_{m\parallel} = (-1)^m U_{-m\parallel}. \]

Another spheroidal wave-function solution has been derived without the use of Hertz vectors by Flammer [1953]. The problem has also been solved for arbitrary incident direction by Lur'e [1960] using sets of paired integral equations. The
formulas given are not sufficiently explicit to make their use for computation practical, though certain numerical results are included in the article.

Still another exact solution for arbitrary directions of incidence and polarization is provided by Nomura and Katsura [1955], who employed hypergeometric polynomials rather than spheroidal functions. If the incident field in rectangular Cartesian coordinates is:

\[ E_1 = (-E_2 \cos \zeta, E_1, E_2 \sin \zeta) \exp \{ik(z \cos \zeta + x \sin \zeta)\}, \]
\[ H_1 = -Y(E_1 \cos \zeta, E_2, E_1 \sin \zeta) \exp \{ik(z \cos \zeta + x \sin \zeta)\}, \]

(14.217)

where \( \zeta \) is the angle between the direction of propagation and the z-axis and \( E_1 \) is the component of the incident electric vector perpendicular (parallel) to the plane \( (x, z) \) of incidence, then the incident electric Hertz vector is:

\[ \Pi_1^i = \frac{1}{k^2} \left( \frac{E_2}{\cos \zeta}, E_1, 0 \right) \exp \{ik(z \cos \zeta + x \sin \zeta)\}. \]

(14.218)

The electric Hertz vector of the scattered field is again written in the form of eq. (14.154), and its non-vanishing rectangular components are:

\[ \Pi_{1x} = \frac{E_2}{k^2 \cos \zeta} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} A^m_n S^m_n(p, z) \cos m\phi, \]

(14.219)

\[ \Pi_{1y} = \frac{E_1 k^{-2}}{k^2 \cos \zeta} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} A^m_n S^m_n(p, z) \cos m\phi, \]

(14.220)

\[ \Pi_{2x} = \frac{i k}{2} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \left( (U^{(1)}_{m+1} \mp U^{(1)}_{m-1}) \sin m\phi \pm (U^{(2)}_{m+1} \mp U^{(2)}_{m-1}) \cos m\phi \right) \]
\[ \times B^m_n S^m_n(p, z), \]

(14.221)

where

\[ S^m_n(p, z) = \int_0^\infty \left( \frac{\xi}{\xi^2 + c^2} \right)^{\frac{1}{2}} \exp \left( \pm \sqrt{\xi^2 - c^2} \right) d\xi, \]

(14.222)

\[ A^m_n = \frac{a^m_n}{b^m_n}, \]

(14.223)

\[ a^m_n = -\sqrt{\frac{2}{\pi}} 2^m (2m+4n+1) j_{m+2n} (c \sin \zeta), \]

(14.224)

\[ b^m_n = \sqrt{\frac{2}{\pi}} (2m+4n+1) j_{m+2n}(c), \]

(14.225)

and the \( Y^m_n \) are defined in eqs. (14.171) and (14.172). Further,

\[ U^{(1)}_m = -E_1 k^{-3} A^m_{n-1} - A^m_{n-1}, \]
\[ B^m_{n+1} = B^m_{n+1}, \quad (m = 2, 3, 4, \ldots). \]

(14.226)
In the far field:

\[ (P_\nu)_x = \sqrt{\frac{\lambda}{\pi}} c \frac{e^{ikr}}{kr} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \left[ 2C_n^m \cos m\phi + iC_n^m \sin m\phi \right] J_{m+2\nu}(c \sin \theta), \]

\[ (P_\nu)_y = \sqrt{\frac{\lambda}{\pi}} c \frac{e^{ikr}}{kr} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \left[ 2D_n^m \cos m\phi + 2D_n^m \sin m\phi \right] J_{m+2\nu}(c \sin \theta), \]

where:

\[ 2C_n^m = \frac{1}{2} k (U_{m+1}^{(2)} - U_{m-1}^{(2)}) B_m^m - \frac{E_2}{k^3 \cos \zeta} A_m^m, \]

\[ 1C_n^m = \frac{1}{2} k (U_{m+1}^{(1)} - U_{m-1}^{(1)}) B_m^m, \]

\[ 1D_n^m = \frac{1}{2} k (U_{m+1}^{(1)} + U_{m-1}^{(1)}) B_m^m + \frac{E_1}{k^3} A_m^m, \]

\[ 2D_n^m = - \frac{1}{2} k (U_{m+1}^{(2)} + U_{m-1}^{(2)}) B_m^m. \]

On the surface of the disc (\( \zeta = 0 \)), the scattered field components are:

\[ E_z = \pm \left( \frac{\partial}{\partial z} \left[ \frac{\partial}{\partial \rho} (P_\nu)_x + \frac{\partial}{\partial \rho} (P_\nu)_y \right] \right)_{z=0+}, \]

\[ H_x = \pm ik \gamma \left( \frac{\partial}{\partial z} (P_\nu)_y \right)_{z=0+}, \]

\[ H_y = \mp ik \gamma \left( \frac{\partial}{\partial z} (P_\nu)_x \right)_{z=0+}, \]

where the upper (lower) signs pertain to the illuminated (shadow) side, and

\[ \frac{\partial}{\partial \rho} \left( P_\nu \right)_x \bigg|_{z=0+} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} (2C_n^m \cos m\phi + iC_n^m \sin m\phi) \frac{\partial S_m^m(\rho, +0)}{\partial \rho}, \]

\[ \frac{\partial}{\partial \rho} \left( P_\nu \right)_y \bigg|_{z=0+} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} (1D_n^m \cos m\phi + 2D_n^m \sin m\phi) \frac{\partial S_m^m(\rho, +0)}{\partial \rho}, \]
with
\[
\frac{\delta S_n^\omega(\rho, +0)}{\delta z} = \sqrt{\frac{2}{\pi}} (-1)^n (\rho/a)^n (a^2 - \rho^2)^{-1/4} F(m+n+\frac{1}{2}, -n; 1 - \rho^2/a^4). \tag{14.242}
\]

The normalized total scattering cross section is:
\[
\frac{\sigma_T}{2\pi a^2} = 2 \sqrt{\frac{2}{\pi}} \frac{c}{a^2} \text{Im} \left\{ \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} D_n^m j_{m+2n}(c \sin \zeta) \right\}. \tag{14.243}
\]

No results computed from the above formula are available; there is, however, a wealth of experimental data for the back scattering cross sections of electrically-thin discs, particularly for incidence normal to the disc and for glancing incidence with the electric vector parallel to the plane of the disc. Typical results for the latter case are shown in Fig. 14.16, and Ryan and Peters [1968] have proposed an empirical formula to fit such data.

Fig. 14.16. Measured amplitude of back scattered far field coefficient for glancing incidence with electric vector in the plane of the disc: disc thickness \(t = 0.00355\), \(\cdots\) (Hey et al. [1956]); \(t = 0.0027\), \(\cdots\) (Radiation Laboratory; unpublished). The curve is only to guide the eye.

14.4.2.1. Normal incidence

For an incident plane wave propagating in the direction of the negative z-axis such that
\[
\mathbf{E}^i = \mathbf{e}^{-ikz}, \quad \mathbf{H}^i = -Y \mathbf{e}^{-ikz}. \tag{14.244}
\]
the Hertz vector of the scattered far field in eqs. (14.204) to (14.209) reduces to the components (Meixner and Andrejewski [1950]):

\[
\Pi_x = -k^{-2}V_0(\xi, \eta; c, \pi) + kU_1(c)[\Phi_0(\xi, \eta; c) + \Phi_2(\xi, \eta; c) \cos 2\phi],
\]

\[
\Pi_y = kU_1(c)\Phi_2(\xi, \eta; c) \sin 2\phi,
\]

with

\[
U_1(c) = -k^{-3} \frac{W_0(c; 0)}{\Psi_0(c) + \Psi_2(c)}.
\]

Formulas for the back scattered field and the back scattering cross section have been given by Schmitt [1957]. Experimental data for the back scattering cross section as a function of \( c \) are shown in Fig. 14.17.

Fig. 14.17. Measured values of normalized back scattering cross section for a disc of thickness \( t = 0.00355\lambda \) (Hey et al. [1956]).

Andrejewski [1953] has computed the surface field on both the illuminated and shadow sides and the far field for \( c = 10 \), and the field at the center of the disc as a function of \( c \) (see Fig. 14.18).

The solution involving the hypergeometric functions gives the following results in the case of normal incidence (\( \zeta = \pi, E_2 = 0 \); see eq. (14.217)) (Nomura and Kaisura...
Fig. 14.18. Intensity and phase of magnetic field at the center ($\rho = 0$) of the disc (ANDREJIEWSKI [1953]).
The electric Hertz vector of the scattered far field has the spherical components

\[
\Pi^e_\phi = \frac{2}{\pi} \frac{e^{ikr}}{kr} \cos \theta \sin \phi \sum_{n=0}^\infty \left( D^0_n j_{2n}(c \sin \theta) + D^2_n j_{2n+2}(c \sin \theta) \right),
\]

\[
\Pi^e_r = \frac{2}{\pi} \frac{e^{ikr}}{kr} c \cos \theta \sum_{n=0}^\infty \left( D^0_n j_{2n}(c \sin \theta) - D^2_n j_{2n+2}(c \sin \theta) \right),
\]

where the \( D \)'s are defined in eqs. (14.235) and (14.236). The normalized electric field intensity in the plane perpendicular to the incident electric vector is

\[
I_1(k, \theta) = \frac{1}{E_1^2} \frac{k^4}{\pi^2} \cos^2 \theta \left| \sum_{n=0}^\infty \left( D^0_n j_{2n}(c \sin \theta) + D^2_n j_{2n+2}(c \sin \theta) \right) \right|^2,
\]

whereas in the plane parallel to the incident electric vector:

\[
I_2(k, \theta) = \frac{1}{E_1^2} \frac{k^4}{\pi^2} \left| \sum_{n=0}^\infty \left( D^0_n j_{2n}(c \sin \theta) - D^2_n j_{2n+2}(c \sin \theta) \right) \right|^2.
\]

Graphs of these quantities for various values of \( c \) are shown in Fig. 14.19.

![Graphs of scattered electric field intensity](image)

Fig. 14.19. Scattered electric field intensity in plane (a) perpendicular and (b) parallel to the incident electric vector (NOMURA and KATSURA [1955]).

The normalized total scattering cross section is

\[
\sigma_T = \frac{1}{2} \frac{k^4}{\pi a^2} \left| \sum_{n=0}^\infty \left( D^0_n \right) \right|^2.
\]

(14.252)
and is shown as a function of $c$ in Fig. 14.20, along with variational approximations (Levine and Schwinger [1950]).

![Normalized total scattering cross section](image)

Fig. 14.20. Normalized total scattering cross section: — low frequency; — , , , Levine and Schwinger variational approximations (Nomura and Katsura [1955]).

The normalized total surface current density on the radii parallel and perpendicular to the incident electric vector ($\phi = 0$ and $\frac{\pi}{2}$, respectively) is:

$$
\left| J_{\parallel} \right|^2 = \left( \frac{\pi}{\alpha^2 E_1} \right)^2 \left( (1-x)^{-\frac{1}{2}} \sum_{n=0}^{\infty} (-1)^n D_n^0 F(-n, n + \frac{1}{2}; 1 - x) \right),
$$

$$
\left| J_{\perp} \right|^2 = \left( \frac{\pi}{\alpha^2 E_1} \right)^2 \left( (1-x)^{\frac{1}{2}} \sum_{n=0}^{\infty} (-1)^n D_n^2 F(-n, n + \frac{1}{2}; 1 - x) \right),
$$

where

$$
\begin{align*}
\alpha(x) &= \sqrt{\frac{2}{\pi}} \frac{c}{\alpha^2 E_1} \left( (1-x)^{-\frac{1}{2}} \sum_{n=0}^{\infty} (-1)^n D_n^0 F(-n, n + \frac{1}{2}; 1 - x) \right), \\
\beta(x) &= \sqrt{\frac{2}{\pi}} \frac{c}{\alpha^2 E_1} \left( (1-x)^{\frac{1}{2}} \sum_{n=0}^{\infty} (-1)^n D_n^2 F(-n, n + \frac{1}{2}; 1 - x) \right),
\end{align*}
$$

the current being parallel to the incident field on both radii, and the upper (lower) sign pertaining to the illuminated (shadow) side. Computed values based on eq. (14.253) are shown in Fig. 14.21.

Several variational solutions have been developed for the electromagnetic disc problem with normally incident plane waves. Most of these are useful only in the extremes of the frequency range. One which might be termed exact, since it gives
Fig. 14.21. Normalized total surface current density on (a) radius $\delta - 0$ parallel and (b) radius $\delta - \frac{\lambda}{4}$ perpendicular to the incident electric vector (NOMURA and KASUMA [1955]).
reasonable accuracy over the entire range, is the expression for the normalized total scattering cross section (HUANG et al. [1955]):

$$\frac{\sigma_T}{2\pi a^2} \approx \frac{64c}{9\pi} \text{Im} \left\{ \frac{4P - 2Q + R}{Q^2 - 4PR} \right\},$$  \hspace{1cm} (14.257)

where

$$P = \left[ (2 - \frac{11}{8} c^{-2})J_0(2c) - \frac{11}{4c} J_1(2c) + \left( \frac{1}{2} c - \frac{1}{4c} + \frac{11}{16} c^{-3} \right) \int_0^{2c} J_0(t)dt \right] +$$

$$+ i \left[ - \frac{3}{2\pi} c + \frac{11}{4\pi c} + (2 - \frac{11}{8} c^{-2})S_0(2c) - \frac{11}{4c} S_1(2c) +$$

$$+ \left( \frac{1}{2} c - \frac{1}{4c} + \frac{11}{16} c^{-3} \right) \int_0^{2c} S_0(t)dt \right].$$  \hspace{1cm} (14.258)

$$Q = \left[ (3 - c^{-2})J_0(2c) - \frac{2}{c} J_1(2c) + \left( c - \frac{3}{2c} + \frac{1}{2} c^{-3} \right) \int_0^{2c} J_0(t)dt \right] +$$

$$+ i \left[ - \frac{2}{\pi} c + \frac{2}{\pi c} + (3 - c^{-2})S_0(2c) - \frac{2}{c} S_1(2c) + \left( c - \frac{3}{2c} + \frac{1}{2} c^{-3} \right) \int_0^{2c} S_0(t)dt \right].$$  \hspace{1cm} (14.259)

Fig. 14.22. Normalized total scattering cross section: --- exact, --- eq. (14.257), --- Levine and Schwinger zeroth-order variational approximation, --- Kirchhoff approximation (HUANG et al. [1955]).
14.4 PERFECTLY CONDUCTING DISC

\[ R = \left[ (1 + \frac{1}{8} c^{-2}) J_0(2c) + \frac{1}{4c} J_1(2c) + \left( \frac{1}{2} c - \frac{5}{4c} - \frac{1}{16} c^{-3} \right) \right]^{2c} J_0(t) dt + \]
\[ \frac{1}{2\pi} (1 + \frac{1}{8} c^{-2}) S_0(2c) + \frac{1}{4c} S_1(2c) + \]
\[ + \left( \frac{1}{2} c - \frac{5}{4c} - \frac{1}{16} c^{-3} \right) \right]^{2c} S_0(t) dt , \quad (14.260) \]

and \( i_0 \) and \( S_1 \) are Struve functions (see, for example, Watson [1958]). A graph of this result, along with the exact solution of Andrejewski and several other approximations, is shown in Fig. 14.22.

14.4.2.2. LOW FREQUENCY APPROXIMATIONS

14.4.2.2.1. Arbitrary incidence

For an incident plane wave whose direction of propagation makes an angle \( \zeta \) with the positive z-axis and whose electric vector has unit amplitude and makes an angle \( \phi^1 \) with the plane of incidence \((z, x)\), the spherical components of the scattered far field are (Eggimann [1961]):

\[ E_\phi = -ZH_\phi \approx -e^{ikr} c^3 \{ i \sin \phi^1 \sin \zeta \sin \theta + \frac{1}{2} \cos \phi^1 \cos \zeta \sin \phi \]
\[ - \frac{i}{2} \sin \phi^1 \cos \phi + \frac{1}{2} c^2 [(32 - 6 \sin^2 \zeta) \cos \phi^1 \cos \zeta \sin \phi - (32 - 10 \sin^2 \zeta) \]
\[ \times \sin \phi^1 \cos \phi + \sin \theta (2 \cos \phi^1 \sin 2\zeta \sin 2\phi - (2 + 3 \sin^2 \zeta + 8 \cos^2 \phi) \sin \phi^1 \sin \zeta) + \]
\[ \times \sin^2 \theta (10 \cos \phi^1 \cos \zeta \sin \phi + (10 + 4 \sin^2 \zeta) \sin \phi^1 \cos \phi) - 3 \sin^3 \theta \sin \phi^1 \sin \zeta \}, \quad (14.261) \]

\[ E_\theta = ZH_\theta \approx e^{ikr} c^3 \cos \theta \{ (\cos \phi^1 \cos \zeta \cos \phi + \sin \phi^1 \sin \phi) + \]
\[ + i \sqrt{c^2 [(32 - 6 \sin^2 \zeta) \cos \phi^1 \cos \zeta \cos \phi + (32 - 10 \sin^2 \zeta) \sin \phi^1 \sin \phi + \]
\[ \times \sin \theta (6 - 8 \sin^2 \phi) \cos \phi^1 \cos \zeta + 4 \sin \phi^1 \sin \phi (2 - 3 \sin^2 \phi) - \]
\[ - 6 \sin^2 \theta (\cos \phi^1 \cos \zeta \cos \phi + \sin \phi^1 \sin \phi) \} \}. \quad (14.262) \]

The components of the induced surface current density for \( \phi^1 = 0 \) are (Lur'e [1960]):

\[ J_{\varphi} \approx \frac{16iYc}{3\pi} \left( 1 - \frac{\rho^2}{a^2} \right)^{1/2} \left( \cos \zeta \cos \phi + \frac{ic\rho}{4a} \sin 2\zeta \right) , \quad (14.263) \]

\[ J_{\zeta} \approx \frac{8iYc}{3\pi} \left( 1 - \frac{\rho^2}{a^2} \right)^{1/2} \left( \cos \zeta \sin \phi + \frac{ic\rho}{10a} \left( 3 - 2 \rho^2 \right) \sin 2\zeta \sin 2\phi \right) , \quad (14.264) \]

and for \( \phi^1 = \frac{i\pi}{2} \):

\[ J_{\varphi} \approx \frac{8iYc}{3\pi} \left( 1 - \frac{\rho^2}{a^2} \right)^{1/2} \left[ \left( 2 - \sin^2 \zeta \right) \sin \phi + \frac{ic\rho}{5a} \left( 3 - 2 \sin^2 \zeta \right) \sin \zeta \sin 2\phi \right] . \quad (14.265) \]
\[ J_\phi \approx -\frac{4}{\pi} Y \left(1 - \frac{\rho^2}{a^2}\right)^{-1} \int \frac{\rho}{a} \sin \zeta + \frac{2}{3} c \left(2 - \sin^2 \zeta - \frac{\rho^2}{a^2} (1 - 2 \sin^2 \zeta) \right) \cos \phi \, d\zeta. \]  

(14.266)

The induced dipole moments of the disc (see Section 14.4.1.2) are given in terms of the incident field components at the center by (Eggemann [1961]):

\[ P_x = \frac{16\pi a^2}{3} \left[ 1 + \left(\frac{8}{15} \sin^2 \zeta \right) c^2 + \frac{8i}{9\pi} c^3 \right] E^0_x(0, 0, 0), \]  

(14.267)

\[ P_y = \frac{16\pi a^2}{3} \left[ 1 + \left(\frac{8}{15} \sin^2 \zeta \right) c^2 + \frac{8i}{9\pi} c^3 \right] E^0_y(0, 0, 0), \]  

(14.268)

for the electric dipole moment, and

\[ M_z = -\frac{8}{3} a^2 \left[ 1 - \frac{1}{10} (2 + \sin^2 \zeta) c^2 - \frac{4i}{9\pi} c^3 \right] H^0_z(0, 0, 0), \]  

(14.269)

for the magnetic dipole moment.

The normalized total scattering cross section is:

\[ \frac{\sigma_T}{2\pi a^2} = \frac{128e^4}{27\pi |\cos \zeta|} \left[ 1 + (4 \sin^2 \phi - 1) \sin^2 \zeta + \frac{3}{2} \sin^4 \zeta \right] \left( 22 - 5 \sin^2 \zeta \right) \]

\[ \times \cos^2 \zeta \cos^2 \phi + \frac{1}{4} (88 - 54 \sin^2 \zeta - 5 \sin^4 \zeta)^2 \sin^2 \phi \right]. \]  

(14.270)

14.4.2.2. Normal incidence

For a plane incident wave

\[ E^0 = \mathbf{e}^{-ikz}, \quad H^0 = -Y \mathbf{e}^{-ikz}, \]  

(14.271)

the spherical components of the scattered far field are (Boersma [1964]):

\[ E_\phi = \frac{Z}{\rho} \approx -\frac{4e^3}{3\pi} \cos \theta \cos \phi \frac{e^{ikr}}{kr} \left[ 1 + \frac{8}{15} \left(1 - \frac{3}{16} \sin^2 \theta \right) \right] c^2 + \]

\[ + \frac{16}{105} \left(1 - \frac{11}{32} \sin^2 \theta \right) c^4 + \frac{128}{4725} \left(1 - \frac{175}{6\pi^2} \right) 128 + \]

\[ + \frac{512}{512} \left(1 - \frac{9317}{32\pi^2} \right) c^6 + \frac{512}{155925} \left(1 - \frac{783}{16\pi^2} \right) 385 + \]

\[ + \frac{4928}{4096} \left(1 - \frac{85}{8192} \right) c^8 + \frac{65536}{8192} \left(1 + \frac{22}{44} \right) c^2 + \]

\[ + \frac{7312}{18375} \left(1 - \frac{399}{1828} \right) c^4 + \frac{525}{58496} \left(1 + \frac{25}{44} \right) c^2 + O(c^8). \]  

(14.272)
The polar components of the total induced surface current density are (Bouwkamp [1950]):

\[
J_\rho \approx \frac{16i}{3\pi} Y_c \cos \phi \sqrt{1 - \frac{\rho^2}{a^2}} \left[ 1 + \frac{1}{15} \left( 7 - \frac{\rho^2}{a^2} \right) c^2 + \frac{1}{4200} \left( 664 - 188 \frac{\rho^2}{a^2} + 9 \frac{\rho^4}{a^4} \right) c^4 + \ldots \right] + O(c^7). \tag{14.274}
\]

\[
J_\phi \approx \frac{16i Y_c}{3\pi} \frac{\sin \phi}{\sqrt{1 - \rho^2 / a^2}} \left[ 1 - \frac{1}{15} \left( 7 - 2 \frac{\rho^2}{a^2} + \frac{\rho^4}{4a^4} \right) c^2 + \frac{1}{4200} \left( 664 - 352 \frac{\rho^2}{a^2} + 27 \frac{\rho^4}{a^4} - \frac{3}{2} \frac{\rho^6}{a^6} \right) c^4 + \ldots \right] + O(c^7). \tag{14.275}
\]

The induced electric dipole moment of the disc is (Eggimann [1961]):

\[
P = \frac{16}{3} \frac{Y_c}{a^3} \left[ 1 + \frac{8}{15} \frac{\rho^2}{a^2} + \frac{8i}{9\pi} c^2 + \frac{16}{105} c^4 + \frac{176i}{225\pi} c^6 + \ldots \right] \hat{E}(0, 0, 0). \tag{14.276}
\]

The magnetic dipole moment is identically zero.

The normalized total scattering cross section is (Boersma [1964]):

\[
\sigma_r \approx \frac{128}{27\pi^2} \frac{1}{c^4} \left[ 1 + \frac{22}{25} c^2 + \frac{7312}{18375} c^4 + \left( \frac{60224}{496125} - \frac{64}{81\pi^2} \right) c^6 + \ldots \right] + O(c^{10}). \tag{14.277}
\]

14.4.2.3 HIGH FREQUENCY APPROXIMATIONS

14.4.2.3.1 Arbitrary incidence

For an incident wave propagating in a direction parallel to the \((r, z)\) plane
and making an angle $\zeta (\prec \frac{1}{2}\pi)$ with the positive $z$-axis, and an angle $\frac{1}{2}\pi - \zeta$ with the positive $y$-axis, such that

$$E^1 = \mathcal{E} \exp \{ik(y \sin \zeta + z \cos \zeta)\}, \quad (E \text{ polarization}),$$

the non-vanishing components of the scattered far field in the half-plane $(x = 0, z > 0)$ are (Ufimtsev [1958a, b]):

$$E^*_\phi = -ZH^*_\phi = \frac{1}{2}ic \frac{e^{ikr}}{kr} \{[F^- (0)F^+ (\phi)]^{\zeta} - F^+ (0)F^- (\delta) + F^+(\phi)F^- (\delta)]J_1(\gamma) +$$

$$+ i[F^- (0)F^+ (\phi)]^{\zeta} + F^+(\phi)F^- (\delta)J_2(\gamma)\}, \quad (14.279)$$

whereas for an incident wave such that

$$H^I = Y\mathcal{E} \exp \{i(y \sin \zeta + z \cos \zeta)\}, \quad (H \text{ polarization}),$$

then:

$$E^*_\phi = ZH^*_\phi = \frac{1}{2}ic \frac{e^{ikr}}{kr} \{[G^- (0)G^+ (\phi)]^{\zeta} - G^+ (0)G^- (\delta) + G^+(\phi)G^- (\delta)]J_1(\gamma) +$$

$$+ i[G^- (0)G^+ (\phi)]^{\zeta} + G^+(\phi)G^- (\delta)J_2(\gamma)\}, \quad (14.281)$$

where:

$$\delta = \begin{cases} \zeta, & \text{for } \phi = \frac{1}{2}\pi, \\ -\zeta, & \text{for } \phi = -\frac{1}{2}\pi. \end{cases} \quad (14.282)$$

$$\gamma = c(\sin \theta - \sin \delta). \quad (14.283)$$

$$F^\pm (\theta) = G^\pm (\theta) + \frac{\pi^{-\frac{1}{2}}}{A^\mp} \exp \{2ic(1 \mp \sin \theta) + \frac{1}{2}i\pi\}, \quad (14.284)$$

$$G^\pm (\theta) = 2\pi^{-\frac{1}{2}}e^{-i\pi} \int_0^{\pi} e^{i\delta g} dg, \quad (14.285)$$

$$A^\mp = \sqrt{2c(\cos \frac{1}{2}\theta \pm \sin \frac{1}{2}\theta)}, \quad (14.286)$$

$$f^{\pm\frac{1}{2}}(\delta) = \frac{\pm\cos \frac{1}{2}(\delta + \theta) \pm \sin \frac{1}{2}(\delta - \theta)}{\sin \delta - \sin \theta}. \quad (14.287)$$

Results (14.279) and (14.281) include effects of multiple diffraction and are valid for all $\zeta$ and $\theta$ less than $\frac{1}{2}\pi$ and bounded away from zero, provided that $|\gamma| \prec 1$. If both $\zeta$ and $\theta$ are small, then

$$E^*_\phi = -ZH^*_\phi = \frac{1}{2}ic \frac{e^{ikr}}{kr} \{[f^- (0) - f^+ (\delta)]J_1(\gamma) + i[f^- (0) + f^+ (\delta)]J_2(\gamma)\}, \quad (14.288)$$

for $E$ polarization, and

$$ZH^*_\phi = E^*_\phi = \frac{1}{2}ic \frac{e^{ikr}}{kr} \{[f^+ (0) - f^- (\delta)]J_1(\gamma) + i[f^+ (0) + f^- (\delta)]J_2(\gamma)\}, \quad (14.289)$$

for $H$ polarization.
For the fields in the half-plane \((x = 0, z < 0)\), the functions \(f^-\) and \(f^+\) should be respectively replaced by \(f^+\) and \(f^-\), and the right hand sides of eqs. (14.279) and (14.281) should have the opposite sign. For forward scattering \((\zeta = 0)\) with incidence not too near normal \((\zeta\) bounded away from zero), eqs. (14.279) and (14.281) reduce respectively to:

\[
E^\phi_\phi = -ZH^\phi_\phi = \frac{i}{4} e^{ikr} \frac{F^\phi(\zeta)}{kr} f^\phi(\zeta) \cos \zeta, \quad (14.290)
\]

\[
E^\phi_\theta = ZH^\phi_\theta = \frac{i}{4} e^{ikr} \frac{G^\phi(\zeta)}{kr} g^\phi(\zeta) \cos \zeta. \quad (14.291)
\]

For back scattering with \(\zeta\) bounded away from zero:

\[
E^\phi_\phi = -ZH^\phi_\phi = \frac{ic}{4 \sin \zeta} \frac{e^{ikr}}{kr} \left\{ (1 - \sin \zeta)^2 \left( \left[ F^\phi(-\zeta) \right]^2 \left( 1 - \sin \zeta \right) + \left[ F^\phi(\zeta) \right]^2 \left( 1 + \sin \zeta \right) \right) J_1(\gamma) + \right.
\]

\[
\left. + i \left[ F^\phi(-\zeta) \right]^2 \left( 1 - \sin \zeta \right) J_2(\gamma) \right\} \quad (14.292)
\]

for \(E\) polarization, and

\[
E^\phi_\theta = ZH^\phi_\theta = \frac{ic}{4 \sin \zeta} \frac{e^{ikr}}{kr} \left\{ -(1 + \sin \zeta)^2 \left( \left[ G^\phi(-\zeta) \right]^2 \left( 1 - \sin \zeta \right) - \left[ G^\phi(\zeta) \right]^2 \left( 1 + \sin \zeta \right) \right) J_1(\gamma) + \right.
\]

\[
\left. + i \left[ G^\phi(-\zeta) \right]^2 \left( 1 - \sin \zeta \right) J_2(\gamma) \right\} \quad (14.293)
\]

for \(H\) polarization, whereas if \(\zeta\) is near zero:

\[
E^\phi_\phi = -ZH^\phi_\phi = \frac{i}{4} e^{ikr} \left( \frac{1}{\sin \zeta} J_1(2c \sin \zeta) - iJ_2(2c \sin \zeta) \right) \quad (14.294)
\]

for \(E\) polarization, and

\[
E^\phi_\theta = ZH^\phi_\theta = -\frac{i}{4} e^{ikr} \left( \frac{1}{\sin \zeta} J_1(2c \sin \zeta) + iJ_2(2c \sin \zeta) \right) \quad (14.295)
\]

for \(H\) polarization. The results of some computations based on eqs. (14.292) through (14.295) are shown in Fig. 14.23.

The scattered far field for normal incidence and for all values of \(\phi\) has been derived by UFIMTSEV [1958b].

The geometrical theory of diffraction yields the following expression for the normalized back scattering cross section (BECHELE [1965]):

\[
\frac{\sigma}{\lambda^2} = \frac{c}{16\pi^2 \sin \zeta} \left( 1 + \frac{1}{\sin \zeta} \right) e^{-2ic \sin \zeta + \frac{1}{2} \pi} + \left( 1 + \frac{1}{\sin \zeta} \right) e^{2ic \sin \zeta - \frac{1}{2} \pi}, \quad (14.296)
\]

where the upper (lower) sign corresponds to \(H(E)\) polarization. A comparison of values computed from eq. (14.296) with experimental data is shown in Fig. 14.24.
Fig. 14.23. Normalized backscattering cross section in the plane $x = 0$ for a disc with $c = 5.0$ and (a) $E$ polarization, (b) $H$ polarization (UFMSEV [1958a]).
14.4.2.3.2. Normal incidence

For the incident plane wave
\[ E^i = 2e^{-ikz}, \quad H^i = -e^{ikz}, \] (14.297)
approximations analogous to those of the Kirchhoff double and single layer results (see eqs. (14.9) and (14.10)) yield the following expressions for the normalized bistatic scattering cross section (FRAHN [1959a]):
\[
\sigma_1(\theta, \phi) = \frac{4}{\pi a^2} \left(1 - \sin^2 \theta \cos^2 \phi\right) \left(1 - \sin (2c \sin \theta)\right),
\] (14.298)
\[
\sigma_2(\theta, \phi) = \frac{4}{\pi a^2} \left(\cos^2 \theta - \sin^2 \theta \cos^2 \phi\right) \left(1 - \sin (2c \sin \theta)\right),
\] (14.299)
where \((\theta, \phi)\) are the spherical polar angles. If the surface field is approximated using half-plane (i.e. edge) currents, the double and single layer results both give (FRAHN [1959a]):
\[
\sigma_j(\theta, \phi) = \frac{4}{\pi a^2} \left(1 - \cos \theta \sin (2c \sin \theta)\right),
\] (14.300)
which is independent of \(\phi\) and valid only at points not too near the axis \((c \sin \theta \gg 1)\).

At points on or near the axis in the far field and lying in the \(yz\) plane (NEUGEBAUER [1952]):
\[ E^s \sim -k \exp \{ik\sqrt{(z^2 + a^2)}\} \left\{J_0 \left(-\frac{cp}{\sqrt{(z^2 + a^2)}}\right) - \frac{a}{k \rho \sqrt{(z^2 + a^2)}} J_1 \left(-\frac{cp}{\sqrt{(z^2 + a^2)}}\right)\right\}, \] (14.301)
whereas in the $xz$ plane (Neugebauer [1952]):

$$E^* \sim -i \exp \left\{ i k \left( z^2 + a^2 \right) \right\} \times \left\{ \frac{z^2}{z^2 + a^2} J_0 \left( \frac{c \rho}{\sqrt{(z^2 + a^2)}} \right) + \frac{a}{k \rho \sqrt{(z^2 + a^2)}} J_1 \left( \frac{c \rho}{\sqrt{(z^2 + a^2)}} \right) \right\}.$$  

(14.302)

Expressions similar to those of eqs. (14.301) and (14.302) have been derived by Bekefi and Woonton [1952].

The physical optics approximation to the scattered far field is (Belkina [1957]):

$$E_{\phi}^\text{po.} = \frac{e^{ikr}}{kr} \frac{ic J_1(c \sin \theta)}{\sin \theta} \cos \phi,$$

(14.303)

$$E_\theta^\text{po.} = -\frac{e^{ikr}}{kr} \frac{ic J_1(c \sin \theta)}{\sin \theta} \cos \theta \sin \phi,$$

(14.304)

implying

$$E_{\phi}^\text{po.} = \frac{e^{ikr}}{kr} ic J_1(c \sin \theta) \cot \theta,$$

(14.305)

$$E_\theta^\text{po.} = 0.$$  

(14.306)

Belkina [1957] has compared the physical optics and exact values for the far field amplitudes in the planes $\phi = 0$ and $\frac{1}{2} \pi$. Correction of the physical optics surface field by the introduction of an approximation to the edge behavior modifies the above forms as follows (Ufimtsev [1958b]): for $0 \leq \theta \leq \frac{1}{2} \pi$

$$E_{\phi} \sim \frac{e^{ikr}}{kr} \left( \frac{J_1(c \sin \theta)}{\sin \frac{1}{2} \theta} - i \frac{J_2(c \sin \theta)}{\cos \frac{1}{2} \theta} \right) \cos \phi,$$

(14.307)

$$E_\theta \sim -\frac{e^{ikr}}{kr} \left( \frac{J_1(c \sin \theta)}{\sin \frac{1}{2} \theta} + i \frac{J_2(c \sin \theta)}{\cos \frac{1}{2} \theta} \right) \sin \phi;$$

(14.308)

and for $\frac{1}{2} \pi \leq \theta \leq \pi$

$$E_{\phi} \sim \frac{e^{ikr}}{kr} \left( \frac{J_1(c \sin \theta)}{\cos \frac{1}{2} \theta} - i \frac{J_2(c \sin \theta)}{\sin \frac{1}{2} \theta} \right) \cos \phi,$$

(14.309)

$$E_\theta \sim -\frac{e^{ikr}}{kr} \left( \frac{J_1(c \sin \theta)}{\cos \frac{1}{2} \theta} + i \frac{J_2(c \sin \theta)}{\sin \frac{1}{2} \theta} \right) \sin \phi.$$

(14.310)

Ufimtsev [1958b] has computed these (and other) approximations to the scattered far field as functions of $\theta$ for selected $c$ and $\phi$ and has compared them to the exact results.

On the axis behind the disc ($\rho = 0, z < 0$), the Kirchhoff approximation provides a closed form expression for the scattered field at all distances (Andrews [1947]).
For the incident field of eq. (14.297),

$$E_x = i \exp \left\{ i k (z + \sqrt{(z^2 + a^2)}) \right\} \left( 1 - \exp \left\{ -i k (z + \sqrt{(z^2 + a^2)}) \right\} + \frac{z}{\sqrt{(z^2 + a^2)}} \right\},$$

(14.311)

the amplitude and phase of which have been computed by Andrews [1947] at fixed points on the axis as functions of $a$. The analogous expression obtained from the Kirchhoff double layer result (see eq. (14.9)) is (Frahn [1959b]):

$$E_x^* = -ZH_x^* = \frac{z}{\sqrt{(z^2 + a^2)}} \exp \left\{ i k \sqrt{(z^2 + a^2)} \right\},$$

(14.312)

whilst the single layer result (see eq. (14.10)) is (Frahn [1959b]):

$$E_x = -ZH_x = \exp \left\{ i k \sqrt{(z^2 + a^2)} \right\} \left( 1 - \frac{a^2}{2(z^2 + a^2)} + i \frac{a^2}{2k(z^2 + a^2)^{3/2}} \right).$$

(14.313)

Alternatively, by assuming that the surface field near to the edge is locally that of a half-plane, both the double and single layer results give (Frahn [1959b]):

$$E_x^* = -ZH_x^* = \exp \left\{ i k \sqrt{(z^2 + a^2)} \right\} \left( 1 - \frac{a}{2\sqrt{(z^2 + a^2)}} \right) \left( 1 + \frac{a}{\sqrt{(z^2 + a^2)}} \right)^{1/2},$$

(14.314)

compared with which Millar [1956] gives

$$E_x = -e^{-ikz} \frac{1}{2} \exp \left\{ i k \sqrt{(z^2 + a^2)} \right\} \left( 1 - \frac{a}{\sqrt{(z^2 + a^2)}} \right)^{1/2} -$$

$$- \frac{z}{\sqrt{(z^2 + a^2)}} \left( 1 + \frac{a}{\sqrt{(z^2 + a^2)}} \right)^{1/2},$$

(14.315)

$$ZH_x^* = e^{-ikz} \frac{1}{2} \exp \left\{ i k \sqrt{(z^2 + a^2)} \right\} \left( 1 + \frac{a}{\sqrt{(z^2 + a^2)}} \right)^{1/2} -$$

$$- \frac{z}{\sqrt{(z^2 + a^2)}} \left( 1 - \frac{a}{\sqrt{(z^2 + a^2)}} \right)^{1/2},$$

(14.316)

and

$$E_x = E_x^* = H_x^* = H_x^* = 0.$$  

(14.317)

The normalized total scattering cross section is (Jones [1965b]):

$$\sigma_t = 1 - \frac{1}{2} \frac{\sin (2c - \frac{1}{4} \pi)}{\pi e} + \frac{e^2}{4 \pi} \left( \frac{3}{4} - \frac{1}{2} \cos 4c \right) -$$

$$- \frac{1}{4e^2} \frac{1}{\pi e^2} \frac{1}{\pi \sin (6c - \frac{1}{4} \pi)} + \frac{27}{4} \cos (2c - \frac{1}{4} \pi) + O(c^{-1}).$$  

(14.318)
Seshadri and Wu [1960] have given an expression which differs from the above in having $\frac{k}{2}$ (instead of $\frac{3k}{2}$) for the coefficient of the final cosine term. Which form is strictly correct has not yet been determined. Chang [1955] compared the various expressions then available, and the quantitative significance of each term in eq. (14.318) has been examined by Seshadri and Wu [1960].

On the lower surface ($z = 0-$) of the disc (Bekefi [1953b]):

$$ZH^*_2 = \frac{1}{2} \sin 2\phi \sum_{m=0}^{\infty} t_m(kp)^m J_{m-2}(kp),$$  \hspace{1cm} (14.319)

$$ZH^*_p = 1 - \frac{1}{2} \sum_{m=0}^{\infty} t_m(kp)^m \left\{ J_m(kp) + \frac{1}{kp} J_{m-1}(kp) + J_{m-2}(kp) \cos^2 \phi \right\},$$  \hspace{1cm} (14.320)

where

$$t_m = \frac{\Gamma(m+\frac{1}{2})}{\Gamma(\frac{1}{2})} \frac{h_m(\epsilon)}{\epsilon^{m+1} m!}.$$  \hspace{1cm} (14.321)

On the upper surface ($z = 0+$), the field is the negative of the above. Eqs. (14.319) and (14.320) imply

$$ZH^*_2 = \frac{1}{2} e^{i\epsilon} \sin 2\phi \left\{ J_2(kp) + O(\epsilon^{-1}) \right\},$$  \hspace{1cm} (14.322)

$$ZH^*_p = 1 - \frac{1}{2} e^{i\epsilon} \left\{ J_0(kp) + J_2(kp) \cos 2\phi + O(\epsilon^{-1}) \right\},$$  \hspace{1cm} (14.323)

and Frahn [1959a] has given results which differ from these in having factors $2^{-\frac{1}{4}}$ in place of $\frac{1}{2}$. Computations based (essentially) on the first few terms of eqs. (14.319) and (14.320) have been made by Dunham [1964]. Alternatively, using edge-current theory with $\rho \ll a$ (Millar [1956]):

$$ZH^*_2 = \sin 2\phi \left\{ e^{i\epsilon} \left[ J_0(kp) - J_2(kp) \right] - \frac{2}{kp} \exp \left\{ i k \sqrt{(\rho^2 + a^2)} \right\} J_1 \left( \frac{c \rho}{\sqrt{(\rho^2 + a^2)}} \right) \right\} + O(\epsilon^{-1}),$$  \hspace{1cm} (14.324)

$$ZH^*_p = 1 - \frac{1}{2} \left\{ e^{i\epsilon} \cos^2 \phi \left[ J_0(kp) - J_2(kp) \right] - \frac{2}{kp} \exp \left\{ i k \sqrt{(\rho^2 + a^2)} \right\} J_1 \left( \frac{c \rho}{\sqrt{(\rho^2 + a^2)}} \right) \right\} +$$

$$+ \frac{2}{kp} \exp \left\{ i k \sqrt{(\rho^2 + a^2)} \right\} \sin^2 \phi J_1 \left( \frac{c \rho}{\sqrt{(\rho^2 + a^2)}} \right) + O(\epsilon^{-1}),$$  \hspace{1cm} (14.325)

and if, in addition, $kp \gg 1$ (Millar [1957]):

$$ZH^*_2 = \frac{1}{2} \sqrt{-\frac{a}{\pi kp}} \sin 2\phi \left\{ e^{i k (a - \rho)} - \frac{1}{(a - \rho)} + e^{i k (a + \rho)} - \frac{1}{(a + \rho)} \right\} +$$

$$+ \frac{1}{2pc} \left\{ e^{i k (a - \rho)} - \frac{1}{(a - \rho)} \right\} \left( 4a^2 - 2pa - 2p^2 \right) +$$

$$+ e^{i k (a + \rho)} - \frac{1}{(a + \rho)} \left( 4a^2 + 3pa + 2p^2 \right) \right\} + O(\epsilon^{-1}),$$  \hspace{1cm} (14.326)
Perfectly Conducting Disc

\[ ZH_y^* = 1 - \sqrt{\frac{a}{a + \rho}} \cos^2 \phi \left\{ \frac{e^{i(k(a-\rho)+\frac{1}{2}i\pi)} - e^{i(k(a+\rho)-\frac{1}{2}i\pi)}}{(a-\rho)^3 (a+\rho)^3} \right\} - \]
\[ - \frac{1}{2k_\rho} \sqrt{\frac{a}{a + \rho}} \cos 2\phi \left\{ \frac{e^{i(k(a-\rho)+\frac{1}{2}i\pi)} - e^{i(k(a+\rho)-\frac{1}{2}i\pi)}}{(a-\rho)^3 (a+\rho)^3} \right\} + \]
\[ + \frac{e^{i(k(a+\rho)+\frac{1}{2}i\pi)}}{(a+\rho)^3} \left\{ \frac{a+\rho + \frac{a}{a+\rho}}{a} \right\} - \frac{1}{2k_\rho} \frac{\sqrt{a}}{\pi} \left( \frac{\rho + \cos^2 \phi}{\cos \phi} \right) \frac{e^{i(k(a-\rho)-\frac{1}{2}i\pi)}}{(a-\rho)^3} + \]
\[ + \frac{e^{i(k(a+\rho)+\frac{1}{2}i\pi)}}{(a+\rho)^3} \right\} + O(c^{-i}).\]  

(14.327)

More generally, for \( 0 < \rho < a \) (Millar [1957]):

\[ ZH_y^* \sim \frac{\sin 2\phi}{2\sqrt{\pi}} \left\{ \frac{e^{i(k(a-\rho)+\frac{1}{2}i\pi)}}{\sqrt{k(\rho)}} + \frac{\frac{\rho}{\sqrt{k(\rho)}}}{\sqrt{k(\rho)}} \right\} + \]
\[ + \frac{i}{\sqrt{2\pi c}} e^{i(k(a+\rho)+\frac{1}{2}i\pi)} F[\sqrt{k(\rho)}].\]  

(14.328)

\[ ZH_y^* \sim 1 - \frac{2}{\sqrt{\pi}} \left\{ e^{-i\pi} F[\sqrt{k(a-\rho)}] + \frac{1}{2} \sin^2 \phi \right\} \frac{e^{i(k(a+\rho)+\frac{1}{2}i\pi)}}{\sqrt{k(a+\rho)}} - \]
\[ - \frac{1}{2} \cos^2 \phi \left\{ \frac{a+\rho - \frac{a}{a+\rho}}{\sqrt{k(a+\rho)}} \right\} - \frac{i}{\sqrt{2\pi c}} e^{i(k(a+\rho)+\frac{1}{2}i\pi)} F[\sqrt{k(a-\rho)}].\]  

(14.329)

where

\[ F(\tau) = \int_0^\tau e^{i\tau^2} d\mu.\]  

(14.330)

is the Fresnel integral. Results of some computations based on eqs. (14.328) and (14.329) are shown in Fig. 14.25.

---

Fig. 14.25: Scattered magnetic field component \( H_y^* \) on the surface \( z = 0 \) of the disc for (a) \( \phi = 0 \)
(b) \( \phi = \frac{1}{2}\pi \): — exact, ... high frequency approximation (Millar [1957]).
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PART THREE

SEMI-INFINITE BODIES
The three semi-infinite bodies considered in this part, namely the paraboloid and hyperboloid of revolution and the circular cone, are shapes for which an exact solution to the scalar (and, for particular cases, to the vector) scattering problem may be obtained by the standard procedure of separation of variables. However, exact solutions are also known for other semi-infinite scatterers, such as the quarter plane (RADLOW [1961, 1965]), the elliptic cone (KRAUS and LEVINE [1961]) and the half-cylinder (EINARSSON et al. [1966]), which are not presented in this book. Furthermore, a general method exists for deriving the solutions of scattering problems from the solutions of potential problems if the primary sources are dipoles or multipoles located at the common vertex of arbitrary conical surfaces which are the boundaries of scatterers that are either perfect conductors or lossless dielectrics (POTEKHN [1958], POTI and TARTAKOVSKII [1958]).

The circular cone is important because it is the shape of the nose of many airplanes and missiles; parabolic reflectors find widespread application to antennas and radiotelescopes, and both parabolic and hyperbolic reflectors are used in Cassegrainian antennas. The cases considered are those in which the primary sources are either on the convex or the concave side of the scattering surface; the former case is of special importance for the cone, and the latter for the paraboloid.

It has often been conjectured that for a plane electromagnetic wave axially incident on a convex semi-infinite body of revolution whose entire surface is illuminated, the back scattered physical optics field should yield the exact solution. This has only been proven for the paraboloid (SCHENKEL [1955]), but there are indications that it may also be true for the cone (see, for example, SIEFEL et al. [1955] and Chapter 18).

The concept of radar cross section needs clarification for a semi-infinite body, because both the distance of the observation point from the scatterer and a characteristic dimension of the scatterer tend to infinity; this topic has been discussed by BRYK [1960], among others. The reader is referred to Chapter 9 for the definition of acoustic cross section.
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THE PARABOLOID

P. L. E. USLENGHI

The convex infinite paraboloid of revolution is especially interesting in diffraction theory because it is the only known body with variable curvature for which the exact scattered field produced by a plane electromagnetic wave at axial incidence is equal to the geometrical and physical optics approximations.

Both convex and concave paraboloids are important in scattering and antenna applications. Although only the convex paraboloid is here considered in detail, an outline of the available literature on the concave paraboloid is given in Section 16.5. It should be noted that a time-dependent study for the acoustical case has been performed by FRIEDLANDER [1943].

16.1. Geometry and eigenfunctions for paraboloid of revolution

The parabolic coordinates \((\xi, \eta, \phi)\) shown in Fig. 16.1 are related to the rectangular Cartesian coordinates \((x, y, z)\) by the transformation

\[
\begin{align*}
x &= 2\sqrt{\xi \eta} \cos \phi, \\
y &= 2\sqrt{\xi \eta} \sin \phi, \\
z &= \xi - \eta,
\end{align*}
\]

where \(0 \leq \xi < \infty, 0 \leq \eta < \infty, \) and \(0 \leq \phi < 2\pi.\) The \(z\)-axis is the axis of symmetry.

![Fig. 16.1. Parabolic geometry](image-url)
and the surfaces $\zeta = \text{constant}$ and $\eta = \text{constant}$ are paraboloids of revolution with foci at the origin $O \equiv (x = 0, y = 0, z = 0)$, whereas the surfaces $\phi = \text{constant}$ are semi-planes originating in the $z$-axis. The metric coefficients, as defined in Appendix C, are

$$h_\xi = \sqrt{1+\eta/\zeta}, \quad h_\eta = \sqrt{1+\xi/\eta}, \quad h_\phi = 2\sqrt{\xi\eta}. \quad (16.2)$$

It is also useful to introduce the spherical polar coordinates $(r, \theta, \phi)$, for which

$$r = \xi + \eta, \quad \theta = \arccos \frac{\xi-\eta}{\xi+\eta}. \quad (16.3)$$

The scattering body is the convex paraboloid with surface $\eta = \eta_1$. The principal radius of curvature of the surface in the plane $\phi = \text{constant}$ and at the point $(\xi, \eta_1, \phi)$ is

$$\rho_1 = \rho_1(\xi) = 2\eta_1^{-1}(\xi+\eta_1)^{1}, \quad (16.4)$$

while the other principal radius at the same point is:

$$\rho_2 = \rho_2(\xi) = 2\eta_1^{1}(\xi+\eta_1)^{1}. \quad (16.5)$$

The Gaussian curvature therefore is

$$\sqrt{\rho_1 \rho_2} = 2(\xi+\eta_1).$$

In particular, at the nose ($\xi = 0, \eta = \eta_1$):

$$\rho_1 = \rho_2 = 2\eta_1.$$

The primary source is located on the convex side of the scatterer, and is either a plane wave whose direction of propagation forms the angle $\alpha$ with the positive $z$-axis, or a point or dipole source located at $(\xi_0, \eta_0, \phi_0)$. If the product $k\eta_1$ of the free-space wave number $k$ and the focal length $\eta_1$ of the scatterer is very small (very large) compared with unity, one speaks of low (high) frequencies; alternatively, the terminology "thin" ("fat") paraboloid also appears in the literature. No detailed low-frequency results are presently available for the convex paraboloid.

No generally accepted definitions exist for the eigenfunctions which occur in the solution of the wave equation by separation of variables in parabolic coordinates. The more widely used symbols are those of Buchholz [1953], Pinney [1946] and Fock [1957; 1965, Chapter 3]. In this chapter the notation of Buchholz [1953] is adopted, except in a few formulas where Pinney's notation is retained because of existing numerical tables. The eigenfunctions $m_{\ell\mu}(z)$ and $w_{\ell\mu}(z)$ of Buchholz [1953] are related to the Whittaker functions $M_{\ell, 1\mu}(z)$ and $W_{\ell, 1\mu}(z)$ by:

$$m_{\ell\mu}(z) = M_{\ell, 1\mu}(z), \quad \ell ! (1+\mu),$$

$$w_{\ell\mu}(z) = z^{-1}W_{\ell, 1\mu}(z). \quad (16.6)$$
where \( \tau, \mu \) and \( z \) are any complex quantities; their Wronskian is
\[
 w^{(1)}(z) \frac{d}{dz} m^{(1)}(z) - m^{(1)}(z) \frac{d}{dz} w^{(1)}(z) = (z \Gamma(1 + \mu - z))^{-1}. \tag{16.7}
\]

It should be noted that BUCHHOLZ [1943a, b; 1947] uses the same symbols of eqs. (16.6) for different functions; thus:
\[
 \{m^{(1)}(z)\}_{1943a, b; 1947} = (\pi \sqrt{z}) \frac{1}{2} M_{\tau, \tau}(z) = \sqrt{\frac{3}{2}} \pi \Gamma(1 + \mu) m_{\tau, \tau}(z),
\]
\[
 \{w^{(1)}(z)\}_{1943a, b; 1947} = \frac{1}{2} \frac{(\pi \sqrt{z})}{2} W_{\tau, \tau}(z) = \sqrt{\frac{3}{2}} \pi w_{\tau, \tau}(z). \tag{16.6a}
\]

Detailed studies of \( m^{(1)}(z) \) and \( w^{(1)}(z) \) are found in BUCHHOLZ [1953; see also 1943b, 1947]; the book by BUCHHOLZ [1953] also contains an extensive bibliography. Asymptotic formulas are also found in ERDÉLYI and SWANSON [1957], and addition theorems have been developed by HOCHSTADT [1956b].

The eigenfunctions \( S_{\tau}^{(1)}(z) \) and \( V_{\tau}^{(1)}(z) \) introduced by PINNEY [1946] are related to the functions (16.6) by:
\[
 S_{\tau}^{(1)}(z) = z^{1/2} e^{-\frac{1}{2} z L^{(1)}_{\tau}(z)} = \frac{\Gamma(\mu + \nu + 1)}{\Gamma(\nu + 1)} m_{\tau, \tau}(1 + \mu)(z), \tag{16.8}
\]
\[
 V_{\tau}^{(1)}(z) = z^{1/2} e^{-\frac{1}{2} z U^{(1)}_{\tau}(z)} = \pi^{-1} e^{\frac{1}{2} i \pi \mu} \Gamma(\mu + \nu + 1) w_{\tau, \tau}(1 + \mu)(ze^{1/4}). \quad (\text{Im } z \geq 0),
\]

where \( \mu, \nu \) and \( z \) are any complex quantities; their Wronskian is
\[
 S_{\tau}^{(1)}(z) \frac{d}{dz} V_{\tau}^{(1)}(z) - V_{\tau}^{(1)}(z) \frac{d}{dz} S_{\tau}^{(1)}(z) = \pm \frac{i}{\pi z} \frac{\Gamma(\mu + \nu + 1)}{\Gamma(\nu + 1)}, \quad (\text{Im } z \geq 0). \tag{16.9}
\]

The properties of \( S_{\tau}^{(1)}(z) \) and \( V_{\tau}^{(1)}(z) \) have been studied in detail by PINNEY [1946]; see also MIRIMANOV [1948a, b]. HORTON [1952] has published numerical tables of \( L_{\mu}^{(1)}(iy) \) \( U_{\nu}^{(1)}(iy) \), \( S_{\pi}^{(1)}(iy) \) and \( V_{\pi}^{(1)}(iy) \) to seven decimals for \( y = 0 \) \((0.1) 1.0\) with either \( m = 0 \) and \( n = 0, 1, 2, 3, \) or \( m = 1 \) and \( n = 0, 1, 2, 3 \). HORTON [1953] has given eight-decimal tables of \( U_{\nu}^{(1)}(iy) \) with \( n = 0, 1, 2, 3 \); \( U_{\nu}^{(1)}(iy) \) with \( n = 0, 1, 2 \); \( U_{\nu}^{(1)}(iy) \) and \( U_{\nu}^{(1)}(iy) \) with \( n = 0, 1 \), for \( y = 0 \) \((0.1) 2.0\).

The eigenfunctions \( \xi, \zeta, \psi \) of FOCK [1957; 1965, Chapter 3] are related to the functions (16.6) by:
\[
 \xi(u, s, t) = e^{-i\pi s} m_{\tau, \cdot \nu}(iu), \tag{16.10}
\]
\[
 \zeta(u, s, t) = \exp \{-i\pi(1 + \frac{1}{2}) - i\pi t\} w_{\tau, \cdot \nu}(-iu),
\]
\[
 \psi(u, s, t) = \Gamma(\frac{1}{2}(s + 1 + it))\xi(u, s, t).
\]
16.2. **Acoustically soft convex paraboloid**

16.2.1. **Point sources**

16.2.1.1. **Exact Solutions**

The Green function for a point source located between two coaxial and confocal paraboloids has been given by Buchholz [1953; Section 18.2]. For a point source at \((\xi_0, \eta_0 \geq \eta_1, \phi_0)\), such that

\[ V^i = \frac{e^{ikr}}{kR}, \]  

(16.11)

then

\[
V^i + V^s = -\frac{1}{\pi} \sum_{n = -\infty}^{\infty} e^{i(n+1)\phi} \int_{-\gamma_n - i\infty}^{\gamma_n + i\infty} d\tau \Gamma(\frac{1}{2}(1+n) + \tau) \Gamma(\frac{1}{2}(1+n) - \tau) \\
\times m^{(n)}(-2ik\xi)w^{(n)}(-2ik\eta) \\
\times \left[ m^{(n)}(-2ik\eta) - \frac{m^{(n)}(-2ik\eta_1)}{w^{(n)}(-2ik\eta_1)} \right] w^{(n)}(-2ik\eta),
\]  

(16.12)

where

\[ |\gamma_n| < \frac{1}{2}(1 + |n|). \]  

(16.13)

On the surface \(\eta = \eta_1\):

\[
\frac{\partial}{\partial \eta} (V^i + V^s) \bigg|_{\eta = \eta_1} = -\frac{1}{\pi} \sum_{n = -\infty}^{\infty} e^{i(n+1)\phi} \int_{-\gamma_n - i\infty}^{\gamma_n + i\infty} d\tau \Gamma(\frac{1}{2}(1+n) - \tau) \\
\times m^{(n)}(-2ik\xi)w^{(n)}(-2ik\eta_1) \\
\times \left[ m^{(n)}(-2ik\eta_1) - \frac{m^{(n)}(-2ik\eta_0)}{w^{(n)}(-2ik\eta_0)} \right] w^{(n)}(-2ik\eta_0). \]  

(16.14)

In particular, if the source is on the z-axis \((\xi_0 = 0)\):

\[
V^i + V^s = -\int_{-\gamma_0 - i\infty}^{\gamma_0 + i\infty} \left[ m^{(0)}(-2ik\eta) - \frac{m^{(0)}(-2ik\eta_1)}{w^{(0)}(-2ik\eta_1)} \right] w^{(0)}(-2ik\eta_1) \frac{d\tau}{\cos(\pi\tau)},
\]  

(16.15)

with

\[ |\gamma_0| < \frac{1}{2}, \]  

(16.16)

and on the surface \(\eta = \eta_1\):

\[
\frac{\partial}{\partial \eta} (V^i + V^s) \bigg|_{\eta = \eta_1} = -\frac{1}{\pi} \int_{-\gamma_0 - i\infty}^{\gamma_0 + i\infty} d\tau \Gamma(\frac{1}{2}(1-\tau))w^{(0)}(-2ik\xi) \\
\times \frac{w^{(0)}(-2ik\eta_0)}{w^{(0)}(-2ik\eta_1)}. \]  

(16.17)

16.2.1.2. **High Frequency Approximations**

For a point source at \(P_0 \equiv (\xi_0, \eta_0 \geq \eta_1, \phi_0 = 0)\), such that

\[ V^i = \frac{e^{ikr}}{kR}, \]  

(16.18)
the geometrical optics scattered field at a point $P$ located in the illuminated region of the $y = 0$ plane is

$$V_{\text{g.o.}}^n = -\frac{\exp\{ik[(P_0P_1)+(P_PP)]\}}{k(P_0P_1)} \left[ \left( 1 + \frac{(P_1P)}{(P_0P_1)} + \frac{2(P_1P)}{\rho_1 \cos \psi} \right) \right]^{-\frac{1}{2}} \times \left( 1 + \frac{(P_1P)}{(P_0P_1)} + \frac{2(P_1P) \cos \psi)}{\rho_2} \right)^{-\frac{1}{2}}, \quad (16.19)$$

where $(P_0P_1)$ and $(P_PP)$ are respectively the distances between the source $P_0$ and the reflection point $P_1 \equiv (x_1, 0, z_1) = (\xi_1, \eta_1, \phi_1 = 0 \text{ or } \pi)$, and between $P_1$ and the observation point $P = (x, 0, z) = (\xi, \eta, \phi = 0 \text{ or } \pi)$; see Fig. 16.2; the principal radii of curvature $\rho_1$ and $\rho_2$ are given by eqs. (16.4) and (16.5), the reflection angle $\psi$ is given by

$$\psi = \arccos \left\{ (\xi_1 + \eta_1)^{-\frac{1}{4}} [4(\sqrt{\xi_0\eta_0} - \sqrt{\xi_1\eta_1})^2 + (\xi_0 - \eta_0 - \xi_1 + \eta_1)^2]^{-\frac{1}{2}} \times [2\sqrt{\xi_1\xi_0\eta_0} - \sqrt{\eta_1}(\xi_0 - \eta_0 + \xi_1 + \eta_1)] \right\}, \quad (16.20)$$

and $\xi_1$ is a root of:

$$[2\sqrt{\xi_1\xi_0\eta_0} - \sqrt{\eta_1}(\xi_0 - \eta_0 + \xi_1 + \eta_1)] [4(\sqrt{\xi_0\eta_0} - \sqrt{\xi_1\eta_1})^2 + (\xi_0 - \eta_0 - \xi_1 + \eta_1)^2]^{-\frac{1}{4}}$$

$$\times [2\sqrt{\xi_1\xi_0\eta_0} - \sqrt{\eta_1}(\xi_0 - \eta_0 + \xi_1 + \eta_1)] [4(\sqrt{\xi_1\xi_0\eta_0} - \sqrt{\eta_1}(\xi_0 - \eta_0 + \xi_1 + \eta_1)]^2 + (\xi_0 - \eta_0 - \xi_1 + \eta_1)^2]^{-\frac{1}{4}}. \quad (16.21)$$

Formula (16.19) is applicable if $k\rho_1, 2 \gg 1$. In the shadow region, $V_{\text{g.o.}} = 0$.

For a point source on the axis of symmetry, an asymptotic analysis of the exact result of eqs. (16.15) and (16.17) has been performed by Klante [1959] and by Ivanov [1962].

For a point source of strength given by eq. (16.18) and located on the $z$-axis ($\eta_0 = 0$), and for an observation point $P \equiv (\xi, \eta_1, \phi)$ located in the illuminated region ($\xi < \eta_0 - \eta_1$) of the surface $\eta = \eta_1$,

$$\left. \left( \frac{\partial}{\partial \eta} (V^i + V^n) \right) \right|_{\eta = \eta_1} = -2ik \sqrt{\frac{\xi}{\eta_1}} + 1 \exp \left\{ ik(P_0P) \right\} \cos \psi, \quad (16.22)$$
where

$$\psi = \arccos \left( \frac{\eta_1}{\xi + \eta_1} \right) \left( \eta_0 - \eta_1 - \xi \right) \left[ \frac{\eta_0 - \eta_1 - \xi}{4 \eta_1 + (\eta_0 - \eta_1 - \xi)^2} \right]^{1/2}. \quad (16.23)$$

Result (16.22) is the leading term in the high frequency expansion of (16.17), provided that $P$ is not too close to the shadow boundary, i.e. that (IVANOV [1962]):

$$\cos \psi \gg (k \rho_1)^{-1} = \left[ 2 k \eta_1^{-1} (\xi + \eta_1)^{-1} \right]^{1/2}, \quad (16.24)$$

where $\rho_1$ is the principal radius of curvature given by eq. (16.4).

On the surface $\eta = \eta_1$, in the shadow region, and for a source located at a sufficiently large distance from the nose of the paraboloid, such that

$$k(\eta_0 - \eta_1) \gg (k \eta_1)^{-1}, \quad (16.25)$$

then (IVANOV [1962]):

$$\frac{\partial}{\partial \eta} \left( V^1 + V^2 \right) \bigg|_{\eta = \eta_1} \sim \frac{1}{2} (k \eta_1)^{-1} \left[ \xi + \eta_1 \right] \left[ \eta_0 - \eta_1 \right]^{-1} f(D)e^{ikL}, \quad (16.26)$$

where

$$L = \sqrt{\left[ \xi + \eta_1 \right]} + \sqrt{\left[ \eta_0 - \eta_1 \right]} + \eta_1 \log \frac{\sqrt{\xi + \eta_1}}{\sqrt{\eta_0 + \eta_1}}, \quad (16.27)$$

$$D = \left( \frac{1}{\eta_1} \right)^{1/2} \int_{\xi}^{\eta_1} \left[ \rho_1(\tau) \right]^{-1/2} \left( 1 + \frac{1}{\eta_1} \right) \frac{\tau}{\eta_1} \left( \frac{\xi + \eta_1}{\eta_0 + \eta_1} \right), \quad (16.28)$$

$\rho_1(\xi)$ is given by eq. (16.4) and $f(D)$ is the Fock function defined in the Introduction (see eq. (1.267)). The distance $L$ is the length of the optical ray path from $P_0$ to $P$ (see Fig. 16.3):

$$L = (P_0 P_1) + P \hat{P}, \quad (16.29)$$

Fig. 16.3. Geometry for surface field in the shadow, with point source on the axis of symmetry.

where $(P_0 P_1)$ is the distance between the source at $P_0 \equiv (\xi_0 = 0, \eta_0)$ and the point $P_1 \equiv (\xi_1 = \eta_0 - \eta_1, \eta_1, \phi)$ on the shadow boundary, and $P \hat{P}$ is the length of the arc of the parabola between $P_1$ and the observation point $P \equiv (\xi, \eta_1, \phi)$. 
On the surface $\eta = \eta_1$, in the shadow region, and for a source located near the nose of the paraboloid, such that

$$k(\eta_0 - \eta_1) \leq (k\eta_1)^\frac{3}{4},$$

then (Ivanov [1962]):

$$i\eta \left( V^4 + V^\alpha \right)_{\eta_0 = \eta_1} \sim \frac{1}{4} (k\eta_1)^{-\frac{3}{4}} \left[ \zeta(\xi + \eta_1) \eta_1^2 \right]^{-\frac{3}{4}} \{ \exp(ikL_1 - \frac{3}{2}ik) \}
\times \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \frac{w_1(t-y_0)}{w_1(t)} e^{i\theta^2} dt,$$

where

$$L_1 = \sqrt{\{\zeta(\xi + \eta_1)\} + \eta_1 \log \frac{\sqrt{\eta} + \sqrt{\xi + \eta_1}}{\sqrt{\eta_1}}, \quad (16.32)$$

$$D_1 = (k\eta_1)^{\frac{3}{4}} \log \frac{\sqrt{\eta} + \sqrt{\xi + \eta_1}}{\sqrt{\eta_1}}, \quad (16.33)$$

$$y_0 = \frac{\eta_0 - \eta_1}{\eta_1} (k\eta_1)^{\frac{3}{4}}, \quad (16.34)$$

$w_1(t)$ is the Airy function in Fock's notation defined in the Introduction (see eqs. (1.265)), and the geometry of the problem is shown in Fig. 16.3.

The total field in the shadow region at points near the surface $\eta = \eta_1$, such that

$$k(\eta - \eta_1) \leq (k\eta_1)^{\frac{3}{4}},$$

is given by (Ivanov [1962]):

$$V^4 + V^\alpha \sim \frac{1}{4\sqrt{\pi}k} \left[ \zeta(\xi + \eta_1) \eta_0(\eta_0 - \eta_1) \right]^{-\frac{3}{4}} e^{i\theta L_1}
\times \int_{-\infty}^{\infty} \left[ w_2(t-y) - \frac{w_2(t)}{w_1(t)} w_1(t-y) \right] e^{i\theta dt}, \quad (16.36)$$

when inequality (16.25) holds, whereas

$$V^4 + V^\alpha \sim \frac{1}{4\sqrt{\pi}k} (k\eta_1)^{\frac{3}{4}} \left[ \zeta(\xi + \eta_1) \eta_1^2 \right]^{-\frac{3}{4}} \{ \exp(ikL_1 - \frac{3}{2}ik) \}
\times \int_{-\infty}^{\infty} \left[ w_2(t-y_0) - \frac{w_2(t)}{w_1(t)} w_1(t-y) \right] e^{i\theta dt}, \quad (16.37)$$

when relation (16.30) is satisfied. The quantities $L_1, D_1, D_1$ and $y_0$ are respectively given by eqs. (16.27), (16.28), (16.32), (16.33) and (16.34),

$$y = \frac{\eta - \eta_1}{\eta_1} (k\eta_1)^{\frac{3}{4}}, \quad (16.38)$$
$w_1$ and $w_2$ are the Airy functions in Fock's notation defined in the Introduction (see eqs. (1.265)), and the geometry of the problem is illustrated in Fig. 16.4.

![Figure 16.4](image)

Fig. 16.4. Geometry for observation point in the shadow region, with point source on the axis of symmetry.

An expression for the total field at all points in the deep shadow region that is particularly useful for numerical purposes is the residue series (Ivanov [1962]):

$$V^t + V^s \sim Ae^{ikL_2} \sum_{n=1}^{\infty} \frac{w_2(t_n)}{w_1(t_n)} e^{i\theta n},$$

(16.39)

where

$$A = \frac{1}{\sqrt{\pi}} e^{\frac{1}{4} k^{-\frac{1}{2}} (kn_1)^{\frac{1}{2}} \left[ \xi(\xi + \eta_1) \eta(\eta - \eta_1) \eta_0(\eta_0 - \eta_1) \right]^{\frac{1}{4}}}.$$

(16.40)

$$L_2 = \frac{1}{\sqrt{\xi(\xi + \eta_1)}} + \frac{1}{\sqrt{\eta(\eta - \eta_1)}} + \frac{1}{\sqrt{\eta_0(\eta_0 - \eta_1)}} +$$

$$+ \text{Re} \left\{ \theta n \left( \frac{\sqrt{\xi + \xi(\xi + \eta_1)}}{\sqrt{\eta + \xi(\xi + \eta_1)}} \right) \right\},$$

(16.41)

$$D_2 = (4k)^{\frac{1}{2}} \int_{\xi_1}^{\xi} \left[ \rho_1(\tau) \right]^{-\frac{1}{2}} \left( 1 + \tau \right)^{\frac{1}{2}} \frac{\rho_1}{\eta_1} d\tau$$

$$= (k \eta_1)^{\frac{1}{2}} \log \left( \frac{\sqrt{\xi_1 + \xi(\xi + \eta_1)}}{\sqrt{\eta + \xi(\xi + \eta_1)}} \right)$$

(16.42)

$$= (k \eta_1)^{\frac{1}{2}} \log \left( \frac{\sqrt{\xi + \xi(\xi + \eta_1)}}{\sqrt{\eta_0 + \xi(\xi + \eta_1)}} \right)$$

and $\tau_n$ is the $n$-th root of the equation $w_1(\tau_n) = 0$ that has a positive imaginary part. The distance $L_2$ is the length of the optical ray path from $P_0$ to $P$ (see Fig. 16.4):

$$L_2 = (P_0P_1) + (P_1P_2)$$

(16.43)

The coordinates of $P_0$, $P_1$, $P_2$ and $P$ are shown in Fig. 16.4.
The result (16.39) may be rewritten as (IVANOV [1962]):

\[ V^i + V^s = \frac{e^{\frac{ik(P_0 P_1)}{k(P_0 P_1)}}}{k(P_0 P_1)} \left[ \frac{2}{k(P_0 P_1)} \right] \frac{1}{[\frac{k^2 \rho_1(\xi_1) \rho_2(\xi_2)]}{d^2} \times \left( \frac{d_1}{d_2} \right) \hat{P}(D_2) \exp \{ik[P_1 P_2 + (P_2 P)] + \frac{i\pi}{2} \}, \quad (16.44) \]

where \( d_1 \) and \( d_2 \) are the distances of \( P_1 \) and \( P_2 \) from the z-axis (see Fig. 16.4):

\[ d_1 = 2 \sqrt{\xi_1 \eta_1}, \quad d_2 = 2 \sqrt{\xi_2 \eta_1}, \quad (16.45) \]

\( \rho_1(\xi_1) \) and \( \rho_2(\xi_2) \) are given by eq. (16.4), \( D_2 \) is given by eq. (16.42), and \( \hat{P} \) is the reflection coefficient function defined in the Introduction (see eq. (1.278)).

16.2.2. Plane wave incidence

16.2.2.1. EXACT SOLUTIONS

For a plane wave whose direction of propagation is parallel to the \( \eta = 0 \) plane and forms the angle \( \alpha \) with the positive \( z \)-axis, such that

\[ V^i = \exp \{ik(z \cos \alpha + x \sin \alpha)\}, \quad (16.46) \]

then (BUCHHOLZ [1953]):

\[ V^s = \frac{i}{\pi \sin \alpha} \sum_{n=-\infty}^{\infty} (-1)^n e^{i\phi} \int_{-\gamma_n - i\infty}^{-\gamma_n + i\infty} d\tau \Gamma(\frac{1}{2}(1 + n) + \tau)\Gamma(\frac{1}{2}(1 + n) - \tau) \times (\tan \frac{1}{2}\alpha)^{\gamma_n} \frac{m^{(n)}(-2ik\eta)}{w^{(n)}(-2ik\eta)} \quad (16.47) \]

where

\[ |\gamma_n| < \frac{1}{2}(1 + |n|). \quad (16.48) \]

On the surface \( (r = \eta) \):

\[ \frac{\partial}{\partial \eta} (V^i + V^s) \bigg|_{\eta = \eta_1} = -\frac{1}{\pi \eta_1 \sin \alpha} \sum_{n=-\infty}^{\infty} (-1)^n \frac{e^{i\phi}}{\eta_1} \int_{-\gamma_n - i\infty}^{-\gamma_n + i\infty} d\tau \Gamma(\frac{1}{2}(1 + n) - \tau) \times (\tan \frac{1}{2}\alpha)^{\gamma_n} \frac{m^{(n)}(-2ik\xi)}{w^{(n)}(-2ik\eta)} \quad (16.49) \]

Under the restriction

\[ \alpha < \frac{1}{2}\pi, \quad (16.50) \]

the result of eq. (16.47) may be rewritten either as (BUCHHOLZ [1943b]):

\[ V^s = -(\cos \frac{1}{2}\alpha)^{-1} \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} \frac{(l+n)!}{n!} (-1)^n \frac{m^{(n)}(\eta_1) \tan \alpha}{w^{(n)}(\eta_1)} \times \frac{m^{(n)}(2ik\eta_1)}{w^{(n)}(-2ik\eta_1)} \quad (16.51) \]
or in the alternate form (HORTON and KARAL [1950]):

\[ V^* = - (\cos \frac{1}{2} \eta)^{-2} \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} \frac{(-1)^n l!}{(l+n)!} \tan \frac{1}{2} \alpha (\tan \frac{1}{2} \alpha)^{2n+l} \times \frac{S^0_l(2ik\eta_1)}{V_0^0(2ik\eta_1)} S^0_l(-2ik\xi) V_0^l(2ik\eta) \cos l \phi. \] (16.52)

On the surface (\( \eta = \eta_1 \)) and for \( \alpha < \frac{1}{2} \pi \):

\[ \frac{\partial}{\partial \eta} \left( V^i + V^* \right) \bigg|_{\eta = \eta_1} = - \frac{i}{\pi \eta_1} (\cos \frac{1}{2} \eta)^{-2} \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} \frac{(-1)^n l!}{(l+n)!} \tan \frac{1}{2} \alpha (\tan \frac{1}{2} \alpha)^{2n+l} \times \frac{S^0_l(-2ik\xi)}{V_0^0(2ik\eta_1)} \cos l \phi. \] (16.53)

In particular, for axial incidence (\( \alpha = 0 \)), such that

\[ V^i = e^{ikz}, \] (16.54)

then:

\[ V^* = - \frac{S^0_0(2ik\eta_1)}{V_0^0(2ik\eta_1)} S^0_0(-2ik\xi) V_0^0(2ik\eta), \] (16.55)

which may be rewritten as:

\[ V^* = - \frac{\frac{1}{2} \pi - \text{Si}(2k\eta) + i \text{Ci}(2k\eta)}{\frac{1}{2} \pi - \text{Si}(2k\eta_1) + i \text{Ci}(2k\eta_1)} e^{ik(\xi - \eta)}. \] (16.56)

where \( \text{Si} \) and \( \text{Ci} \) are the sine and cosine integrals.

\[ \text{Si}(x) = \int_0^x \frac{\sin t}{t} \, dt, \quad \text{Ci}(x) = - \int_x^\infty \frac{\cos t}{t} \, dt. \] (16.57)

On the surface (\( \eta = \eta_1 \)):

\[ \frac{\partial}{\partial \eta} \left( V^i + V^* \right) \bigg|_{\eta = \eta_1} = - \frac{i}{\pi \eta_1} \frac{S^0_0(-2ik\xi)}{V_0^0(2ik\eta_1)} \left[ \exp \left[ ik(\xi + \eta_1) - \frac{1}{2} i \pi \right] \right. \]

\[ \left. \eta_1 \left[ \frac{1}{2} \pi - \text{Si}(2k\eta_1) + i \text{Ci}(2k\eta_1) \right] \right]. \] (16.58)

In the far field (\( \xi + \eta \to \pm \infty \)) and for axial incidence (LAMB [1906], KRAUSS et al. [1956]):

\[ V^* = - A \eta_1 \frac{\eta}{\eta} \exp \left\{ ik(\xi + \eta - 2\eta_1) \right\}, \] (16.59)

where

\[ A = \left[ -4ik\eta_1 e^{-2ik\eta_1} \int_0^\infty \frac{e^{it^2}}{t} \, dt \right]^{-1}. \] (16.60)
The coefficient $A$ is the ratio between the exact field $V^*$ and its geometrical optics approximation $V_{g.o.}^*$:

$$A = \frac{V^*}{V_{g.o.}^*}. \quad (16.61)$$

The amplitude and phase of $A$ are shown as functions of $k\eta_1$ in Fig. 16.5.

![Fig. 16.5. Amplitude (--) and phase (---) of the normalized far field, for axial incidence (KELLER et al. [1956]).](image)

16.2.2.2. HIGH FREQUENCY APPROXIMATIONS

For a plane wave whose direction of propagation is parallel to the $y = 0$ plane and forms the angle $\alpha$ with the positive $z$-axis, such that

$$V^i = \exp\{ik(z \cos \alpha + x \sin \alpha)\}, \quad (16.62)$$

the geometrical optics scattered field at a point $P$ located in the illuminated region of the $y = 0$ plane is:

$$V_{g.o.} = \frac{1}{\rho_1 \cos \psi} \left(1 + \frac{2(P, P)}{\rho_1 \cos \psi} \right)^{-1} \left(1 + \frac{2(P, P) \cos \psi}{\rho_2} \right) \exp \{ik[(P, P) + z_1 \cos \alpha + x_1 \sin \alpha]\}, \quad (16.63)$$

where $(P, P)$ is the distance between the reflection point $P_1 \equiv (x_1, 0, z_1) = (\xi_1, \eta_1, \phi_1 = 0$ or $\pi)$ and the observation point $P \equiv (x, 0, z) = (\xi, \eta, \phi = 0$ or $\pi)$,

$$(P, P) = [(x-x_1)^2 + (z-z_1)^2]^{1/2}, \quad (16.64)$$

the principal radii of curvature $\rho_1$ and $\rho_2$ at $P_1$ are given by eqs. (16.4) and (16.5). The reflection angle $\psi$ is given by
\[ \psi = \arccos \left( \frac{\sin \alpha}{\sqrt{1+\eta_1/\xi_1}} + \frac{\cos \alpha}{\sqrt{1+\xi_1/\eta_1}} \right), \quad (16.65) \]

and \( \xi_1 \) is a root of:

\[
\sqrt{\xi_1} \sin \alpha + \sqrt{\eta_1} \cos \alpha = \left[ 2\sqrt{\xi_1 \eta} - \sqrt{\eta_1}(\xi - \eta + \xi_1 + \eta_1) \right] \\
\times \left[ 4(\sqrt{\xi_1} - \sqrt{\eta_1})^2 + (\xi - \eta - \xi_1 + \eta_1)^2 \right]^{-\frac{1}{2}}. \quad (16.66)
\]

Formula (16.63) is applicable if \( k\rho_1 \gg 1 \) and \( k\rho_2 \gg 1 \). In the shadow region, \( \varphi_\circ = 0 \). In particular, for back scattering (\( \psi = 0 \)):

\[
V_\sigma^{b.o.} = -\sqrt{\frac{\rho_1\rho_2}{[\rho_1 + 2(P_1, P)]\quad [\rho_2 + 2(P_1, P)]}} \exp \{ i k [(P_1, P) + z_1 \cos \alpha + x_1 \sin \alpha] \}. \quad (16.67)
\]

The geometrical optics back scattering cross section is:

\[
\sigma_\sigma = 4\pi(\xi_1 + \eta_1)^2. \quad (16.68)
\]

For a plane wave at axial incidence (\( \alpha = 0 \)), such that

\[
\psi = e^{ikz}, \quad (16.69)
\]

the scattered field is given by the Luneburg-Kline expansion (Keller et al. [1956]):

\[
V^s \sim \exp \{ i k [(OP) - 2\eta_1] \} \sum_{n=0}^{\infty} (i k \eta_1)^n \sum_{j=0}^{\infty} a_{jn} \left[ \frac{2\eta_1}{(OP)(1 - \cos \theta)} \right]^{j+1}, \quad (16.70)
\]

where \( (OP) \) is the distance between the focus \( O \) and the observation point \( P \) (see Fig. 16.6),

\[
(OP) = (OP_1) + (P_1, P) = \xi_1 + \eta_1 + (P_1, P) = \frac{2\eta_1}{1 - \cos \theta} + (P_1, P) = \xi + \eta. \quad (16.71)
\]

\( \theta \) is the angle that the reflected ray \( P_1P \) forms with the positive z-axis, and

![Fig. 16.6. Geometry for reflected field at axial incidence.](image)
16.2  Acoustically hard convex paraboloid

\[ a_{jn} = \frac{i}{2} j a_{j-1,n-1}, \quad (j \geq 1, n \geq 1), \]  
(16.72)

\[ a_{0n} = -\sum_{j=1}^{n} a_{jn}, \quad (n \geq 1), \]  
(16.73)

\[ a_{00} = -1. \]  
(16.74)

The first few terms of the expansion (16.70) are:

\[ V^i \sim \exp \left\{ i \kappa \left[ (OP) - 2\eta_1 \right] \right\} \left( 1 + \frac{i}{2\kappa \eta_1} \left[ 1 - \frac{2\eta_1}{(OP)(1 - \cos \theta)} \right] + \ldots \right) \].  
(16.75)

For \( \alpha = 0 \), result (16.63) is equal to the leading term of eq. (16.75). The amplitude and phase of a normalized quantity obtained by retaining the first three terms (through \( n = 2 \)) in the infinite series (16.70) are shown in Fig. 16.7, when the observation point is in the far field \((\text{OP} \to \infty)\).

Fig. 16.7. Amplitude (---) and phase (---) of the normalized far field, through \( O(\kappa \eta_1)^{-2} \) \((\text{ELLER et al. [1956]})\).

16.3. Acoustically hard convex paraboloid

16.3.1. Point sources

16.3.1.1. Exact solutions

The Green function for a point source located between two coaxial and confocal paraboloids has been given by Buchholz [1953; Section 18.2].

For a point source at \((\xi_0, \eta_0 \geq \eta_1, \phi_0)\), such that

\[ V^i = \frac{e^{ikR}}{kR}, \]  
(16.76)
\[ V^i + V^s = -\frac{1}{\pi i} \sum_{n=-\infty}^{\infty} e^{i(n+\phi_0)} \int_{-\gamma_n-ix}^{\gamma_n+ix} \Gamma(\frac{1}{2}(1+n)+\tau) \Gamma(\frac{1}{2}(1+n)-\tau) \times m_t^{(n)}(-2ik\xi_-)w^{(n)}(-2ik\xi_-) \times \left[ \frac{m_t^{(n)}(-2ik\eta_-)w^{(n)}(-2ik\eta_-)}{w_t^{(n)}(-2ik\eta_-)} \right] w^0(2ik\eta_-). \] (16.77)

where
\[ |\gamma_n| < \frac{1}{2}(1+|n|). \] (16.78)

On the surface (\( \eta = \eta_1 \)):
\[ (V^i + V^s)_{\eta=\eta_1} = -\frac{1}{\pi i} \sum_{n=-\infty}^{\infty} e^{i(n+\phi_0)} \int_{-\gamma_n-ix}^{\gamma_n+ix} \Gamma(\frac{1}{2}(1+n)-\tau) \times m_t^{(n)}(-2ik\xi_-)w^{(n)}(-2ik\xi_-) \frac{w^{(n)}(-2ik\eta_0)}{(\partial/\partial \eta_1)w^0(-2ik\eta_1)}. \] (16.79)

In particular, if the source is on the z-axis (\( \xi_0 = 0 \)):
\[ V^i + V^s = -\int_{-\gamma_0-ix}^{\gamma_0+ix} w_t^{0}(2ik\xi) \left[ m_t^{(0)}(-2ik\eta_-) - \frac{m_t^{(0)}(-2ik\eta_0)w_t^{(0)}(-2ik\eta_-)}{w_t^{(0)}(-2ik\eta_1)} \right] \frac{w^0(-2ik\eta_0)}{\cos(\pi \tau)}, \] (16.80)

with
\[ |\gamma_0| < \frac{1}{2}, \] (16.81)

and on the surface (\( \eta = \eta_1 \)):
\[ (V^i + V^s)_{\eta=\eta_1} = -\frac{1}{\pi i} \int_{-\gamma_0-ix}^{\gamma_0+ix} \Gamma(1-\tau) \frac{w_t^{(0)}(-2ik\xi)}{(\partial/\partial \eta_1)w_t^{(0)}(2ik\eta_1)}. \] (16.82)

16.3.1.2. HIGH FREQUENCY APPROXIMATIONS

For a point source at \( P_0 \equiv (\xi_0, \eta_0, \phi_0 = 0) \), such that
\[ V^i = \frac{e^{ikR}}{kR}, \] (16.83)

the geometrical optics scattered field at a point \( P \) located in the illuminated region of the \( \psi = 0 \) plane is:
\[ V^s = \exp \left[ ik \left[ \frac{(P_0, P_1) + (P, P)}{k(P_0, P_1)} \left( 1 + \frac{(P, P)}{(P_0, P_1)} + \frac{2(P, P)}{\rho_1 \cos \psi} \right)^{-1} \right] \right. \]
\[ \times \left. \left( 1 + \frac{(P, P)}{(P_0, P_1)} + \frac{2(P, P)}{\rho_2} \right)^{-1}. \] (16.84)
where \((P_0, P_1)\) and \((P_1, P)\) are respectively the distances between the source \(P_0\) and the reflection point \(P_1\) at \((x_1, 0, z_1) = (\xi_1, \eta_1, \phi_1 = 0 \text{ or } \pi)\), and between \(P_1\) and the observation point \(P\) at \((x, 0, z) = (\xi, \eta, \phi = 0 \text{ or } \pi)\) (see Fig. 16.2); the principal radii of curvature \(\rho_1\) and \(\rho_2\), the reflection angle \(\psi\) and the coordinate \(\xi_1\) are given by eqs. (16.4), (16.5), (16.20) and (16.21), respectively. Formula (16.84) is applicable if \(k\rho_1, z \gg 1\). In the shadow region, \(V_{\infty} = 0\).

For a point source on the axis of symmetry, an asymptotic analysis of the exact results of eqs. (16.80) and (16.82) has been performed by KLANTE [1959] and by IVANOV [1962].

For a point source of strength given by eq. (16.83) and located on the \(z\)-axis \((\xi_0 = 0)\), and for an observation point \(P = (\xi, \eta_1, \phi)\) located in the illuminated region \((\xi < \eta_0 - \eta_1)\) of the surface \(\eta = \eta_1\),

\[
\{(V^1 + V^2)_{\eta = \eta_1}\}_{\infty} = 2 \frac{\exp\left(\frac{ik(P_0, P_1)}{k(P_0, P_1)}\right)}{k(P_0, P_1)} ;
\]

(16.85)

this result is the leading term in the high frequency expansion of (16.82), provided that \(P\) is not too close to the shadow boundary, i.e. that (IVANOV [1962]):

\[
\cos \psi \gg (k\rho_1)^{-1} = [2k\eta_1^2(\xi + \eta_1)^2]^{-1} ,
\]

(16.86)

where the angle of incidence \(\psi\) is given by eq. (16.23), and \(\rho_1\) is the principal radius of curvature given by eq. (16.4).

On the surface \(\eta = \eta_1\), in the shadow region, and for a source located at a sufficiently large distance from the nose of the paraboloid, such that

\[
k(\eta_0 - \eta_1) \gg (k\eta_1)^4,
\]

(16.87)

then (IVANOV [1962]):

\[
(V^1 + V^2)_{\eta = \eta_1} \sim \frac{1}{2} k^{-1} [\xi(\xi + \eta_1)_{\eta_0}(\eta_0 - \eta_1)]^{-1} \frac{\partial}{\partial \xi} g(D)e^{ikL},
\]

(16.88)

where \(L\) and \(D\) are given by eqs. (16.27) and (16.28), and \(g(D)\) is the Fock function defined in the Introduction (see eq. (1.268)). The geometrical interpretation of \(L\) is given in eq. (16.29) (see also Fig. 16.3).

On the surface \(\eta = \eta_1\), in the shadow region, and for a source located near the nose of the paraboloid, such that

\[
k(\eta_0 - \eta_1) \ll (k\eta_1)^4,
\]

(16.89)

then (IVANOV [1962]):

\[
(V^1 + V^2)_{\eta = \eta_1} \sim \frac{1}{2} k^{-1} (k\eta_1)^3 [\xi(\xi + \eta_1)_{\eta_0}]^{-1} \frac{\partial}{\partial \xi} \left\{ \exp \left( ikL_1 - \frac{1}{2} i\pi \right) \right\}
\]

\[
\times \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} w_i(t - y_0) e^{i\eta_0 t} dt,
\]

(16.90)

where \(L_1, D_1\) and \(y_0\) are given by eqs. (16.32) through (16.34), \(w_i(t)\) is the Airy function in Fock’s notation defined in the Introduction (see eqs. (1.268)), and the geometrical problem is shown in Fig. 16.3.
The total field in the shadow region at points near the surface \( \eta = \eta_1 \), such that
\[
k(\eta - \eta_1) \approx (k\eta_1)^4,
\] is given by (Ivanov [1962]):
\[
V^1 + V^* \approx \frac{i}{4\sqrt{\pi k}} \left[ \xi(\xi + \eta_1)\eta_0(\eta_0 - \eta_1) \right]^{-1} e^{ikL} \times \int_{-\infty}^{\infty} \left[ w_2(t - y) - \frac{w_2'(t)}{w_1'(t)} \right] e^{iyt} dt,
\]
when
\[
k(\eta_0 - \eta_1) \gg (k\eta_1)^4,
\]
whereas
\[
V^1 + V^* \sim \frac{i}{4\sqrt{\pi k}} (k\eta_1)^4 [\xi(\xi + \eta_1)\eta_1^2]^{-1} \{ \exp(ikL_1 - \frac{1}{2}i\pi) \}
\times \int_{-\infty}^{\infty} w_1(t - y_0) \left[ w_2(t - y) - \frac{w_2'(t)}{w_1'(t)} \right] e^{iyt} dt,
\]
when
\[
k(\eta_0 - \eta_1) \approx (k\eta_1)^4.
\]
The quantities \( L, D, L_1, D_1, y_0 \) and \( y \) are respectively given by eqs. (16.27), (16.28), (16.32), (16.33), (16.34) and (16.38); \( w_1 \) and \( w_2 \) are the Airy functions in Fock's notation defined in the Introduction (see eqs. (1.265)), and the geometry of the problem is illustrated in Fig. 16.4.

An expression for the total field at all points in the deep shadow region that is particularly useful for numerical purposes is the residue series (Ivanov [1962]):
\[
V^1 + V^* \approx \frac{1}{4\sqrt{\pi k}} \sum_{n=1}^{\infty} \frac{w_2'(i_n)}{i_n w_1'(i_n)} e^{iyi_n},
\]
where \( A, L_2 \) and \( D_2 \) are given by eqs. (16.40) through (16.42), and \( i_n \) is the \( n \)-th root of the equation \( w_1(i_n) = 0 \) that has a positive imaginary part. The geometrical interpretation of \( i_n \) is given by eq. (16.43) (see also Fig. 16.4).

The result (16.96) may be rewritten as (Ivanov [1962]):
\[
1^1 + 1^* \sim - \frac{\exp \{ ik(P_0 P_1) \}}{k(P_0 P_1)} \sqrt{\frac{2}{k(P_2 P)}} \left[ [k^2 \rho(\xi)] \rho_i(\zeta_2) \right]_{i_2}^{d_1} \times \left[ \frac{d_1}{d_2} \right]_{\delta(D_2)} \exp \{ ik[P_1 P_2 + (P_2 P)] + \frac{1}{2}i\pi \},
\]
where \( \rho_1(\xi_1) \) and \( \rho_1(\xi_2) \) are given by eq. (16.4), \( d_1 \) and \( d_2 \) by eqs. (16.45), \( D_2 \) by eq. (16.42), \( \delta \) is the reflection coefficient function defined in the Introduction (see eq. (1.270)), and the geometry of the problem is shown in Fig. 16.4.
16.3.2. Plane wave incidence

16.3.2.1. Exact solutions

For a plane wave whose direction of propagation is parallel to the \( y = 0 \) plane and forms the angle \( \alpha \) with the positive \( z \)-axis, such that

\[
V^1 = \exp \{ik(z \cos \alpha + x \sin \alpha)\},
\]

then \( \text{BUCHHOLZ} \ [1953] \):

\[
V^1 = \frac{i}{\pi \sin \alpha} \sum_{n=-\infty}^{\infty} (-1)^n e^{in\phi} \int_{-\infty}^{\infty} \frac{d\tau}{2\pi} \Gamma(\frac{1}{2} + n + \tau) \Gamma(\frac{1}{2} + n - \tau)
\]

\[
\times (\tan \frac{1}{2} \alpha)^{2\tau} \frac{m_{(\eta)}^{(n)}(-2ik\eta_1)}{w_{(\eta)}^{(n)}(-2ik\eta_1)} m_{(\eta)}^{(n)}(-2ik\xi)w_{(\eta)}^{(n)}(-2ik\eta),
\]

where

\[
|m_\eta| = \frac{1}{2}(1 + |n|).
\]

On the surface \((\eta = \eta_1)\):

\[
(V^1 + V^2)_{\eta=\eta_1} = \frac{i}{\pi \eta_1 \sin \alpha} \sum_{n=-\infty}^{\infty} (-1)^n e^{in\phi} \int_{-\infty}^{\infty} \frac{d\tau}{2\pi} \Gamma(\frac{1}{2} + n - \tau)
\]

\[
\times (\tan \frac{1}{2} \alpha)^{2\tau} \frac{m_{(\eta)}^{(n)}(-2ik\xi)}{(\partial / \partial \eta_1)w_{(\eta)}^{(n)}(-2ik\xi)}.
\]

Under the restriction

\[
\alpha < \frac{1}{2} \pi,
\]

the result of eq. (16.99) may be rewritten either as \( \text{BUCHHOLZ} \ [1943b] \):

\[
\nu^1 = (\cos \frac{1}{2} \alpha)^{-2} \sum_{l=0}^{\infty} \frac{(l+n)!}{n!} (-1)^n e_{l}^{i}(\tan \frac{1}{2} \alpha)^{2n+1}
\]

\[
\times \frac{m_{(\eta)}^{(l)}(-2ik\eta)}{w_{(\eta)}^{(l)}(-2ik\eta)} w_{(\eta)}^{(l)}(-2ik\eta),
\]

(16.103)

or in the alternate form \( \text{HORTON and KARAL} \ [1950] \):

\[
\Lambda^1 = -(\cos \frac{1}{2} \alpha)^{-2} \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} (-1)^n e_{l}^{i}(\tan \frac{1}{2} \alpha)^{2n+1}
\]

\[
\times \frac{S_{l}^{(2ik\eta)}(2ik\xi)}{V_{l}^{(2ik\eta)}},
\]

(16.104)

On the surface \((\eta = \eta_1)\) and for \( x < \frac{1}{2} \pi \):

\[
(V^1 + V^2)_{\eta=\eta_1} = \frac{i}{\pi \eta_1} (\cos \frac{1}{2} \alpha)^{-2} \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} (-1)^n e_{l}^{i}(\tan \frac{1}{2} \alpha)^{2n+1}
\]

\[
\times \frac{S_{l}^{(2ik\eta)}(-2ik\xi)}{(\partial / \partial \eta_1) V_{l}^{(2ik\eta)}},
\]

(16.105)
For $k\eta_1 = 0.25$ and $\phi = 36.9^0$, HORTON [1953] has plotted the amplitude and phase of expression (16.105) as a function of $k\xi$ for $0 \leq k\xi \leq 1$ and $\phi = 0, \frac{1}{2}\pi, \pi, \frac{3}{2}\pi$. Starting from eq. (16.104), HORTON [1953] has developed some considerations on the far field; in particular, he has proved that as $\eta \to \infty$, the scattered field on the $z$-axis ($\xi = 0$) depends only on the mode $l = n = 0$.

In particular, for axial incidence ($\phi = 0$), such that

$$V^1 = e^{ikz},$$

then

$$V^s = -\frac{S_0^0(2ik\eta_1)}{V_0^0(2ik\eta_1)} S_0^0(-2ik\xi)V_0^0(2ik\eta_1),$$

which may be rewritten either as:

$$V^s = \frac{\frac{1}{2}\pi - \text{Si}(2k\eta) + i \text{Ci}(2k\eta)}{\exp(2i\phi\eta_1)/k\eta_1 - \left[\frac{1}{2}\pi - \text{Si}(2k\eta) + i \text{Ci}(2k\eta)\right]} e^{ik(\xi - \eta)},$$

or in the form (SCHENKED [1955]):

$$V^s = \frac{\frac{1}{2}\pi - \text{Si}(k\Omega) + i \text{Ci}(k\Omega)}{\exp(2i\phi\eta_1)/k\eta_1 - \left[\frac{1}{2}\pi - \text{Si}(2k\eta_1) + i \text{Ci}(2k\eta_1)\right]} e^{ik(\xi - \eta)},$$

where

$$\Omega = 2\eta_1 \cdot \frac{\xi + \eta}{\xi_1 + \eta_1},$$

$\text{Si}$ and $\text{Ci}$ are the sine and cosine integrals of eqs. (16.57), and $\xi_1$ is the coordinate of the point $P_1 = (\xi_1, \eta_1, \phi_1 = \phi)$ at which the straight line from the focus to the observation point intersects the paraboloid (see Fig. 16.6), and is a root of:

$$2 \left(\frac{\xi_1 \eta_1}{\eta_1}\right) - \xi + \eta - \xi_1 = [4(\sqrt{\xi_1 \eta_1} - \sqrt{\xi_1 \eta_1})^2 + (\xi - \eta - \xi_1 + \eta_1)^2]^4.$$ (16.111)

On the surface ($\eta = \eta_1$):

$$\left(V^1 + V^s\right)_{\eta = \eta_1} = \frac{i}{\pi \eta_1} \left(\frac{-2ik\xi}{\eta_1}\right) V_0^0(2ik\eta_1) \frac{\exp\{ik(\xi + \eta_1)\}}{\exp\{2ik\eta_1\} - k\eta_1[\frac{1}{2}\pi - \text{Si}(2k\eta_1) + i \text{Ci}(2k\eta_1)]}$$

and, in particular, at the nose of the scatterer:

$$\left|V_\infty^1 + V^s\right|_{\xi = \eta_1} = \frac{\pi \eta_1}{\xi_1 \eta_1} \left(\frac{\xi}{\eta_1}\right) V_0^0(2ik\eta_1)^{-1}.$$ (16.113)

The quantity (16.113) is plotted as a function of $k\eta_1$ for $0 \leq k\eta_1 \leq 4$ in Fig. 16.8, and
is compared with the corresponding quantity for a hard sphere of radius $2\eta_1$, equal to the radius of curvature of the paraboloid at the nose.

![Graph showing amplitude of surface field at the nose for the paraboloid and tangent sphere](image)

**Fig. 16.8.** Amplitude of surface field at the nose ($\xi = 0$, $\eta = \eta_1$) for the paraboloid (—), and for the tangent sphere of radius $2\eta_1$ (−) (Horton and Karal [1950]).

In the far field ($\xi + \eta \to \infty$) and for axial incidence (Lamb [1906]; Keller et al. [1956]):

$$V^* = B \frac{\eta_1}{\eta} \exp \{ik(\xi + \eta - 2\eta_1)\}, \quad (16.114)$$

where

$$B = \left[2 + 4ik\eta_1 e^{-2ik\eta_1} \int_0^1 e^{\frac{it^2}{\tau}} \frac{d\tau}{\sqrt{2k\eta_1}}\right]^{-1}. \quad (16.115)$$

The coefficient $B$ is the ratio between the exact field $V^*$ and its geometrical optics approximation $V^*_{g.o.}$:

$$B = \frac{V^*}{V^*_{g.o.}}. \quad (16.116)$$

The amplitude and phase of $B$ are shown as functions of $k\eta_1$ in Fig. 16.9.

![Graph showing amplitude and phase of B](image)

**Fig. 16.9.** Amplitude (—) and phase (−) of the normalized far field for axial incidence (Keller et al. [1956]).
For axial incidence, the bistatic scattering cross section as derived from eq. (16.109) is (Schensted [1955]):

\[
\sigma(\theta) = 4\pi(\xi_1 + \eta_1)^2 C = 4\pi\eta^2 \sin \frac{\theta}{2} C,
\]

where:

\[
C = \frac{1}{4} \{ 1 + (k\xi_1)^2 \left[ \frac{\sin(2k\eta_1) - \frac{1}{2}\pi}{\sin(2k\eta_1)} - \frac{1}{2}\pi \right] \cos(2k\eta_1) - \text{Ci}(2k\eta_1) \}^{-1},
\]

and

\[
\theta = \arccos \frac{\xi - \eta}{\xi + \eta}
\]

is the angle that the line from the focus to the observation point forms with the positive \( z \)-axis. In particular, the back scattering cross section \( \theta = \pi \) is:

\[
\sigma = 4\pi\eta^2 C.
\]

The quantity \( C \) is the ratio between the back scattering cross section and its geometrical optics approximation; it varies monotonically from 0.25 for \( k\xi_1 = 0.5 \) to unity for \( k\xi_1 = \infty \).

16.3.2.2. HIGH FREQUENCY APPROXIMATIONS

For a plane wave whose direction of propagation is parallel to the \( y = 0 \) plane and forms the angle \( \alpha \) with the positive \( z \)-axis such that

\[
U' = \exp \{ ik(\cos \alpha + x \sin \alpha) \},
\]

the geometrical optics scattered field at a point \( P \) located in the illuminated region of the \( y = 0 \) plane is:

\[
V_{g.o.} = \left[ \left( 1 + \frac{2(P_1P)}{\rho_1 \cos \psi} \right) \left( 1 + \frac{2(P_1P) \cos \psi}{\rho_2} \right) \right]^{-\frac{1}{2}} \exp \{ ik[(P_1P) + z_1 \cos \alpha + x_1 \sin \alpha] \},
\]

where the distance \( (P_1P) \) between the reflection point \( P_1 \equiv (x_1, 0, z_1) = (\xi_1, \eta_1, \phi_1 = 0 \text{ or } \pi) \) and the observation point \( P \equiv (x, 0, z) = (\xi, \eta, \phi = 0 \text{ or } \pi) \), the principal radii of curvature \( \rho_1 \) and \( \rho_2 \) at \( P_1 \), the reflection angle \( \psi \) and the coordinate \( \xi_1 \) are given by eqs. (16.64) through (16.67), and by eqs. (16.4) and (16.5) with \( \xi = \xi_1 \). Formula (16.122) is applicable if \( k\rho_1 \gg 1 \) and \( k\rho_2 \gg 1 \). In the shadow region, \( V_{g.o.} = 0 \). In particular, for back scattering \( (\psi = 0) \):

\[
V_{g.o.} = \left[ \frac{\rho_1 \rho_2}{\rho_1 + 2(P_1P)[\rho_2 + 2(P_1P)]} \right] \exp \{ ik[(P_1P) + z_1 \cos \alpha + x_1 \sin \alpha] \}.
\]

The geometrical optics back scattering cross section is:

\[
\sigma_{g.o.} = 4\pi(\xi_1 + \eta_1)^2.
\]
For a plane wave at axial incidence ($\alpha = 0$), such that

$$V^i = e^{ikr},$$

the scattered field is given by the Luneburg-Kline expansion (Keller et al. [1956]):

$$V^s \sim \exp\{ik[(OP)-2\eta_1]\} \sum_{n=0}^{\infty} (ik\eta_1)^{n} \sum_{j=0}^{n} a_{jn} \left[ \frac{2\eta_1}{(OP)(1-\cos \theta)} \right]^j \ ,$$

(16.126)

where the distance $(OP)$ between the focus $O$ and the observation point $P$ is given by eq. (16.71), the angle $\theta$ that the reflected ray $P_1P$ forms with the positive $z$-axis is shown in Fig. 16.6, and

$$a_{jn} = \frac{1}{2} j a_{j-1,n-1} \quad (j \geq 1, n \geq 1),$$

(16.127)

$$a_{0n} = \sum_{j=1}^{n} a_{jn}, \quad (n \geq 1),$$

(16.128)

$$a_{00} = 1.$$  

(16.129)

The first few terms of the expansion (16.126) are:

$$V^s \sim \frac{2\eta_1}{(OP)(1-\cos \theta)} \exp\{ik[(OP)-2\eta_1]\} \left\{ 1 - \frac{i}{2k\eta_1} \left[ 1 + \frac{2\eta_1}{(OP)(1-\cos \theta)} \right] + \ldots \right\}.$$  

(16.130)

For $\alpha = 0$, result (16.122) is equal to the leading term of eq. (16.130). The amplitude and phase of a normalized quantity obtained by retaining the first three terms (through $n = 2$) in the infinite series (16.126) are shown in Fig. 16.10, when the observation point is in the far field ($OP \rightarrow \infty$).

![Fig. 16.10. Amplitude (-----) and phase (---) of the normalized far field, through O(ik\eta_1)^{-1}](Keller et al. [1956]).
16.4. Perfectly conducting convex paraboloid

16.4.1. Dipole sources

Results are available only in the case of an electric dipole located on the z-axis. For an electric dipole at \((\xi_0 = 0, \eta_0 \geq \eta_1)\) with moment \((4\pi e/k)^2\), corresponding to an incident electric Hertz vector \(\{e^{i\theta}/e^{i\theta}\}\), the components of the total field are (Buchholz [1948]):

\[
E_z = \frac{iZ}{k} \sqrt{\frac{\eta}{\xi + \eta}} \left( \frac{1}{2\eta} + \frac{\partial}{\partial \eta} \right) H_\phi, \\
E_\eta = -\frac{iZ}{k} \sqrt{\frac{\xi}{\xi + \eta}} \left( 1 + \frac{\partial}{\partial \xi} \right) H_\phi, \\
E_\phi = H_z = H_\eta = 0, \tag{16.133}
\]

\[
H_\phi = \frac{Y}{2\eta_0 \eta_1} \int_{\gamma + i\ell}^{\gamma - i\ell} \frac{d\tau}{\sin(\pi \tau)} \left[ M_{r,4}(-2i\kappa \eta) - \frac{M_{r,4}'(-2i\kappa \eta)}{W_{r,4}'(-2i\kappa \eta)} \right] W_{r,4}(-2i\kappa \eta), \tag{16.134}
\]

where

\[
|\gamma| < 1. \tag{16.135}
\]

On the surface \((\eta = \eta_1)\):

\[
H_\phi = \frac{ikY}{2\eta_0 \eta_1} \int_{\gamma + i\ell}^{\gamma - i\ell} \frac{d\tau}{\Gamma(1-\tau) \sin(\pi \tau)} \left[ W_{r,4}(-2i\kappa \eta) - \frac{W_{r,4}'(-2i\kappa \eta_0)}{\partial/\partial \eta_1} W_{r,4}'(-2i\kappa \eta_0) \right]. \tag{16.136}
\]

The surface field produced by an electric dipole located on the z-axis and parallel to the x-axis has been derived by Korbanskiy [1968].

16.4.2. Plane wave incidence

16.4.2.1. Exact solutions

For a plane wave whose direction of propagation is parallel to the \(y = 0\) plane and forms the angle \(\theta\) with the positive z-axis, and whose magnetic field vector is parallel to the x-axis, such that

\[
E^I_x = (e \cos x - \hat{z} \sin x) \exp \{ik(z \cos x + x \sin x)\}, \\
E^I_y = Y \hat{y} \exp \{ik(z \cos x + x \sin x)\}, \tag{16.137}
\]

the components of the incident, scattered and total fields may be expanded in Fourier series (Fock [1957]; Fock and Fedorov [1958]; see also Fock [1965], chapters 3 and 4); thus, for the total field:
where

\[ E^{(n)}_{\xi} = \frac{(4k^2 \xi \eta)^{1n}}{2\sqrt{[\xi(\xi + \eta)]}} \left[ \frac{1}{k} \frac{\partial C_{n-1}}{\partial r} - nF_n \right], \tag{16.139} \]

\[ E^{(n)}_{\eta} = \frac{-(4k^2 \xi \eta)^{1n}}{2\sqrt{[\eta(\xi + \eta)]}} \left[ \frac{1}{k} \frac{\partial C_{n-1}}{\partial \xi} + nF_n \right], \tag{16.140} \]

\[ E^{(n)}_{\phi} = \frac{(4k^2 \xi \eta)^{1n}}{2\sqrt{\xi \eta}} - (D_{n-1} - nF_n), \tag{16.141} \]

\[ H^{(n)}_{\xi} = \frac{Y}{2i\sqrt{[\xi(\xi + \eta)]}} \left[ \frac{1}{k} \frac{\partial D_{n-1}}{\partial \eta} + nG_n \right], \tag{16.142} \]

\[ H^{(n)}_{\eta} = \frac{Y}{2i\sqrt{[\eta(\xi + \eta)]}} \left[ \frac{1}{k} \frac{\partial D_{n-1}}{\partial \xi} + nG_n \right], \tag{16.143} \]

\[ H^{(n)}_{\phi} = \frac{Y}{2i\sqrt{\xi \eta}} (C_{n-1} + nG_n), \tag{16.144} \]

with

\[ C_{n-1} = \bar{p}_{a-1} - \frac{1}{n} Q_{a-1}, \tag{16.145} \]

\[ D_{n-1} = \bar{q}_{a-1} + \frac{1}{n} P_{a-1}. \tag{16.146} \]

\[ F_n = \frac{1}{4} \left( 1 + k \frac{\partial \bar{c}}{\partial \xi \eta} \right) P_{n-1} + \frac{1}{4k} \left( \frac{\partial \bar{c}}{\partial \xi} - \frac{\partial \bar{c}}{\partial \xi} \right) Q_{n-1}. \tag{16.147} \]

\[ G_n = \frac{1}{4} \left( 1 + k \frac{\partial \bar{c}}{\partial \xi \eta} \right) Q_{n-1} - \frac{1}{4k} \left( \frac{\partial \bar{c}}{\partial \xi} - \frac{\partial \bar{c}}{\partial \xi} \right) P_{n-1}. \tag{16.148} \]

\[ \bar{p}_{a-1} = \frac{1}{2} \left( \frac{\partial \bar{c}}{\partial \eta} + \frac{\partial \bar{c}}{\partial \eta} \right) P_{a-1} = \frac{1}{2} \left( \frac{\partial \bar{c}}{\partial \eta} + \frac{\partial \bar{c}}{\partial \eta} \right) P_{a-1}. \tag{16.149} \]
and \( \bar{Q}_{n-1} \) is given by eq. (16.149) with \( Q_{n-1} \) replacing \( P_{n-1} \). The potentials \( P_{n-1} \) and \( Q_{n-1} \) are given by:

\[
P_{n-1} = P_{n-1}^i + P_{n-1}^s, \quad Q_{n-1} = Q_{n-1}^i + Q_{n-1}^s, \tag{16.150}
\]

where

\[
P_{n-1}^i = \frac{-2i}{\pi k \sin \alpha} \left( 4k^2 \zeta \eta \right)^{1(1-s)} \int_{-\infty}^{\infty} \tau \rho_\eta^i(\tau) d\tau, \tag{16.151}
\]

\[
Q_{n-1}^i = \frac{-2i}{\pi k \sin \alpha} \left( 4k^2 \zeta \eta \right)^{1(1-s)} \int_{-\infty}^{\infty} n \rho_\eta^i(\tau) d\tau, \tag{16.152}
\]

\[
P_{n-1}^s = \frac{2}{\pi k \sin \alpha} \left( 4k^2 \zeta \eta \right)^{1(1-s)} \int_{-\infty}^{\infty} \tau \rho_\eta^s(\tau) d\tau, \tag{16.153}
\]

\[
Q_{n-1}^s = \frac{2}{\pi k \sin \alpha} \left( 4k^2 \zeta \eta \right)^{1(1-s)} \int_{-\infty}^{\infty} n \rho_\eta^s(\tau) d\tau, \tag{16.154}
\]

with

\[
\rho_\eta^i(\tau) = (n^2 + \tau^2)^{-1} \left( \tan \frac{1}{2} \xi \right)^{1/2} \Gamma\left( \frac{1}{2}(n + i\tau) \right) \Gamma\left( \frac{1}{2}(n - i\tau) \right) m_{4\xi}^{(n-1)}(2i\zeta) m_{4\xi}^{(n-1)}(2ik\eta), \tag{16.155}
\]

\[
\rho_\eta^s(\tau) = (n^2 + \tau^2)^{-1} e^{i\pi(\zeta \xi)} \left[ \frac{\Gamma\left( \frac{1}{2}(n + i\tau) \right)}{\Gamma(1 + \frac{1}{2}(n + i\tau))} \right] \tag{16.156}
\]

\[
q^i(\tau) = e^{-i\pi(\zeta \xi)} \left[ 1 + \frac{1}{2}(n + i\tau) d_\alpha(\tau, \eta) \left( m_{4\xi}^{(n-1)}(2i\zeta) w_{4\xi}^{(n)}(2ik\eta) - \frac{1}{2}(n + i\tau) m_{4\xi}^{(n)}(2i\zeta) w_{4\xi}^{(n)}(2ik\eta) - 4n \sin \alpha \right) \right] \tag{16.157}
\]

and

\[
d_\alpha(\tau, \eta) = \left( \left[ w_{4\xi}^{(n)}(2ik\eta) \right] + \frac{1}{2}(n^2 + \tau^2) \left[ w_{4\xi}^{(n)}(2ik\eta) \right] \right)^{-1}. \tag{16.158}
\]

If \( P_{n-1}^i, Q_{n-1}^i \) or \( P_{n-1}^s, Q_{n-1}^s \) are used in the previous formulas in place of \( P_{n-1}^i, Q_{n-1}^i \), then eqs. (16.138) give the incident or scattered field components, respectively.

In particular, the total magnetic field components on the surface (\( \eta = \eta_1 \)) are:

\[
H_z = \frac{-iY}{4\pi \sin \alpha} \int_{-\infty}^{\infty} \frac{\eta_1}{\xi + \eta_1} \left[ \left( \tan \frac{1}{2} \xi \right)^{1/2} \Gamma\left( \frac{1}{2}(n + i\tau) \right) - T(\tau, \phi) \right] d\tau, \tag{16.159}
\]

\[
H_\phi = \frac{Y}{4\pi \sin \alpha} \int_{-\infty}^{\infty} \left[ \left( \tan \frac{1}{2} \xi \right)^{1/2} \left[ T(\tau, \phi) + T(\tau, -\phi) \right] \right] d\tau, \tag{16.160}
\]

where

\[
T(\tau, \phi) = t_0(\tau) + \sum_{n=1}^{\infty} (-1)^n \left[ t_0^{(1)}(\tau) e^{i\phi} + t_0^{(2)}(\tau) e^{-i\phi} \right]. \tag{16.161}
\]

\[
t_0^{(1)}(\tau) = 2(\tau)^{n+1} \left( \frac{1}{2}(n - i\tau) \right) d_\alpha(\tau, \eta_1) m_{4\xi}^{(n-1)}(2i\zeta) w_{4\xi}^{(n)}(2ik\eta_1). \tag{16.162}
\]
\[ t^{(2)}(\tau) = -(-i)^{n+1}(n-i)v(\tau, \eta_1) d_{n}(\tau, \eta_1) m^{(n+1)}(\omega^{1/2}i)^{-1}\left(2ik\xi\omega^{(n+1)}(2i\xi)^{-1}\left(-2i\eta_1\right) \right), \tag{16.164} \]

\[ t_0(\tau) = t^{(1)}(\tau) = t^{(2)}(\tau), \tag{16.165} \]

and \( d_n(\tau, \eta_1) \) is given by eq. (16.159) in which \( \eta = \eta_1 \).

For a plane wave whose direction of propagation is parallel to the \( y = 0 \) plane and forms the angle \( \alpha \) with the positive \( z \)-axis, and whose electric field vector is parallel to the \( x \)-axis, such that

\[ E = \Phi \exp \left\{ ik(z \cos \alpha + x \sin \alpha) \right\}, \tag{16.166} \]

\[ H = Y(z \sin \alpha - k \cos \alpha) \exp \left\{ ik(z \cos \alpha + x \sin \alpha) \right\}, \]

the components of the incident, scattered and total fields may be expanded in Fourier series (FOCK and FEDOROV [1958]; see also FOCK [1965], chapter 4); thus, for the total field:

\[ E_\xi = \sum_{n=1}^{\infty} E^{(n)}_\xi \sin (n\phi), \]

\[ E_\eta = \sum_{n=1}^{\infty} E^{(n)}_\eta \sin (n\phi), \]

\[ E_\phi = \frac{1}{2} E^{(0)}_\phi + \sum_{n=1}^{\infty} E^{(n)}_\phi \cos (n\phi), \]

\[ H_\xi = \frac{1}{2} H^{(0)}_\xi + \sum_{n=1}^{\infty} H^{(n)}_\xi \cos (n\phi), \tag{16.167} \]

\[ H_\eta = \frac{1}{2} H^{(0)}_\eta + \sum_{n=1}^{\infty} H^{(n)}_\eta \cos (n\phi), \]

\[ H_\phi = \sum_{n=1}^{\infty} H^{(n)}_\phi \sin (n\phi), \]

where

\[ E^{(n)}_\xi = \frac{(4k^2\xi\eta)^n}{2i\sqrt{\{\xi(\xi + \eta)\}}} \left[ \frac{1}{k} \frac{\partial D_{n-1}}{\partial \eta} - nG_n \right], \tag{16.168} \]

\[ E^{(n)}_\eta = \frac{(4k^2\xi\eta)^n}{2i\sqrt{\{\eta(\xi + \eta)\}}} \left[ \frac{1}{k} \frac{\partial D_{n-1}}{\partial \xi} + nG_n \right], \tag{16.169} \]

\[ E^{(n)}_\phi = \frac{(4k^2\xi\eta)^n}{2i\sqrt{\xi\eta}} (C_{n-1} + nG_n), \tag{16.170} \]

\[ H^{(n)}_\xi = \frac{-Y}{2i\sqrt{\{\xi(\xi + \eta)\}}} \left[ \frac{1}{k} \frac{\partial C_{n-1}}{\partial \eta} - nF_n \right], \tag{16.171} \]

\[ H^{(n)}_\eta = \frac{-Y}{2i\sqrt{\eta(\xi + \eta)}} \left[ \frac{1}{k} \frac{\partial C_{n-1}}{\partial \xi} + nF_n \right], \tag{16.172} \]

\[ H^{(n)}_\phi = \frac{-Y}{2i\sqrt{\xi\eta}} (D_{n-1} - nF_n). \tag{16.173} \]
The auxiliary functions $C_{a-1}, D_{a-1}, F_a$ and $G_a$ are still given by eqs. (16.145) through (16.159), with the exception of eq. (16.157) which is now replaced by:

$$p^a(\tau) = q^a(\tau) - \frac{n^2 + \tau}{2\tau} e^{i\kappa(\tau - i)} \frac{f(\frac{1}{2}(n - i\tau))}{f(1 + \frac{1}{2}(n + i\tau))}.$$  \hfill (16.174)

For axial incidence ($\phi = 0$), such that

$$E' = \xi e^{i\kappa z},$$  \hfill (16.175)

then (SCHENSTED [1955]):

$$E' = \exp\left\{\frac{ikk[(OP) - 2\eta_1]}{(OP)}\right\} \left\{[\eta_1 + \xi_1 \cos (2\phi)]\xi_1 + \xi_1 \sin (2\phi)\xi_1 - 2\xi_1 \eta_1 \cos \phi \right\},$$  \hfill (16.176)

where $(OP)$ is the distance between the focus $O$ and the observation point $P$ (see Fig. 16.6), and the coordinate $\xi_1$ of the reflection point $P_1 = (\xi_1, \eta_1, \phi_1 = \phi)$ is a root of:

$$2\left(\frac{\xi_1 \eta_1}{\eta_1}\right)^{1/4} - \xi_1 + \eta_1 - \xi_1 - \eta_1 = \left[4(\sqrt{\xi_1^2 - \sqrt{\xi_1^2 \eta_1^2}})^2 + (\xi_1 - \eta_1 + \eta_1)^2\right]^2;$$  \hfill (16.177)

in terms of the observation angle $\theta$,

$$\xi_1 = \eta_1 \left[1 + \cos \frac{\theta}{1 - \cos \theta}\right].$$  \hfill (16.178)

The exact result (16.176) is identical with the geometrical optics scattered field. The bistatic scattering cross section is (SCHENSTED [1955]):

$$\sigma(\theta) = 4\pi(\xi_1 + \eta_1)^2 = 4\pi\eta_1^2(\sin \frac{1}{2} \theta)^{-4},$$  \hfill (16.179)

and in particular, the back scattering cross section ($\theta = \pi$) is:

$$\sigma = 4\pi\eta_1^2.$$  \hfill (16.180)

A result equivalent to eq. (16.176), but expressed in a much more complicated form, that is as an infinite series involving the functions $S_1^1$ and $T_1^1$, had been previously obtained by HORTON and KARAL [1951].

16.4.2. HIGH FREQUENCY APPROXIMATIONS

For a plane wave whose direction of propagation is parallel to the $y = 0$ plane and forms the angle $\alpha$ with the positive $z$-axis, and whose magnetic field vector is parallel to the $y$-axis, such that

$$E_1 = (\xi \cos x - \xi \sin y) \exp \left\{ik(z \cos x + x \sin y)\right\},$$

$$H_1 = Y \exp \left\{ik(z \cos x + x \sin y)\right\},$$

the total magnetic field on the surface ($\eta = \eta_1$) is (FOCK [1946]; FOCK and FIDOROV
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[1958]; see also Fock [1965], chapters 2 and 4):

\[ H_\xi \sim Y \sqrt{\frac{\eta_1}{\xi + \eta_1}} G(u) \sin \phi \exp \{ik(z \cos \alpha + x \sin \alpha)\} \]
\[ H_\phi \sim YG(u) \cos \phi \exp \{ik(z \cos \alpha + x \sin \alpha)\}, \]

where \( G(u) \) is defined in the Introduction (see the second of eqs. (1.275)), and

\[ u = k(\sqrt{\xi_1} \sin \alpha \cos \phi - \eta_1 \cos \alpha) \{k^2 \eta_1^2 (\xi + \eta_1) \sin^2 \alpha\}^{-1}. \]

Results (16.182) and (16.183) are valid in the illuminated, penumbra and deep shadow regions, provided that \((k \eta_1)^3 \gg 1\). In particular, in the illuminated region and far from the shadow line \( \xi_1 = \xi_1(\phi) \) given by the equation

\[ \sqrt{\xi_1} \cos \phi = \sqrt{\eta_1} \cot \alpha, \]

such that

\[ k(\eta_1 \cos \alpha - \sqrt{\eta_1} \sin \alpha \cos \phi) \gg 1, \]

expressions (16.182) and (16.183) become:

\[ H_\xi \sim 2Y \sqrt{\frac{\eta_1}{\xi + \eta_1}} \sin \phi \exp \{ik(z \cos \alpha + x \sin \alpha)\}, \]
\[ H_\phi \sim 2Y \cos \phi \exp \{ik(z \cos \alpha + x \sin \alpha)\}, \]

which coincide with the geometrical optics approximation.

For a plane wave whose direction of propagation is parallel to the \( y = 0 \) plane and forms the angle \( \alpha \) with the positive \( z \)-axis, and whose electric field vector is parallel to the \( y \)-axis, such that

\[ E^1 = \hat{y} \exp \{ik(z \cos \alpha + x \sin \alpha)\}, \]
\[ H^1 = Y(\hat{z} \sin \alpha - \hat{x} \cos \alpha) \exp \{ik(z \cos \alpha + x \sin \alpha)\}, \]

the total magnetic field on the surface \((\eta = \eta_1)\) is (Fock and Fedorov [1958]; see also Fock [1965], chapter 4):

\[ H_\xi \sim Y \sqrt{\frac{\eta_1}{\xi + \eta_1}} \exp \{ik(z \cos \alpha + x \sin \alpha)\} \sqrt{\frac{\xi}{\eta_1}} G(u) \sin \phi \sin^2 \alpha - iF(u)(k \eta_1)^{-1} [k^2 \eta_1^2 (\xi + \eta_1) \sin^2 \alpha]\]
\[ \times \cos \phi, \]
\[ H_\phi \sim Y \exp \{ik(z \cos \alpha + x \sin \alpha)\} \sqrt{\frac{\xi}{\eta_1}} G(u) \sin \phi \cos \phi + iF(u)(k \eta_1)^{-1} [k^2 \eta_1^2 (\xi + \eta_1) \sin^2 \alpha]\]
\[ \times \sin \phi, \]

where \( F(u) \) and \( G(u) \) are defined in the Introduction (see eqs. (1.275)), and \( u \) is given by eq. (16.184). Results (16.190) and (16.191) are valid in the illuminated, penumbra
and deep shadow regions, provided that \((k\eta_1)^2 \gg 1\). In particular, in the illuminated region and far from the shadow line so that inequality (16.186) is satisfied, eqs. (16.190) and (16.191) become:

\[
H_t \sim \frac{2Y}{\sqrt{(\xi + \eta_1)}} \exp \left\{ ik(z \cos \alpha + x \sin \alpha) \right\} (\sqrt{\xi} \sin \alpha - \sqrt{\eta_1} \cos \alpha \cos \phi),
\]

\[
H_\phi \sim 2Y \exp \left\{ ik(z \cos \alpha + x \sin \alpha) \right\} \cos \alpha \sin \phi,
\]

which coincide with the geometrical optics approximation.

For axial incidence \((\alpha = 0)\), the geometrical optics scattered field is identical to the exact result of eq. (16.176).

16.5. Survey of concave paraboloid

The field produced by a point source located anywhere on the concave side of an acoustically soft or hard paraboloid has been studied by Buchholz [1953], from whose results the exact solution can be extracted in the form of an integral representation or of an infinite series. In a previous work, Buchholz [1943a] had examined the case of a point source at the focus.

Low frequency results, corresponding to the case \(k\eta_1 \ll 1\), have been obtained by Stone [1967] for both soft and hard bodies, when the point source is on the axis of symmetry, and for source and observation points either both in the near field, or one in the near field and the other in the far field.

High frequency results, corresponding to the case \(k\eta_1 \gg 1\), have been obtained by Stone [1967], who has given the total surface field at points far from the nose of a hard paraboloid, as produced by a point source located on the axis and far from the focus; Stone has interpreted his asymptotic results in terms of geometrical optics. A Luneburg-Kline expansion for the field produced by a point source at the focus of a soft or hard paraboloid has been derived by Keller et al. [1956]. Hochstadt [1956a] has considered a point source on the axis of symmetry, and has devoted special attention to the behavior of the field at or near a caustic.

For the case in which the primary field is a scalar plane wave, an exact integral representation of the solution has been given by Buchholz [1953], and high frequency expansions have been obtained by Hochstadt [1956a].

The exact electromagnetic field produced by an electric dipole located on the axis of symmetry of a perfectly conducting concave paraboloid has been derived by Buchholz [1948]. The cases of an electric dipole at the focus and oriented (i) parallel to the symmetry axis, or (ii) perpendicular to the axis, or (iii) perpendicular to the axis and backed by a dummy reflector have been considered by Pinney [1947], who has given the exact solutions as infinite series of eigenfunctions. The field produced by an electric dipole at the focus and perpendicular to the symmetry axis has also been studied by Skaiskaya [1955], who has obtained an integral representation for the exact solution as well as high frequency results, and by Rock [1957: 1965, chap-
ter 3], who has expressed the exact solution both as an integral and as an infinite series, and has derived high frequency expansions.

If the primary field is a plane electromagnetic wave, an integral representation of the exact solution may be obtained from BUCHHOLZ [1953].
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A factor 2 is missing in the right-hand sides of formulas (1.09) on p. 25.


The hyperboloid is the only separable shape among those considered in this book for which no exact solution is presently available. However, in the acoustical case it would be possible to apply a technique similar to that used by Bloom [1964] for the hard hyperbolic cylinder. The hyperboloid degenerates into a cone when the inter-focal distance becomes zero.

17.1. Hyperboloidal geometry

The coordinates appropriate to this shape are the prolate spheroidal coordinates \((\xi, \eta, \phi)\) shown in Fig. 11.1 and related to the rectangular Cartesian coordinates \((x, y, z)\) by the transformation

\[
\begin{align*}
x &= \frac{1}{2} d \sqrt{\{(\xi^2 - 1)(1 - \eta^2)\}} \cos \phi, \\
y &= \frac{1}{2} d \sqrt{\{(\xi^2 - 1)(1 - \eta^2)\}} \sin \phi, \\
z &= \frac{1}{2} d \xi \eta,
\end{align*}
\]

where \(1 \leq \xi < \infty, -1 \leq \eta \leq 1\) and \(0 \leq \phi < 2\pi\). The \(z\)-axis is the axis of symmetry, and the surfaces \(\xi = \text{constant}, |\eta| = \text{constant}\) and \(\phi = \text{constant}\) are respectively

![Fig. 17.1. Geometry for the hyperboloid of revolution](image)
confocal prolate spheroids of interfocal distance $d$, major axis $d\zeta$, and minor axis $d/\sqrt{\zeta^2-1}$; confocal hyperboloids of revolution of two sheets with interfocal distance $d$; and semi-planes originating in the $z$-axis.

The scattering body is the hyperboloid of revolution with surface $\eta = \eta_1 = \cos \nu_1 > 0$ (see Fig. 17.1), and the primary source is either a plane wave whose direction of propagation is parallel to the $(x, z)$ plane and forms the angle $\zeta > \nu_1$ with the negative $z$-axis, or a point or dipole source located either at $(\zeta_0, \nu_0, \phi_0 = 0)$ on the convex side or at the focus $(x_0 = \nu_0 = 0, \eta_0 = \frac{1}{2}d)$ on the concave side of the hyperboloid. The constant $c$ is given by: $c = \frac{1}{2}kd$.

17.2. Acoustically soft hyperboloid

17.2.1. Point sources

For a point source at $P_0 = (\zeta_0, \eta_0, \phi_0 = 0)$, such that

$$V^i = \frac{e^{ikr}}{kR},$$

(17.2)

the geometric optics scattered field at a point $P = (\xi, \eta, \phi = 0 \text{ or } \pi)$ located in the illuminated region is:

$$V_{s.o.}^s = -\frac{\exp \left\{ik[(P_0P_1)+(P_1P)]\right\}}{k(P_0P_1)} \times \left\{1 + \frac{(P_1P)}{(P_0P_1)} + \frac{2(P_1P)}{a_1 \cos \psi'} \left[1 + \frac{(P_1P)}{(P_0P_1)} + \frac{2(P_1P) \cos \psi'}{a_1 \cos \psi'} \right]^{-1} \right\},$$

(17.3)

where $(P_0P_1)$ and $(P_1P)$ are, respectively, the distances between the source $P_0$ and the reflection point $P_1$, and between $P_1$ and the observation point $P$ (see Fig. 17.2).

![Fig. 17.2. Geometrical field with point source incidence.](image-url)
\[ \cos \psi = \frac{d}{2(P_0 P) \sqrt{(\xi_1^2 - \eta_1^2)}} \left[ \sqrt{1 - \eta_1^2} (\eta_1 - \xi_1) \pm \eta_1 \sqrt{((\xi_1^2 - 1)(\xi_2^2 - 1)(1 - \eta_1^2))} \right] \]

(\( + \) if \( x_1 \) and \( x \) have the same sign; \( - \) if \( x_1 \) and \( x \) have opposite signs), (17.4)

\( a_1 \) is the radius of curvature of the scatterer's surface in the \((x, z)\) plane, evaluated at \( P_1 \):

\[ a_1 = \frac{d}{\eta_1} \frac{(\xi_1^2 - \eta_1^2)}{\eta_1 \sqrt{(1 - \eta_1^2)}}. \tag{17.5} \]

\( b_1 \) is the other principal radius of curvature at \( P_1 \):

\[ b_1 = \frac{d}{2\eta_1} \sqrt{((\xi_1^2 - \eta_1^2)(1 - \eta_1^2))}. \tag{17.6} \]

and the coordinate \( \xi_1 \) is determined as a function of \( \xi_0, \eta_0, \xi, \eta, \eta_1 \) and \( \phi \) by the relation

\[ \frac{\xi}{\xi_1} \left[ (P_0 P) + (P_1 P) \right] = 0. \tag{17.7} \]

The result (17.3) is applicable if \( k h_1 > 1 \), and this is always the case if

\[ \frac{\xi}{\eta_1} \left( 1 - \eta_1^2 \right) > 1. \tag{17.8} \]

In the shadowed region, \( V_{\omega a} = 0 \).

In particular, when both source and observation points are on the \( z \)-axis:

\[ V_{\omega a} = - (1 - \eta_1^2) \exp \left\{ ic(2\eta_1 - \xi_0 \eta_0 - \xi \eta) \right\} \left( \frac{2\eta_1(1 + \xi_0 \eta_0) - (1 + \eta_1^2)(\xi_0 \eta_0 + \xi \eta)}{2\eta_1(1 + \xi_0 \eta_0)} \right), \tag{17.9} \]

where either \( \xi_0 = 1 \) if \( z_0 > -\frac{d}{2} \) or \( \eta_0 = -1 \) if \( z_0 < -\frac{d}{2} \), and either \( \xi = 1 \) if \( z > -\frac{d}{2} \) or \( \eta = -1 \) if \( z < -\frac{d}{2} \); in the far field (\( \eta = -1, \xi \to \infty \)):

\[ V_{\omega a} = - \frac{1 - \eta_1^2}{1 + \eta_1^2 - 2\eta_1 \xi_0 \eta_0} \exp \left\{ ic(2\eta_1 - \xi_0 \eta_0) \right\}. \tag{17.10} \]

If the source is at the focus \((x_0 = y_0 = 0, z_0 = -\frac{d}{2})\) and the observation point is on the \( z \)-axis:

\[ V_{\omega a} = - \frac{1 - \eta_1}{1 + \eta_1^2} \exp \left\{ ic(1 + 2\eta_1 - \xi \eta) \right\}. \tag{17.11} \]

and in the far field (\( \eta = -1, \xi \to \infty \)):

\[ V_{\omega a} = - \frac{1 - \eta_1}{1 + \eta_1^2} \exp \left\{ ic(1 + 2\eta_1 + 1) \right\}. \tag{17.12} \]

For a source located at the focus \((x_0 = y_0 = 0, z_0 = \frac{d}{2})\), the scattered field is given by the Huygens-Fresnel expansion (Klittner et al., [1556]):
\[ \nu^* \sim \exp \left\{ \frac{i[k(QP) + 2c\eta_1]}{k(QP)w} \right\} \sum_{m=0}^{\infty} \frac{2c\eta_1}{(2m+1)!} \sum_{j=0}^{\infty} \left[ \frac{2c\eta_1}{j!} \sum_{i=0}^{2m+j} a_{j+i} w^{-i} \right], \quad (17.13) \]

where \((QP)\) is the distance between the focus \(Q\) at \(z = \frac{1}{4}d\) and the observation point \(P\) (see Fig. 17.3),

\[ w = 1 + \frac{2\eta_1}{1 - \eta_1^2} (\eta_1 - \cos \theta), \quad (17.14) \]

\(\theta\) is the angle that the reflected ray \(P_1P\) forms with the positive \(z\)-axis,

\[ a_{j+i} = \frac{1}{2j} \left[ -(2j+i)(t+1)a_{j+1,i+1} + 2 \frac{1 + \eta_1^2}{1 - \eta_1^2} (j+i)^2 a_{j-1,i,n-1} - \right. \]

\[ - \left. (j+i-1)(j+i)t a_{j-1,i-1,n-1} \right], \quad (1 \leq i \leq n), \quad (17.15) \]

\[ a_{mn} = - \sum_{j=0}^{n} \sum_{i=0}^{\infty} a_{j+i} \left( \frac{j}{i-s} \right) (-1)^{j-i}, \quad (0 \leq t \leq 2n; n \geq 1), \quad (17.16) \]

\[ a_{00} = -1, \quad (17.17) \]

and the binomial coefficients \(\binom{\eta_1}{j}\) in eq. (17.16) are understood to be zero unless \(0 \leq \eta_1 \leq \xi\). The first few terms of the expansion (17.13) are:

\[ 1 \sim - \exp \left\{ \frac{i[k(QP) + 2c\eta_1]}{k(QP)w} \right\} \left[ 1 + \frac{i}{2c\eta_1} \left( \frac{1 + \eta_1^2 - 2w^{-1}}{1 - \eta_1^2} + \frac{1}{w^2} \right) - \right. \]

\[ - \left. \frac{i}{k(QP)w} \left( \frac{1 + \eta_1^2}{1 - \eta_1^2} \right) + \ldots \right]. \quad (17.18) \]
For a source located at the focus \( P_0 \equiv (x_0 = y_0, z_0 = \frac{1}{2}d; \xi_0 = \eta_0 = 1) \) on the concave side of the hyperboloid, the geometric optics scattered field is:

\[
V_{g.o.} = -\frac{\exp \left( ik \left[ \frac{(P_0 - P_1) + (P_1 - P)}{|P_0 - P_1|} \right] \right)}{4k(P_0 - P_1)} \left\{ \left[ 1 + \frac{(P_1 - P)}{(P_0 - P_1)} - \frac{2(P_1 - P)}{a_1 \cos \psi_1} \right] \times \left[ 1 + \frac{(P_1 - P)}{(P_0 - P_1)} - \frac{2(P_1 - P) \cos \psi_1}{b_1} \right] \right\}^{-\frac{1}{2}}, \tag{17.19}
\]

where the geometry is shown in Fig. 17.4, \( a_1 \) and \( b_1 \) are given by eqs. (17.5) and (17.6), \( \psi_1 \) by eq. (17.7), and

\[
\cos \psi_1 = \frac{d}{2(P_0 - P_1) \sqrt{\xi_1 - \eta_1 (1 - \eta_1)}}. \tag{17.20}
\]

The result (17.19) is applicable if \( kb_1 \gg 1 \), and this is certainly the case if eq. (17.8) is satisfied.

In particular, if also the observation point is on the \( z \)-axis,

\[
V_{g.o.} = -\frac{1 + \eta_1}{1 - \eta_1} \frac{\exp \left\{ ic(1 - 2\eta_1 + \xi \eta) \right\}}{c(1 + \xi \eta)}, \tag{17.21}
\]

where either \( \xi = 1 \) if \( z < \frac{1}{2}d \), or \( \eta = 1 \) if \( z > \frac{1}{2}d \); in the far field (\( \eta = 1, \xi \to \infty \)):

\[
V_{g.o.} = -\frac{1 + \eta_1}{1 - \eta_1} \exp \left\{ \frac{ic(\xi - 2\eta_1 + 1)}{c \xi} \right\}. \tag{17.22}
\]

17.2.2. **Plane wave incidence**

For incidence from the half-plane \( \phi_0 = 0 \) at an angle \( \zeta \) with respect to the negative \( z \)-axis (see Fig. 17.5), such that

\[
V = \exp \left\{ -ik(x \sin \zeta + z \cos \zeta) \right\}, \tag{17.23}
\]
the geometric optics scattered field at a point \( P = (\zeta, \eta, \phi = 0 \text{ or } \pi) \) located in the illuminated region is:

\[
V_{s.o.} = -\left\{ \left[ 1 + \frac{2(P_1 P)}{a_1 \cos \psi_1} \right] \left[ 1 + \frac{2(P_1 P) \cos \psi_1}{b_1} \right] \right\}^{-1}
\times \exp \{ ik[(P_1 P) - x_1 \sin \xi - z_1 \cos \xi] \}.
\]  
(17.24)

where \((P_1 P)\) is the distance between the reflection point \( P_1 \equiv (x_1, 0, z_1) \equiv (\xi_1, \eta_1, \phi_1 = 0 \text{ or } \pi) \) and the observation point \( P \), \( a_1 \) and \( b_1 \) are given by eqs. (17.5) and (17.6).

\[
\cos \psi_1 = -\frac{1}{\sqrt{(\xi_1^2 - \eta_1^2)}} (\pm \eta_1 \sqrt{\xi_1^2 - 1} \sin \xi - \xi_1 \sqrt{1 - \eta_1^2} \cos \xi),
\]
\[
( + \text{ if } \phi_1 = 0; \quad - \text{ if } \phi_1 = \pi),
\]  
(17.25)

and \( \xi_1 \) is the root of

\[
d \frac{d}{2(P_1 P)} = \frac{x \eta_1 \sqrt{\xi_1^2 - 1} \sin \xi - \xi_1 \sqrt{1 - \eta_1^2} \cos \xi}{\beta \eta_1 \sqrt{|(\xi_1^2 - 1)(\xi_1^2 - 1(1 - \eta_1^2)) - (\xi_1 \xi_1 - \eta_1^2)(1 - \eta_1^2)|}}
\]

\[
(x = +1 \text{ if } \phi_1 = 0, \quad x = -1 \text{ if } \phi_1 = \pi; \quad \beta = +1 \text{ if } \phi = \phi_1, \quad \beta = -1 \text{ if } \phi \neq \phi_1).
\]  
(17.26)

In the shadowed region, \( V_{s.o.} = 0 \).

In particular, for axial incidence \( (\xi = \pi) \) and observation point on the z-axis:

\[
V_{s.o.} = \frac{1 - \eta_1^2}{1 + \eta_1^2 - 2z_1 \eta_1} \exp \{ i(2n_1 - \xi_1 \eta) \}.
\]  
(17.27)

where either \( z = 1 \text{ if } \eta > 0 \), or \( \eta = -1 \text{ if } z = -1d \).
The geometric optics back scattering cross section is
\[ \sigma_{g.o.} = \frac{\pi c^2}{k^2} (\eta_1 - \xi^2/\eta_1)^2; \]  
(17.28)
in particular, for axial incidence (\(\zeta = \pi\)):
\[ \sigma_{g.o.} = \frac{\pi c^2}{k^2} (\eta_1 - \eta_1^{-1})^2. \]  
(17.29)

17.3. Acoustically hard hyperboloid

17.3.1. Point sources

For a point source at \(P_0 = (\xi_0, \eta_0, \phi_0 = 0)\), such that
\[ \nu^1 = \frac{\exp(ikR)}{kR}, \]  
(17.30)
the geometric optics scattered field at a point \(P = (\xi, \eta, \phi = 0 \text{ or } \pi)\) located in the illuminated region is:
\[ V_{g.o.} = \frac{\exp\left\{ik\left[(P_0P_1) + (P_1P)\right]\right\}}{k(P_0P_1)} \times \left[1 + \frac{(P_1P)}{(P_0P_1)} \right]^{-\frac{1}{2}} \left[1 + \frac{(P_1P)}{(P_0P_1)} \right]^{-\frac{1}{2}} \left(\frac{\eta + \cos \psi_1}{\eta_1}\right) \right]^{-\frac{1}{2}}, \]  
(17.31)
where \((P_0P_1)\) and \((P_1P)\) are, respectively, the distances between the source \(P_0\) and the reflection point \(P_1\), and between \(P_1\) and the observation point \(P\) (see Fig. 17.2); \(\cos \psi_1, a_1, b_1\) and \(\xi_1\) are given by eqs. (17.4) to (17.7). This result is certainly valid if eq. (17.8) is satisfied.

In the shadowed region, \(V_{g.o.} = 0\).

In particular, when both source and observation points are on the \(z\)-axis:
\[ V_{g.o.} = \frac{1 - \eta_1}{1 + \eta_1 - 2\eta_1 \zeta_0 \eta_0} \exp\left\{i\left(\frac{2\eta_1 - \zeta_0}{1 + \zeta_0 \eta_0} - \frac{\xi_0}{\eta_0} \right)\right\}, \]  
(17.32)
where either \(\zeta_0 = 1\) if \(z_0 > -\frac{1}{4}d\) or \(\eta_0 = -1\) if \(z_0 < -\frac{1}{4}d\); or either \(\xi = 1\) if \(z > -\frac{1}{4}d\) or \(\eta = -1\) if \(z < -\frac{1}{4}d\); in the far field (\(\eta = -1, \xi \to \infty\)):
\[ V_{g.o.} = \frac{1 - \eta_1}{1 + \eta_1 - 2\eta_1 \zeta_0 \eta_0} \exp\left\{i\left(\frac{\xi + 2\eta_1 - \zeta_0}{\eta_0} \right)\right\}. \]  
(17.33)
If the source is at the focus \((x_0 = y_0 = 0, z_0 = -\frac{1}{4}d)\) and the observation point is on the \(z\)-axis:
\[ V_{g.o.} = \frac{1 - \eta_1}{1 + \eta_1} \exp\left\{i\left(\frac{1 + 2\eta_1 - \zeta_0}{1 - \xi_0} \right)\right\}. \]  
(17.34)
and in the far field ($\eta = -1$, $\xi \to \infty$):

$$V_{\text{f.o.}}^\ast = \frac{1 - \eta_1}{1 + \eta_1} \frac{\exp \{i\xi(2\eta_1 + 1)\}}{c\xi^\ast}. \quad (17.35)$$

For a source located at the focus ($x_0 = y_0 = 0; z_0 = -\frac{1}{2}d$), the scattered field is given by the Luneburg-Kline expansion (Keller et al. [1956]):

$$V^\ast \sim \exp \left\{ \frac{i[k(QP) + 2c\eta_1]}{k(QP)w} \sum_{n=0}^{\infty} \left( \frac{2c\eta_1}{k(QP)w} \right)^n \sum_{j=0}^{2n-j} \frac{2^{2n-j}}{\sum_{t=0}^{2n-j} a_{j,n-t} w^{-t}} \right\}. \quad (17.36)$$

where $\{QP\}$ is the distance between the focus $Q$ at $z = \frac{1}{2}d$ and the field point $P$ (see Fig. 17.3), $w$ is given by eq. (17.14), $a_{j,n}$ with $j \neq 0$ is given by eq. (17.15),

$$a_{0n} = - \sum_{j=1}^{2n-j} \sum_{t-s=0}^{j} a_{j,n} \left( \frac{j}{t-s+1} \right) (-1)^{t-s} + \sum_{j=0}^{2n-j-2} \sum_{t-s=0}^{j} a_{j,n-t} (-1)^{t-s+1} \times \left( (1+j) \left( \frac{1+j}{t-s+1} \right) - 2(j+s+1) \left[ \left( \frac{j}{t-s+1} \right) + \frac{1+\eta_1^2}{1-\eta_1^2} \left( \frac{j}{t-s} \right) \right] \right),$$

$$0 \leq t \leq 2n; n \geq 1, \quad (17.37)$$

and the binomial coefficients ($^n_j$) in eq. (17.37) are understood to be zero unless $0 \leq \beta \leq \alpha$. The first few terms of the expansion (17.36) are:

$$V^\ast \sim \exp \left\{ \frac{i[k(QP) + 2c\eta_1]}{k(QP)w} \sum_{n=0}^{\infty} \left( \frac{2c\eta_1}{k(QP)w} \right)^n \sum_{j=0}^{2n-j} \frac{2^{2n-j}}{\sum_{t=0}^{2n-j} a_{j,n-t} w^{-t}} \right\}. \quad (17.39)$$

For a source located at the focus $P_0 \equiv (x_0 = y_0 = 0; z_0 = \frac{1}{2}d; \zeta_0 = \eta_0 = 1)$ on the concave side of the hyperboloid, the geometric optics scattered field is

$$V_{\text{g.o.}}^\ast = \exp \left\{ \frac{i[k(P_0 P) + (P_1 P)]}{k(P_0 P_1)} \left[ 1 + \frac{P_1 (P_1)}{P_0 (P_0)} \right] \right\} \left[ 1 + \frac{(P_1 P)}{(P_0 P_1)} \right]^{-1} \left[ 1 + \frac{2(P_1 P) \cos \psi_1}{h_1} \right]^{-1}. \quad (17.40)$$

where $a_1, h_1, c_1$ and $\cos \psi_1$ are given by eqs. (17.5), (17.6), (17.7) and (17.20), respectively (see Fig. 17.4). The result (17.40) is applicable if $kh_1 \ll 1$. and this is certainly the case if eq. (17.8) is satisfied.

In particular, if the observation point is also on the z-axis,

$$V_{\text{g.o.}}^\ast = \frac{1 + \eta_1}{1 - \eta_1} \exp \left\{ i c(2\eta_1 + \zeta_1) \right\} \frac{1}{c(1 + \zeta_1)}. \quad (17.41)$$
where either \( \zeta = 1 \) if \( z < \frac{1}{4}d \), or \( \eta = 1 \) if \( z > \frac{1}{4}d \); in the far field (\( \eta = 1, \xi \rightarrow \infty \)):

\[
V_{\text{sc}} = \frac{1 + \eta_1}{1 - \eta_1} \frac{\exp \left( i \epsilon (\zeta - 2 \xi_1 + 1) \right)}{c_\xi}. \tag{17.42}
\]

### 17.3.2. Plane wave incidence

For incidence from the half-plane \( \phi_0 = 0 \) at an angle \( \zeta \) with respect to the negative \( z \)-axis (see Fig. 17.5), such that

\[
V^i = \exp \{-ik(x \sin \zeta + z \cos \zeta)\}, \tag{17.43}
\]

the geometric optics scattered field at a point \( P = (\xi, \eta, \phi = 0 \text{ or } \pi) \) located in the illuminated region is

\[
V^\alpha = \left( 1 + \frac{2(P, P)}{a_1 \cos \psi_1} \right)^{-1} \left[ \frac{1 + 2(P, P) \cos \psi_1}{b_1} \right] \exp \{ik[(P, P) - x_1 \sin \zeta - z_1 \cos \zeta] \}, \tag{17.44}
\]

where \( (P, P) \) is the distance between the reflection point \( P_1 \equiv (x_1, 0, z_1) \equiv (\xi_1, \eta_1, \phi_1 = 0 \text{ or } \pi) \) and the observation point \( P \), and \( a_1, b_1, \cos \psi_1 \) and \( \psi_1 \) are given by eqs. (17.5), (17.6), (17.25) and (17.26) respectively. This result is certainly valid if eq. (17.8) is satisfied.

In the shadowed region, \( V_{\text{sc}} = 0 \).

In particular, for axial incidence (\( \zeta = \pi \)) and observation point on the \( z \)-axis:

\[
V^\alpha = \frac{1 - \eta_1^2}{1 + \eta_1^2 - 2 \zeta \eta_1} e^{i(x_1 - \zeta z_1)}, \tag{17.45}
\]

where either \( \zeta = 1 \) if \( z > -\frac{1}{4}d \), or \( \eta = 1 \) if \( z < -\frac{1}{4}d \).

The geometric optics back scattering cross section is still given by eq. (17.28) and, in the particular case of axial incidence (\( \zeta = \pi \)), by eq. (17.29).

A more refined approximation based on the Luneburg-Kline method is available only for axial incidence (\( \zeta = \pi \)). The incident field

\[
V^i = e^{ikz} \tag{17.46}
\]

originates the scattered field (Schensted [1955]):

\[
V^\alpha \sim \exp \{ik[(P, P)] \} \left[ V_0 + V_1 e^{-1} + O(e^{-2}) \right], \tag{17.47}
\]

where

\[
V_0 = \sqrt{\frac{\rho_{12}}{h_1 h_2}}, \tag{17.48}
\]

\[
\begin{align*}
\psi_1 &= \frac{1}{\rho_{12}} \left[ \left( 1 + \frac{h_1^{-1}}{h_2} \right)^2 + \left( 1 + \frac{h_2^{-1}}{h_1} \right)^2 \left( 1 + \frac{2}{h_1^{-1}} \right) \left( 1 + \frac{D}{B^2} \right) \right] \\
&\quad + \left( 1 + \frac{A}{B} \right) \left[ \left( 1 - \frac{1}{A \rho_{12}} \right) + \left( 1 - \frac{2}{B^2} \right) \left( 1 + \frac{D}{B^2} \right) \right] \left( 1 - h_1^{-1} \right)^2. \tag{17.49}
\end{align*}
\]
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\[ h_1 = 1 + \frac{4(P_1 P) B}{(1 + A^2)d}, \quad h_2 = \rho_1 + \frac{4(P_1 P) A}{(1 + A^2)d}, \quad (17.50) \]

\[ A = \frac{\eta_1}{\xi_1} \sqrt{\frac{\xi_1^2 - 1}{1 - \eta_1^2}}, \quad (17.51) \]

\[ B = \frac{\eta_1}{\xi_1^3(1 - \eta_1^2)}, \quad (17.52) \]

\[ C = -\frac{3\eta_1}{\xi_1^5(1 - \eta_1^2)} \sqrt{(\xi_1^2 - 1)}, \quad (17.53) \]

\[ D = -\frac{3\eta_1}{\xi_1^5(1 - \eta_1^2)} (5 - 4\xi_1^2), \quad (17.54) \]

\[ \rho_1 = \sqrt{(\xi_1^2 - 1)(1 - \eta_1^2)}. \quad (17.55) \]

\((P_1 P)\) is the distance between the reflection point \(P_1 \equiv (x_1, y_1 = 0, z_1) \equiv (\zeta_1, \eta_1, \phi_1 = 0)\) and the observation point \(P \equiv (x, y = 0, z) \equiv (\xi, \eta, \phi = 0)\), and \(\xi_1\) is a root of the equation:

\[ \frac{2(P_1 P)}{d} = \eta_1 - \xi_1\eta + \frac{\eta_1}{\xi_1} \sqrt{(\xi_1^2 - 1)(\xi_1^2 - 1)(\xi_1^2 - 1)} \quad (17.56) \]

A comparison of result (17.47) with the physical optics approximation is found in SCHENSTI [1955].

17.4. Perfectly conducting hyperboloid

17.4.1 Dipole sources

Geometrical and physical optics approximations are easily obtained in the case of a dipole on the z-axis and axially oriented; the considerations of this section are limited to this simple case.

For an electric dipole at \(P_0 \equiv (x_0, y_0 = 0, z_0 = \frac{1}{2}d\eta_1)\) with moment \((4\pi \varepsilon_0 k)^2\) corresponding to an incident electric Hertz vector \(z e^{iR}/(k R)\), the incident field is

\[ H_\phi' = -k^2 \varepsilon_0 e^{ikR}/kR \left(1 + \frac{i}{kR}\right) \sqrt{(\xi_1^2 - 1)(\xi_1^2 - 1)} \],

\[ H_\xi' = H_\eta' = 0. \quad (17.57) \]

In the physical optics approximation, the total magnetic field tangential to the surface \(\eta = \eta_1\) at the point \(P_1 = (\zeta_1, \eta_1, \phi_1)\) is:

\[ (H_\phi)_{P_0} = -2k^2 \varepsilon_0 \exp \left\{ i(k(P_0 P_1) / k(P_0 P_1)) [\xi_1, (\xi_1^2 - 1)(\xi_1^2 - 1)] \right\} \left[1 + \frac{i}{k(P_0 P_1) / k(P_0 P_1)} \right]. \quad (17.58) \]

where \((P_0, P_1)\) is the distance between the source point \(P_0\) and the observation point \(P = P_1\).
If the dipole is far from the reflection point $P_1$ (i.e. $k(P_0P_1) \gg 1$), such that

$$H_\phi^i \sim -k^2Y \frac{\exp \{ik(P_0P_1)\}}{k(P_0P_1)} \frac{c\sqrt{\{(\xi_1^2 - 1)(1 - \eta_1^2)\}}}{k(P_0P_1)},$$  \hspace{1cm} (17.59) $$

the geometrical optics scattered field is:

$$(H_\phi)^{g.o.} \sim -k^2Y \frac{c\sqrt{\{(\xi_1^2 - 1)(1 - \eta_1^2)\}} \exp \{ik[(P_0P_1)+ (P_1P_2)]\}}{k(P_0P_1)}$$

$$\times \left\{ \left[ 1 + \left( \frac{P_1P}{P_0P_1} \right) + \frac{2(P_1P)}{a_1 \cos \psi} \right] \left[ 1 + \left( \frac{P_1P}{P_0P_1} \right) + \frac{2(P_1P) \cos \psi}{b_1} \right] \right\}^{-1},$$  \hspace{1cm} (17.60) $$

where $(P_1P)$ is the distance between the reflection point $P_1 = (\xi_1, \eta_1, \phi_1 = \phi)$ and the observation point $P = (\xi, \eta, \phi)$, and $\psi$ is the angle of incidence; $\cos \psi$, $a_1$, $b_1$ and $\xi_1$ are given by eqs. (17.4) to (17.7). The result (17.60) is valid if $k \rho_1 > 1$, and this is always the case if eq (17.8) is satisfied.

If the observation point is on the $z$-axis, the field is zero.

For a magnetic dipole at $P_0 \equiv (x_0 = y_0 = 0, z_0 = \frac{1}{4}d_\eta)$ with moment $(4\pi/k)\mathbf{z}$ corresponding to an incident magnetic Hertz vector $\mathbf{E}_i = \mathbf{H}_i / (kR)$, the incident field is:

$$E_\phi^i = k^2 \frac{e^{ikR}}{kR} \left( 1 + \frac{i}{kR} \right) \frac{1}{kR} \sqrt{\{(\xi^2 - 1)(1 - \eta^2)\}},$$

$$(17.61)$$

The physical optics approximation, the total magnetic field tangential to the surface $\eta = \eta_1$ at the point $P_1 = (\xi_1, \eta_1, \phi_1)$ is:

$$(H_\phi)^{p.o.} = 2k^2 \sqrt{\frac{\xi_1^2 - 1}{\xi_1^2 - \eta_1^2}} \frac{\exp \{ik(P_0P_1)\}}{k(P_0P_1)}$$

$$\times \left\{ \frac{i \eta_1}{k(P_0P_1)} \left[ 1 + \frac{i}{k(P_0P_1)} \right] \left[ 1 + \frac{3i}{k(P_0P_1)} \left( \frac{\xi_1 \eta_1 - \xi_1 \eta_1}{k^2(P_0P_1)^2} \right) \right] + \right.$$

$$k^2 \frac{3(1 - \eta_1^2)}{(P_0P_1)^2} \left[ \eta_1(\xi_1^2 - 1) - \xi_1(\xi_1 \eta_1 - \xi_1 \eta_1) \left( 1 + \frac{3i}{k(P_0P_1)} \right) - \frac{3}{k^2(P_0P_1)^2} \right] \right\}. $$  \hspace{1cm} (17.62) $$

where $(P_0P_1)$ is the distance between the source point $P_0$ and the observation point $P = P_1$.

If the dipole is far from the reflection point $P_1$ (i.e. $k(P_0P_1) \gg 1$), such that

$$E_\phi^i \sim k^2 \frac{\exp \{ik(P_0P_1)\}}{k(P_0P_1)} \frac{c\sqrt{\{(\xi_1^2 - 1)(1 - \eta_1^2)\}}}{k(P_0P_1)}.$$  \hspace{1cm} (17.63) $$

the geometrical optics scattered field is:
\[(E\phi)_{g.o.} \sim -k^2 Z \sqrt{\frac{\eta_1^2 - 1}{1 - \eta_1^2}} \exp \left(i k [(P_0, P_1) + (P_1, P)] \right) \frac{1}{k(P_0, P_1)} \times \left[ 1 + \frac{(P_1, P)}{a_1 \cos \psi_1} \right]^{-\frac{1}{2}} \]

where \((P_1, P)\) is the distance between the reflection point \(P_1 = (\xi_1, \eta_1, \phi_1 = \phi)\) and the observation point \(P = (\xi, \eta, \phi)\), and \(\psi_1\) is the angle of incidence; \(\cos \psi_1, a_1, b_1\) and \(\xi_1\) are given by eqs. (17.4) to (17.7). The result (17.64) is valid if \(kb_1 > 1\) and this is always the case if eq. (17.8) is satisfied.

If the observation point is on the z-axis, the field is zero. If the magnetic dipole is on the surface \((P_0, 0, 0)\), the exact electromagnetic field components are identically zero everywhere.

If the electric or magnetic dipole is oriented along the z-axis and located at the focus \(P_0 \equiv (x_0 = y_0 = 0, z_0 = \frac{1}{2}d)\) on the concave side of the hyperboloid, and if \(k(P_0, P_1) > 1\) and \(kb_1 > 1\), then the geometrical optics scattered field is given by eqs. (17.60) and (17.64) respectively, in which \(a_1\) is replaced by \((-a_1)\) and \(b_1\) by \((-b_1)\).

17.4.2. Plane wave incidence

For a wave of arbitrary polarization incident at an angle \(\zeta\) with respect to the negative z-axis, the geometrical optics back scattering cross section is:

\[\sigma_{g.o.} = \frac{\pi \epsilon}{k^2} (\eta - \eta_1^2)^2,\]  

where \(\xi_1\) satisfies the relation

\[\tan \zeta = -\eta_1 \sqrt{\frac{\xi_1^2 - 1}{1 - \eta_1^2}},\]

formula (17.65) is a good approximation if

\[c \eta_1 \sqrt{\frac{(\xi_1^2 - \eta_1^2)(1 - \eta_1^2)}}{1} \gg 1.\]

For axial incidence (\(\zeta = \pi\)),

\[\sigma_{g.o.} = \frac{\pi \epsilon}{k^2} (\eta - \eta_1^{-1})^2,\]

and this is a good approximation if

\[\frac{c}{\eta_1} (1 - \eta_1^{-2}) \gg 1.\]

A more refined approximation based on the Luneburg-Kline method is available only for axial incidence (\(\zeta = \pi\)). The incident field

\[E^i = \Re e^{ikz}, \quad H^i = \Im e^{ikz}\]

(17.70)
originates the scattered field (SCHENSTED [1955]):

\[ E' \sim \exp \{ik[z_1 + (P_1P)]\} [E_0 + E_1 e^{-i} + O(e^{-2})]. \]  

(17.71)

where

\[ E_0 = \sqrt{\frac{\rho_1}{h_1h_2}} \left( -\cos \phi \hat{\rho}_1 + \sin \phi \hat{\rho}_1 \right). \]  

(17.72)

\[ E_1 = \frac{i\hat{\rho}_1}{h_1h_2} \left[ 1 - \frac{h_1}{B} \left( \frac{1}{8\rho_1^2} - \frac{AC}{(1+A)h_1} \right) + \frac{2C+D\rho_1^2}{8\rho_1B^2} (1-h_1^2) - \frac{1}{8A\rho} \right] - \frac{5C^2}{24B^3} (1-h_1^{-1})^3 \right] \cos \phi \hat{\rho}_1 + \]  

\[ + \left[ B \left( 1 + \frac{A^2-1}{A^2+1} h_1^{-1} \right) - \frac{A}{\rho_1} (1-h_1^{-1}) - \frac{(5A^2+1)(3A^2-1)}{8A(1+A^2)h_2^2} \right] \sin \phi \hat{\rho}_1 + \]  

\[ + \left[ B(1-h_1^{-1}) - \frac{A}{\rho_1} (1-h_1^{-1}) - \frac{15A^2-1}{8A^2h_2^2} \right] \sin \phi \hat{\rho}_1 + \frac{C}{8Ah_1} (1-h_1^{-1}) - \]  

\[ - \frac{1}{\rho_1} + \frac{2AB}{1+A^2} h_1^{-1} + \frac{1+3A^2}{2(1+A^2)h_2^2} \cos \phi \hat{s}_1, \]  

(17.73)

\[ \hat{\rho}_1 = \frac{1-A^2}{1+A^2} \left( \cos \phi \hat{\xi} + \sin \phi \hat{\eta} \right) + \frac{2A}{1+A^2} \hat{\xi}. \]  

(17.74)

\[ \hat{\phi} = -\sin \phi \hat{\xi} + \cos \phi \hat{\eta}. \]  

(17.75)

\[ \hat{s}_1 = \frac{-2A}{1+A^2} \left( \cos \phi \hat{\xi} + \sin \phi \hat{\eta} \right) + \frac{A^2-1}{A^2+1} \hat{\xi}. \]  

(17.76)

\( h_1, h_2, A, B, C, D \) and \( \rho_1 \) are given by eqs. (17.50) to (17.55), \( \bar{\zeta}_1 \) is a root of eq. (17.56), and \( (P_1P) \) is the distance between the reflection point \( P_1 \equiv (x_1, y_1, z_1) \equiv \bar{\epsilon}(\bar{\zeta}_1, \eta_1, \phi_1 = \hat{\phi}) \) and the observation point \( P \equiv (x, y, z) \equiv (\bar{z}, \eta, \phi) \).

A comparison of result (17.71) with the physical optics approximation is found in SCHENSTED [1955].

For the axially incident field of eq. (17.70), the bistatic physical optics cross section in a direction parallel to the \((x, z)\) plane and forming the angle \( \theta = \arccos \eta \) with the positive \( z \)-axis is (STEGEMANN et al. [1955]):

\[ \sigma(\theta)_{\text{BOP}} = \frac{\pi e^{2}}{k \xi \eta_1 (\eta_1 - \eta_1^{-1})} \left( 1 - \frac{1 + \cos \theta}{2\eta_1^{-2}} \right)^{-2} \]  

(17.77)

this formula is valid for

\[ \theta > \pi - 2 \arctan \sqrt{\frac{(1-\eta_1^2)}{\eta_1}}. \]  

(17.78)
In particular, in the back scattering direction ($\theta = \pi$) formula (17.77) gives the geometric optics result of eq. (17.68).
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The cone is the limit of a hyperboloid as the interfocal distance shrinks to zero; however, the prolate spheroidal coordinates appropriate to a hyperboloid prove to be of little use in the analysis of the boundary value problem for the cone. An exact solution in spherical coordinates, on the other hand, has been intensively studied and has yielded important information concerning diffraction at a tip. Nevertheless, many features of the asymptotic behavior of the exact solution remain to be explored.

18.1. Cone geometry and preliminary considerations

In terms of the spherical polar coordinates \((r, \theta, \phi)\), which are related to the Cartesian coordinates \((x, y, z)\) by the equations
\[
\begin{align*}
x &= r \sin \theta \cos \phi, \\
y &= r \sin \theta \sin \phi, \\
z &= r \cos \theta,
\end{align*}
\]
the surface of the cone is defined as \(\theta = \theta_1\), where \(\frac{1}{2} \pi \leq \theta_1 \leq \pi\). The exterior half-angle is therefore \(\theta_1\), and the (interior) semivertex angle is \(\delta = \pi - \theta_1\).

The primary source is a point or dipole source located at \((r_0, \theta_0, \phi_0)\) with \(0 \leq \theta_0 \leq \frac{1}{2} \pi\), or a plane scalar wave or a plane electromagnetic wave incident from the direction \(\theta_0, \phi_0\). These configurations are illustrated in Fig. 18.1. The plane electromagnetic wave has arbitrary polarization as shown in Fig. 18.1c, and, in addition, the dipole source may be of arbitrary orientation. Although the considerations of this chapter are confined to the exterior problem with \(\theta_1 \geq \frac{1}{2} \pi\), the exact point or dipole solutions are also applicable when \(\theta_1 < \frac{1}{2} \pi\).

Most of the approximate analytical results for the cone consist of asymptotic field evaluations in the quasi-optic range (wave number \(k \rightarrow \infty\)). The quasi-optic effects are expected to comprise (Felsen [1959]) geometrical-optics (primary and reflected) contributions, a diffracted wave due to the cone tip, creeping waves around the cone body, and transition phenomena at the boundaries of the domains of existence of the various wave types. The geometrical-optics boundaries for the cone are the following: For \(\theta_1 < \theta_0 < \pi - \theta_1\), such that a geometric shadow region exists, the optics boundaries are at \(\theta = \theta_1\) (shadow boundary) and \(\theta = 2\theta_1 - \theta_0\) (reflection boundary); and for \(\theta_0 < \theta < \theta_1\), such that no geometric shadow exists, the reflection boundaries are \(\theta = 2\theta_1 - \theta_0\) and \(\theta = 2\theta - \pi - \theta_0\).
Fundamental to the eigenfunction expansions in the sequel are the positive roots (or eigenvalues) \( p \) and \( q \) defined by the equations

\[
P_p^{-m}(\cos \theta_i) = 0 \tag{18.2}
\]

and

\[
(\partial/\partial \theta_i)P_q^{-m}(\cos \theta_i) = 0, \tag{18.3}
\]

respectively, with \( m = 0, 1, 2, \ldots \). All the roots of eqs. (18.2) and (18.3) are real and
simple (MacDonald [1900], Hobson [1931], Robin [1957-1959]); detailed bibliographical references to numerical calculations are given in Section 18.5. The notation $(\partial^2/\partial \phi \partial \theta)P_\ell^m(\cos \theta)$ and $(\partial^2/\partial \theta \partial \theta)P_\ell^m(\cos \theta)$ will be understood to mean $[(\partial^2/\partial \phi \partial \theta)P_\ell^m(\cos \theta)]_{\phi=\pi}$ and $[(\partial^2/\partial \theta \partial \theta)P_\ell^m(\cos \theta)]_{\theta=\pi}$ respectively. Also frequently occurring are the Mehler [1881] conical functions $K_\ell^m(\cos \theta)$ defined as

$$K_\ell^m(\cos \theta) = P_\ell^{m-1}(\cos \theta).$$

(18.4)

The properties of these functions are outlined in Section 18.5, where, in addition, other special functions that arise are discussed. Finally, we make use of the Heaviside step function $\eta(x)$, where

$$\eta(x) = \begin{cases} 1 & \text{for } \alpha > 0 \\ 0 & \text{for } \alpha < 0 \end{cases}$$

and the signum function $\operatorname{sgn}(x) = \pm 1$ for $x \neq 0$.

Because of the practical interest in cone-like structures, a considerable body of experimental data is now in existence; however, due to the great difficulty in sorting out the effects of various base terminations, no attempt has been made to cite experimental results. For a review of available data, see Kleinman and Senior [1963]. Many of the theoretical results contained in this chapter are based upon unpublished memoranda written by the author (Bowman [1963]).

### 18.2. Acoustically soft cone

#### 18.2.1. Point sources

For a point source at $(r_0, \theta_0, \phi_0)$, such that

$$V^i = \frac{\text{inc}}{kR},$$

(18.5)

the total field is (Felsen [1957a]):

$$V^i + V^\phi = \frac{1}{\pi} \sum_{m=0}^{\infty} e_m \cos m(\phi - \phi_0) \int_C \frac{dv(2v+1)}{c} j_{(v+m)}^{(1)}(kr_\phi) h_v^{(1)}(kr_\phi) G_1,$$

(18.6)

where

$$G_1 = -\frac{i}{2} \int_{-\infty}^{\infty} \frac{\Gamma(v+m+1)}{(v-m+1) \sin(v-m)\pi} \left[ P_v^{-m}(-\cos \theta_\phi) P_v^{-m}(-\cos \theta_\theta) - P_v^{-m}(-\cos \theta_\phi) P_v^{-m}(-\cos \theta_\theta) \right]$$

(18.7)

and $C$ is the contour shown in Fig. 18.2. An alternative representation of the total field as an eigenfunction expansion is (Felsen [1957a]):

$$V^i + V^\phi = \frac{2i}{\sin \theta_\phi} \sum_{m=0}^{\infty} e_m \cos m(\phi - \phi_0) \sum_{p=0}^{\infty} (2p+1) j_p(kr_\phi) h_p^{(1)}(kr_\phi)$$

$$\times \frac{P_p^m(\cos \theta_\phi)P_p^m(\cos \theta_\theta)}{(\partial^2/\partial \phi \partial \theta)P_p^m(\cos \theta_\phi)(\partial^2/\partial \theta \partial \theta)P_p^m(\cos \theta_\theta)},$$

(18.8)
which may be written as

\[ V' + V'' = 2i \sum_{m=0}^{\infty} c_m \cos m(\phi - \phi_0) \sum_{\rho > 0} j_\rho(kr_c)h_{11}^{(1)}(kr_c)P_{\rho}^{m}(\cos \phi)P_{\rho}^{m}(\cos \theta_0). \]  

(18.9)

The summations in \( \rho \) extend over all positive roots of the equation

\[ P_{\rho}^{m}(\cos \phi) = 0. \]  

(18.10)

Expressions for the surface field \( i(V' + V'')/\partial \phi \) are trivially obtainable from eqs. (18.8) and (18.9).

If \( kr \ll 1 \) and \( kr_0 \ll 1 \), the representation in eq. (18.8) is rapidly convergent and the dominant term leads to

\[ V' + V'' \sim \frac{e^{ikr_0 - 1/2} \pi}{kr_0 \sin \theta_1} \frac{\sqrt{\pi}(kr_1)^{\rho_1}}{2^{\rho_1 - 1}} \Gamma(p_1 + 1/2) \frac{(\beta/\beta_0) P_{\rho_1}(\cos \theta_1) \frac{\partial^2}{\partial \theta_1^2} P_{\rho_1}(\cos \theta_1)}{P_{\rho_1}(\cos \theta_0)}, \]  

(18.11)

where \( \rho_1 \) denotes the first zero of \( P_{\rho_1}(\cos \theta_1) \) and \( 0 < \rho_1 < 1 \) for \( 90^\circ < \theta_1 < 180^\circ \). The above equation makes explicit the behavior of the field near the tip.

In the region \( \theta + \phi_0 < 2\theta_1 - \pi \), which excludes the domain of reflected waves, the scattered field is (Fliss [1957a]):

\[ V' + V'' = \frac{\pi^2}{2k} \sum_{m=-\infty}^{\infty} c_m \cos m(\phi - \phi_0) \int_0^{\pi} \frac{d\chi}{\cosh \pi \chi} \tan \frac{\pi \chi}{2} e^{-\pi \chi} H_{11}^{(1)}(kr_0) H_{11}^{(1)}(kr_0) \times K_{\rho}^{m}(\cos \phi) K_{\rho}^{m}(\cos \theta_0) K_{\rho}^{m}(\cos \theta_1) K_{\rho}^{m}(\cos \theta_1). \]  

(18.12)
and for $kr \ll kr_0$ with $\theta + \theta_0$ not too close to $2\theta_1 - \pi$ (see e.g. Felsen [1957b] and Klett et al. [1956], example 8):

$$1^+ \sim e^{i(kr + kr_0)} \left[ 1 + \sum_{n=1}^{\infty} \frac{1}{(2ikr)^n} \prod_{s=1}^{n} \left\{ (s-1) + B \right\} \right] S,$$

where

$$S = -i\pi \sum_{m=0}^{\infty} \cos m(\phi - \phi_0) \int_0^\pi \frac{d\phi}{\sin \phi} \left. \text{tanh} \frac{\pi x}{\sin \phi} \right|_{\phi=\phi_0} \frac{K_{\nu}(\cos \theta)K_{\nu}(\cos \theta_0)K_{\nu}(-\cos \theta_1)}{\cos \pi x \Gamma(\frac{1}{2} + m + ix)\Gamma(\frac{1}{2} + m - ix)K_{\nu}(\cos \theta_0)}.$$

and $B$ is the Beltrami operator

$$B = \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \sin \theta \frac{\partial}{\partial \theta} + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2}.$$

The field in eq. (18.13) has the appearance of a spherical wave emanating from the cone tip. In the case of a thin cone ($\theta_1 \approx \pi$), a first order approximation to $S$ is (Felsen [1957a]):

$$S \approx \frac{1}{\log \left[ \sin^2 \frac{1}{2} \delta \right]} \cos \theta + \cos \theta_0.$$

For a point source on the axis of symmetry ($\theta_0 = 0$), eq. (18.6) reduces to (Felsen [1955]):

$$1^+ + V^+ = -\frac{1}{2} \int_{\text{c}} d\nu \left[ \frac{2\nu + 1}{\sin \nu \pi} J_{\nu}(kr_0 h_{\nu \nu}(kr_0) \left[ P_{\nu}(-\cos \theta) - P_{\nu}(\cos \theta_1) \right] P_{\nu}(\cos \theta_1) \right].$$

while eqs. (18.8) and (18.9) simplify respectively to

$$1^+ + V^+ = -2i \sum_{p=0}^{\infty} \frac{(2p+1)}{\sin \theta_1} \left. \frac{J_p(kr_0 h_{\nu \nu}(kr_0) P_{\nu}(\cos \theta)}{P_{\nu}(\cos \theta_1) P_{\nu}(\cos \theta_1) \right) \quad (18.18).$$

$$1^+ + V^+ = 2i \sum_{p=0}^{\infty} \left. \frac{J_p(kr_0 h_{\nu \nu}(kr_0) P_{\nu}(\cos \theta)}{\int_0^\pi \left[ P_{\nu}(\cos \theta) \right]^2 \sin \nu \pi \right.) \quad (18.19).$$

where the summations extend over the positive zeros $p$ of $P_{\nu}(\cos \theta_1)$. The series expansion of eq. (18.18) dates back to Carslaw [1910] and is also related to the solution presented by Macdonald [1902] for an axial (or vertical) electric dipole.

For $\theta_0 = 0$, in the region $\nu > 2\theta_1 - \pi$, the scattered field is:

$$1^+ \sim 1 - \frac{\pi}{2k \nu \cos \theta_1} \int_{\text{c}} d\nu \text{tanh} \frac{\pi x}{\sin \nu \pi} \left. \frac{H_{\nu \nu}^{(1)}(kr) H_{\nu \nu}^{(1)}(kr_0) K_{\nu}(\cos \theta) K_{\nu}(\cos \theta_1) \right). \quad (18.20).$$
and the quantity $S$ appearing in eq. (18.13), which determines the diffracted field due to the cone tip, becomes

$$S = -i \int_0^{\pi} dx \tanh \pi x K_x(\cos \theta) \frac{K_x(-\cos \theta)}{K_x'(-\cos \theta)}.$$  

The approximation to $S$ in eq. (18.16) remains valid for $\theta_0 = 0$.

Felsen [1959] has treated the two-dimensional problem of a radiating ring source coaxial with the cone axis (see Fig. 18.3). The total field $\hat{V}$ due to a source distributed around a circle of radius $a$ with an angular variation $f(\phi_0)$ is obtained from an integration of $V$ as

$$\hat{V} = a \int_0^{2\pi} f(\phi_0) V d\phi_0$$  

with $a = r_0 \sin \theta_0$. If the source function is sinusoidal, i.e.

$$f(\phi_0) = \begin{cases} \cos m\phi_0, & m = 0, 1, 2, \ldots, \\ \sin m\phi_0 \end{cases},$$

then the total field $\hat{V}$ is given by

$$\hat{V} = 2a \begin{cases} \cos m\phi_0, & m = 0, 1, 2, \ldots, \\ \sin m\phi_0 \end{cases} \int_C dv(2v+1) j_v(kr_0) h_{1v}(kr_0) G_1.$$

where $C$ is the contour shown in Fig. 18.2 and $G_1$ is defined as in eq. (18.7). For $kr_0 < 1$, a convenient decomposition of the total field is

$$\hat{V} = \hat{V}_d + \hat{V}_s + \hat{V}_r.$$
where $\hat{V}_d$ is the field diffracted by the cone tip and $\hat{V}_{g.o.}$ is the total geometrical optics field. The remaining term $\hat{V}_{tr}$ represents a transition field that provides a continuous field behavior across the various geometrical optics boundaries where the diffracted wave becomes singular and the reflected waves undergo finite jump discontinuities. A creeping wave contribution to the far field is absent as a consequence of the special ring source excitation. In the region $\theta + \theta_0 < 2\theta_1 - \pi$ outside the domain of specular reflections, the diffracted field in the far zone is (Felsen [1959]):

$$
\hat{V}_d \sim 2\pi^2 \cos(m\phi) \left\{ \begin{array}{l}
\frac{e^{i(x-r_0)\cos\phi}}{2\pi r_0} \int_0^\infty \frac{dx}{x^2 + \alpha^2} + \frac{1}{2\pi} \int_0^\infty \frac{dx}{x^2 + \alpha^2} \frac{1}{r_0} \int_0^{\pi} \frac{d\phi}{\cos\phi} \\
\frac{K_\nu^{-1}(\cos\phi)K_\nu^{+1}(\cos\phi)K_\nu^{-1}(\cos\phi)}{ \Gamma(\frac{1}{2} + m + i\alpha)\Gamma(\frac{1}{2} + m - ix)K_\nu^{+1}(\cos\phi)} \end{array} \right. 
$$

(18.26)

Although the above integral is convergent only for $\theta + \theta_0 < 2\theta_1 - \pi$, Felsen [1959] has shown that the angular dependence of the far-zone diffracted field must be the same for all angles in $0 \leq (\theta, \theta_0) \leq \theta_1$. In principle, therefore, one may calculate the diffracted field from its integral representation (18.26) valid for the restricted range of angles and then employ the resulting closed form expression everywhere. The advantage accrued from this conclusion, however, is diminished by the fact that the integral is difficult to evaluate (even approximately) in terms of known functions, and a closed form expression valid for all angles is not available. For $(\sin \theta, \sin \theta_0, \sin \theta_1) \neq 0$ the geometrical optics and transition fields are given by (Felsen [1959]):

$$
\hat{V}_{g.o.} + \hat{V}_{tr} \sim \frac{-ae^{i(kr_0 - ix)}}{kr_0 \sqrt{2\pi r_0 \sin \theta \sin \theta_0}} \left\{ \begin{array}{l}
\cos(m\phi) \\
\sin(m\phi) 
\end{array} \right. 
\times [I(r_0, \pi -|\theta - \theta_0|) - I(r_0, \pi - 2\theta_1 + \theta + \theta_0) - \\
- i(-1)^m[I(r_0, \pi + \theta - \theta_0) - I(r_0, \pi - 2\theta_1 + \theta + \theta_0) - I(r_0, \pi - 2\theta_1 + \theta - \theta_0) - ]].
$$

(18.27)

with

$$
I(r_0, x) = I_{g.o.}(r_0, x) + I_{tr}(r_0, x),
$$

(18.28)

$$
I_{g.o.}(r_0, x) = -2\pi i\eta(x)e^{i kr_0 \cos x},
$$

(18.29)

$$
I_{tr}(r_0, x) = i\pi \text{sgn}(x) \left[ G(w) - \frac{a^{1+ix}}{w^{\frac{1}{2} - 2\pi}} \right] e^{ikr_0},
$$

(18.30)

$$
w = \sqrt{kr_0 \sin \frac{1}{2} |x|}, \quad G(w) = \frac{2}{\sqrt{\pi}} e^{-2iw^2} \int_0^\infty e^{-u^2} \, du.
$$

(18.31)

The properties of $G(w)$ along with $I(r_0, x)$ are discussed in Section 18.3. It should be emphasized that the above results for $V_{g.o.}$ and $V_{tr}$ are valid only if both source and observer are located away from the axis of the cone and provided the cone apex angle is not small. If any of these restrictions are relaxed, different asymptotic expansions of the field must be obtained; for example, if $\theta \approx \theta_1$ the dominant geometrical optics result is (Felsen [1959]):
\[
\psi_{r,0} \sim \frac{2\pi a}{kr} e^{-i(kr - \nu m\phi)} \left( \exp \left\{ -ikr_0 \cos \theta \cos \phi_0 \right\} J_m(kr \sin \theta \sin \theta_0) - \sqrt{\frac{\sin (2\theta_1 - \theta_0)}{\sin \theta_0}} \exp \left\{ -ikr_0 \cos \theta \cos (2\theta_1 - \pi) \right\} \right) \times J_m(kr \sin \theta \sin (2\theta_1 - \pi)) \sin (\pi - 2\theta_1 + \theta_0) \right). \tag{18.22}
\]

18.2.2. Plane wave incidence

For a plane wave incident from the direction \( \phi_0, \theta_0 \) such that
\[
V^i = \exp \left\{ -ikr \left[ \sin \theta \sin \theta_0 \cos (\phi - \phi_0) + \cos \theta \cos \theta_0 \right] \right\}, \tag{18.33}
\]
the total field is (Felsen [1957a]):
\[
V^i + V^s = \frac{1}{\pi} \sum_{m=0}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \int_C \left[ P_{-m}^\nu(-\cos \theta_0) - P_{-m}^\nu(-\cos \theta_1) \right] \left( \frac{\partial}{\partial p} \right) P_{m}^\nu(\cos \theta_1) P_{-m}^\nu(\cos \theta_1) \left( \frac{\partial}{\partial \theta_1} \right) \left( \frac{\partial}{\partial \theta_0} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \right] \tag{18.34}
\]
where
\[
G_1 = -\frac{i}{\pi} \frac{\Gamma(v + m + 1) P_{-m}^\nu(\cos \theta_0)}{\Gamma(v - m + 1) \sin (v - m)\pi} \left[ P_{-m}^\nu(-\cos \theta_0) - P_{-m}^\nu(-\cos \theta_1) \right] \left( \frac{\partial}{\partial \phi} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \right] \tag{18.35}
\]
and \( C \) is the contour as in Fig. 18.2. An alternative representation of the total field as an eigenfunction expansion is (Felsen [1957a]):
\[
V^i + V^s = -\frac{2}{\sin \theta_1} \sum_{m=0}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \sum_{p>0} (2p+1) e^{-i\nu p \phi} j_p(kr) \times P_{p}^\nu(\cos \theta_0) P_{-p}^\nu(\cos \theta_1) \left( \frac{\partial}{\partial \phi} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) \right) \tag{18.36}
\]
which may be written as
\[
V^i + V^s = 2 \sum_{m=0}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \sum_{p>0} e^{-i\nu p \phi} j_p(kr) P_{p}^\nu(\cos \theta_0) P_{-p}^\nu(\cos \theta_1) \int_0^1 \left[ P_p(\cos \theta_1) \right]^2 \sin \theta_0 d\theta_0 \left( \frac{\partial}{\partial p} \right) \tag{18.37}
\]
The summations in \( p \) extend over all positive roots of the equation
\[
P_{p}^{-\nu}(\cos \theta_1) = 0. \tag{18.38}
\]
Expressions for the surface field \( i(V^i + V^s) \) are trivially obtainable from eqs. (18.36) and (18.37).

If \( kr > 1 \), the representation in eq. (18.36) is rapidly convergent and the dominant term leads to
\[
V^i + V^s \sim e^{-i\nu r_0^\nu} \frac{\pi(kr)^p}{\sin \theta_1 \sin (2\nu + 1)} \left( \frac{\partial}{\partial \theta} \right) \left( \frac{\partial}{\partial \phi_0} \right) \left( \frac{\partial}{\partial \phi_1} \right) P_{p}^\nu(\cos \theta_0) P_{-p}^\nu(\cos \theta_1). \tag{18.39}
\]
where \( p_1 \) denotes the first zero of \( P_0(\cos \theta_1) \), and \( 0 < p_1 < 1 \) for \( 90^\circ < \theta_1 < 180^\circ \). The above equation makes explicit the behavior of the field near the tip.

In the region \( \theta + \theta_0 < 2\theta_1 - \pi \), which excludes the domain of reflected waves, the scattered field is (Felsen [1957a]):

\[
V^s = \pi \sqrt{\frac{\pi}{2kr}} e^{-ikr} \sum_{m=0}^\infty \varepsilon_m \cos m(\phi - \phi_0) \int_0^\infty \frac{\tanh \pi x}{\cosh \pi x} \frac{e^{-ix\eta} H_1^{(1)}(\xi)}{\Gamma(\frac{1}{2} + m + i\xi)\Gamma(\frac{1}{2} + m - i\xi)K_2^m(\cos \theta_1)} \frac{K_\nu^m(\cos \theta)K_\nu^m(\cos \theta_0)K_\nu^m(-\cos \theta_1)}{\Gamma(\frac{1}{2} + m + i\xi)\Gamma(\frac{1}{2} + m - i\xi)K_\nu^m(\cos \theta_1)} \, dx \, x^m \, t^{i\eta} H_1^{(1)}(kr) ; \tag{18.40}
\]

and for \( kr \gg 1 \) with \( \theta + \theta_0 \) not too close to \( 2\theta_1 - \pi \) (see e.g. Felsen [1957b] and Keller et al. [1956], example 8):

\[
V^s \sim \frac{e^{ikr}}{kr} \left[ 1 + \sum_{n=1}^\infty \frac{1}{(2ikr)^n n!} \prod_{s=1}^n \left\{ s(s-1) + B \right\} \right] S, \tag{18.41}
\]

where \( S \) is defined as in eq. (18.14), namely

\[
S = -i \pi \sum_{m=0}^\infty \varepsilon_m \cos m(\phi - \phi_0) \int_0^\infty \frac{\tanh \pi x}{\cosh \pi x} \frac{K_\nu^m(\cos \theta)K_\nu^m(\cos \theta_0)K_\nu^m(-\cos \theta_1)}{\Gamma(\frac{1}{2} + m + i\xi)\Gamma(\frac{1}{2} + m - i\xi)K_\nu^m(\cos \theta_1)} \, dx \, x^m \, t^{i\eta} H_1^{(1)}(kr) ; \tag{18.42}
\]

and \( B \) is the Beltrami operator

\[
B = \frac{1}{\sin \theta \sin \phi} \frac{\partial}{\partial \theta} \sin \theta + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2}.
\]

The field in eq. (18.42) has the appearance of a spherical wave emanating from the cone tip. In the case of a thin cone \( (\theta_1 \approx \pi) \), a first order approximation to \( S \) is (Felsen [1957a]):

\[
S \approx \frac{i}{\log \left[ \sin \frac{\pi}{2} \right]} \frac{1}{\cos \theta + \cos \theta_0} \tag{18.43}
\]

Equation (18.43) does not account for the singularity in \( V^s \) as \( \theta + \theta_0 \to \pi \); in this case, it is necessary to include the accompanying geometrical optics and transition fields. In particular, for a thin cone \( (\theta_1 \approx \pi) \) and \( kr \gg 1 \), the scattered field may be decomposed as

\[
V = V_d + V_{refl} + V_{tr} \tag{18.44}
\]

where \( V_d \) is the diffracted field due to the cone tip, \( V_{refl} \) is the field reflected from the surface of the cone according to the laws of geometrical optics, and \( V_{tr} \) is a transition field that provides a continuous field behavior across the geometrical optics boundary \( \theta \to \pi - \theta_0 \). The diffracted field to first order is obtained from eqs. (18.41) and (18.43):

\[
V_d \sim e^{ikr} \frac{i}{kr} \frac{1}{\log \left[ \sin \frac{\pi}{2} \right]} \frac{1}{\cos \theta + \cos \theta_0}. \tag{18.45}
\]
and, provided \( kr \sin^2 \frac{1}{2} \delta \ll 1 \) and \((\sin \theta, \sin \theta_0) \neq 0\), the reflected and transition fields are given by:

\[
V_{\text{refl.}} + V_{\text{tr.}} \sim \frac{e^{-ikr}f(r, \alpha)}{(2\pi kr \sin \theta \sin \theta_0)^{\frac{1}{2}}} \log \left[ \sin^2 \frac{1}{2} \delta \right],
\]

(18.46)

with \( \alpha = \theta + \theta_0 - \pi \) and

\[
i(r, \alpha) = I_{g.o.}(r, \alpha) + I_{tr.}(r, \alpha),
\]

(18.47)

\[
I_{g.o.}(r, \alpha) = -2i\pi \eta(\alpha) e^{i kr \cos \alpha},
\]

(18.48)

\[
I_{tr.}(r, \alpha) = i\pi \text{sgn} (\alpha) \left[ G(w) - \frac{e^{i kr}}{w\sqrt{2\pi}} \right] e^{i kr},
\]

(18.49)

\[
w = \sqrt{kr} \sin \frac{1}{2} |x|, \quad C(\gamma) = \frac{2}{\sqrt{\pi}} \int_{(1-i)w}^{\infty} e^{-u^2} \, du.
\]

(18.50)

The properties of \( G(w) \) along with \( I(r, \alpha) \) are discussed in Section 18.5. Equation (18.46) is valid provided both source and observer are away from the cone axis. Such a restriction is no problem if both source and observer are located within the backward cone because in this instance only the diffraction term contributes significantly to the far field. If, on the other hand, either the source or observer is near the surface of the cone itself, eq. (18.46) is not valid. On the boundary \( \theta = \pi - \theta_0 \):

\[
V^+ \sim \frac{\sqrt{\pi} e^{i kr + \frac{1}{2} \pi}}{(2kr)^{\frac{1}{2}} \sin \theta_0 \log \left[ \sin^2 \frac{1}{2} \delta \right]}.
\]

(18.51)

For a plane wave incident along the axis of symmetry \( \theta_0 = 0 \), such that

\[
V^{\perp} = e^{-ikr \cos \theta},
\]

(18.52)

eq (18.34) reduces to (Felsen [1955]):

\[
1^{+} + V^{+} = \frac{1}{2} \int \frac{2\nu+1}{\sin \nu\pi} e^{-i\nu r} p_{\nu}(kr) \left[ P_{\nu}(-\cos \theta) - \frac{P_{\nu}(\cos \theta_1)}{P_{\nu}(\cos \theta)} \right],
\]

(18.53)

while eqs. (18.36) and (18.37) simplify respectively to

\[
1^{+} + 1^{+} = -\frac{2}{\sin \theta_1} \sum_{p=0}^{(2p+1)(\nu+\nu_0)} \frac{P_{p}(\cos \theta)}{P_{p}(\cos \theta_1)(\nu+\nu_0)} P_{\nu}(\cos \theta_1),
\]

(18.54)

\[
1^{+} + 1^{+} = 2 \sum_{p=0}^{\nu_0} \int_{0}^{\theta_1} \left[ P_{p}^{*}(\cos \theta) \right]^{2} \sin \theta d\theta,
\]

(18.55)

where the summations extend over the positive zeros \( p \) of \( P_{\nu}(\cos \theta_1) \).

For \( \theta_0 = 0 \), in the region \( \theta < 2\theta_1 - \pi \), the scattered field is:

\[
1^{+} = \int_{0}^{\theta_1} \frac{\pi}{2kr} e^{i \nu \theta} \sin \left( \pi x \tan \frac{\pi x}{2} \right) e^{-i\nu \pi} H_{\nu}^{(1)}(kr) K_{\nu}(\cos \theta_1) \frac{K_{\nu}(\cos \theta_1) - \cos \theta_1}{K_{\nu}(\cos \theta_1)}.
\]

(18.56)
and the quantity $S$ appearing in eq. (18.41), which determines the diffracted field due to the cone tip, becomes

$$S = -i \int_0^\infty \frac{dxx \tanh \pi x F_x(\cos \theta)}{K_x(\cos \theta_1)}.$$  \hspace{1cm} (18.57)

The approximation to $S$ in eq. (18.43) remains valid for $\theta_0 = 0$.

For $\theta_0 = 0$ and $kr \gg 1$, the scattered field may be decomposed as in eq. (18.44) with the diffracted field given by:

$$V_d \sim \frac{e^{ikr}}{kr} S$$  \hspace{1cm} (18.58)

where $S$ is obtained from eq. (18.57). Although the integral in eq. (18.57) is convergent only for $\theta < 2\theta_1 - \pi$, it can be shown by a proof paralleling Felsen [1959] that the angular dependence of the far-zone diffracted field must be the same for all angles in $0 \leq \theta \leq \theta_1$. In principle, therefore, one may calculate the diffracted field from the integral in eq. (18.57) valid for the restricted range of angles and then employ the resulting closed form expression everywhere. In practice, however, the integral is difficult to evaluate in terms of known functions, and a closed form expression valid for all angles is not available. For $(\sin \theta_1 \sin \theta) \neq 0$, the reflected and transition fields are given by:

$$V_{\text{refl}} + V_{\text{tr}} \sim -i \frac{1}{\sqrt{\sin \theta}} \left( \frac{\partial}{\partial x} - \frac{1}{\sin \theta} \cot \theta_1 + \frac{1}{\cos \theta} \cot \theta \right) T(r, x),$$  \hspace{1cm} (18.59)

where $x = \pi - 2\theta_1 + \theta$ and

$$T(r, x) = T_{\text{refl}}(r, x) + T_{\text{tr}}(r, x),$$  \hspace{1cm} (18.60)

$$T_{\text{refl}}(r, x) = \eta(x) \left[ \tan \frac{x}{2\pi kr} \exp \left( (kr \cos x + \frac{1}{2}) \right) + \frac{1}{2\pi kr} \sin^2 \frac{x}{2} \right] K_\frac{1}{2} \left( \frac{ikr \sin^2 \frac{x}{2}}{\cos x} \right),$$  \hspace{1cm} (18.61)

$$T_{\text{tr}}(r, x) = -[\eta(x) + i\eta(-x)] \sqrt{\frac{\tan \frac{x}{2}}{2\pi kr}} e^{i(kr - 1)x} \left[ e^{-iw^2} K_\frac{1}{2}(i(-w^2) - \sqrt{\frac{1}{2}\pi} e^{1+iw}) \right],$$  \hspace{1cm} (18.62)

with

$$w = \sqrt{kr} \sin \frac{1}{2}x.$$  \hspace{1cm} (18.63)

The function $K_\frac{1}{2}$ is the modified Bessel function of the third kind and of order $\frac{1}{2}$. Properties of the function $T(r, x)$ are discussed in Section 18.5. The transition function not only cancels the singularity at $\theta = 2\theta_1 - \pi$ in the diffracted wave term, but also properly compensates for the jump discontinuity in the reflected wave. Away from the geometrical optics boundary $\theta = 2\theta_1 - \pi$, such that $kr \sin^2 x < 1$, the reflected field is...
\[ V_{\text{refl.}} \sim -n(\alpha) \frac{\sin \alpha}{\sin \theta} e^{ikr \cos \theta} \left\{ 1 - \frac{i}{kr} \left( \cot \frac{\theta_0}{4} \sin \alpha - \cot \frac{\theta_1}{8} \sin \alpha + \cot \frac{\alpha}{8} \sin \alpha \right) + O \left( \frac{1}{(kr)^2} \right) \right\} \]

which becomes, for \( \theta = \theta_1 \) (observer on the cone surface):

\[ V_{\text{refl.}} \sim -e^{-ikr \cos \theta_1}. \] (18.65)

The incident field (18.52) is thereby cancelled as required. It should be emphasized that the above results are valid only if the observer is located away from the axis of the cone and provided the cone apex angle is not small.

For \( \theta_0 = 0, \theta = 0 \), the back scattered far field is

\[ V^{\text{BS}} = \frac{e^{ikr}}{ikr} \int_0^\infty dx \tan x \frac{\pi x}{K_0(-\cos \theta_1)} \left( \frac{\partial}{\partial x} - \right) I(r, \alpha). \] (18.66)

where \( \alpha = \pi - 2\theta \) and \( I(r, \alpha) \) is defined by eqs. (18.47) through (18.50). The term involving \( I(r, \alpha) \) is important only for a wide cone \( \theta_1 \approx \frac{1}{2} \pi \), in which case both source
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and observer lie in a transition region. For \( \theta_1 \approx \frac{1}{2} \pi \), a first order result is given by (Felsen [1955], see also Felsen [1953]):

\[
V^{NS} \sim -e^{ikr} \sin \theta_1 \left[ 1 - e^{-\frac{ikr}{2}} e^{-\frac{1}{4}i \pi} w G(w) \right], \quad w < 4
\]

\[
V^{NS} \sim \frac{e^{ikr}}{ikr (2\theta_1 - \pi)^2}, \quad w \geq 4
\]

(18.67)

where \( w = -\sqrt{kir} \cos \theta_1 \) and \( G(w) \) is as defined in eq. (18.50). A plot of the magnitude and phase of the quantity in brackets in eq. (18.67) is provided in Section 18.5, Fig. 18.17b. It may be noted that when \( \theta_1 = \frac{1}{2} \pi \), eq. (18.67) yields a back scattered plane wave appropriate to reflection from an infinite flat plane. For a thin cone \( (\theta_1 \approx \pi) \), eq. (18.43) remains valid for \( \theta_0 = 0 \, \theta = 0 \).

For \( \theta_0 = 0 \) and for a wide cone \( \theta_1 \approx \frac{1}{2} \pi \), the back scattering cross section is, from eq. (18.67):

\[
\sigma \approx \frac{\lambda^2}{\pi (2\theta_1 - \pi)^4}, \quad (18.68)
\]

whereas, for a thin cone \( \theta_1 \approx \pi \), eq. (18.43) leads to:

\[
\sigma \approx \frac{\lambda^2}{16\pi [\log (\frac{1}{4} - \theta_1)]^2}. \quad (18.69)
\]

The cross sections given in eqs. (18.68) and (18.69) are plotted in Fig. 18.4 as functions of \( \theta_1 \).

### 18.3. Acoustically hard cone

#### 18.3.1. Point sources

For a point source at \((r_0, \theta_0, \phi_0)\), such that

\[
V^I = \frac{e^{ikr}}{kR}, \quad (18.70)
\]

the total field is (Carslaw [1914], Felsen [1957c]):

\[
V^+ + V^- = \sum_{m=0}^{\infty} c_m \cos m(\phi - \phi_0) \int_C dr (2v+1) j_v(kr) h^{+1}(kr) G_2, \quad (18.71)
\]

where

\[
G_2 = \frac{1}{\pi} \frac{I(v+m+1)P'_v(-\cos \theta_\perp)}{I(v-m+1) \sin (v-m)\pi}
\]

\[
\times \left[ P'_v(-\cos \theta_\perp) - (\frac{d}{d\theta_\perp}) P'_v(-\cos \theta_\perp) \right] \quad (18.72)
\]
and C is the contour shown in Fig. 18.2. An alternative representation of the total field as an eigenfunction expansion is (CARSLAW [1914], FELSEN [1957a]):

\[
I^1 + V^1 = \frac{-2i}{\sin \theta_1} \sum_{m=0}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \sum_{q>0} (2q + 1) j_q(kr_\perp) h^{(1)}_q(kr_\perp) \begin{array}{c}
\times \frac{P^m_q(\cos \theta_1)P^m_q(\cos \theta_0)}{P^m_q(\cos \theta_1)(\partial^2/\partial \theta_1 \partial \theta_1)P^m_q(\cos \theta_1)},
\end{array}
\]

which may be written as

\[
I^1 + V^1 = \frac{2i}{\sin \theta_1} \sum_{m=0}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \sum_{q>0} j_q(kr_\perp) h^{(1)}_q(kr_\perp) \frac{P^m_q(\cos \theta_1)P^m_q(\cos \theta_0)}{\int_{\theta_1}^{\theta_1} [P^m_q(\cos x)]^2 \sin x \, dx}.
\]

The summations in \( q \) extend over all non-negative roots of the equation

\[
(\partial/\partial \theta_1)P^m_q(\cos \theta_1) = 0.
\]

The root \( q = 0 \) occurs only for \( m = 0 \) and leads to a term \( j_0(kr_\perp) h^{(1)}_0(kr_\perp) \cos^2 \theta_1 \), in the eigenfunction representation of \( V^1 + V^1 \); the remaining roots in \( q \) are positive.

Expressions for the total field on the surface are trivially obtainable from eqs. (18.73) and (18.74).

If \( kr < 1 \) and \( kr_0 > 1 \), the representation in eq. (18.73) is rapidly convergent and the dominant terms lead to

\[
I^1 + V^1 \approx \frac{e^{ikr_0}}{krr_0} \left[ -\sqrt{\pi e^{-\frac{1}{4t}}} \cos(\phi - \phi_0)(kr_0)^{\frac{1}{4t}} \right.
\]

\[
\left. \times \frac{P^1_q(\cos \theta_1)P^1_q(\cos \theta_0)}{P^1_q(\cos \theta_1)(\partial^2/\partial \theta_1 \partial \theta_1)P^1_q(\cos \theta_1) + 1}, \right]
\]

where \( q_1 \) denotes the first zero of \( (\partial/\partial \theta_1)P^1_q(\cos \theta_1) \) and \( 0 < q_1 < 1 \) for \( 90^\circ < \theta_1 < 180^\circ \). The above equation makes explicit the behavior of the field near the tip.

In the region \( \theta + \theta_0 < 2\theta_1 - \pi \), which excludes the domain of reflected waves, the scattered field is (FELSEN [1957a]):

\[
I^1 \approx \frac{\pi^2}{2krr_0} \sum_{m=0}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \int_0^{\theta_1} dx \frac{\tanh \pi x}{\cosh \pi x} e^{-sxH^{(1)}_m(kr)H^{(1)}_m(kr_0)}
\]

\[
\times \frac{\cos \theta_1}{K_\perp^m(\cos \theta_0)K_\perp^m(\cos \theta_0)(d/d\theta_1)K_\perp^m(-\cos \theta_1)} \Gamma\left(\frac{1}{2} + m + ix\right) \Gamma\left(\frac{1}{2} + m - ix\right),
\]

and for \( kr_\perp \cdots kr_\perp \cdots 1 \) with \( \theta + \theta_0 \) not too close to \( 2\theta_1 - \pi \) (FELSEN [1957b], see also KITTELE et al. [1956], example 8):

\[
I^1 \sim \frac{e^{ikr_\perp}}{k^2rr_0} \left[ 1 + \sum_{n=1}^{\infty} \frac{1}{(2ikr_\perp)^n} \prod_{s=1}^{n} \left\{ s(s-1) + B^\perp \right\} \right] S.
\]
where
\[ S = -i\pi \sum_{m=0}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \]
\[ \times \int_0^\infty dx \frac{\tanh \pi x}{\cosh \pi x} \frac{K_\nu^m(\cos \theta)K_\nu^m(\cos \theta_0)(d/d\theta_1)\Gamma(\nu + m + ix)}{\Gamma(\nu + m + m + m + ix)(d/d\theta_1)\Gamma(\nu + m - \cos \theta_1)} , \]
\[ (18.79) \]
and \( B \) is the Beltrami operator
\[ B = \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \sin \theta \frac{\partial}{\partial \theta} + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2} . \]

The field in eq. (18.78) has the appearance of a spherical wave emanating from the cone tip. For a thin cone \( (\theta_1 \approx \pi) \):
\[ S \approx \frac{2i \sin^2 \frac{1}{2}\delta}{(\cos \theta + \cos \theta_0)^3} \left[ 1 + \cos \theta \cos \theta_0 + 2 \cos (\phi - \phi_0) \sin \theta \sin \theta_0 \right] (1 + \sin^2 \frac{1}{2}\delta) + \]
\[ + \frac{4i \sin^2 \frac{1}{2}\delta}{(\cos \theta + \cos \theta_0)^3} \left[ \cos \theta \cos \theta_0 - 3 - \frac{6 \sin^2 \theta \sin^2 \theta_0}{(\cos \theta + \cos \theta_0)^2} \right] \log(\sin^2 \frac{1}{2}\delta) - \frac{1}{2} \]
\[ + \frac{8i \sin^2 \frac{1}{2}\delta}{(\cos \theta + \cos \theta_0)^3} \cos (\phi - \phi_0) \sin \theta \sin \theta_0 [4(1 + \cos \theta \cos \theta_0) + \]
\[ + \sin^2 \theta + \sin^2 \theta_0] \log(\sin^2 \frac{1}{2}\delta) + \frac{1}{2} \]
\[ - \pi \sin^4 \frac{1}{2}\delta \int_0^\infty dx \frac{\tanh \pi x}{\cosh \pi x} (x^2 + 4)^2 K_x(\cos \theta)K_x(\cos \theta_0) f(x) + \]
\[ + 2i \sin^4 \frac{1}{2}\delta \cos (\phi - \phi_0) \int_0^\infty dx \frac{\tanh \pi x}{\cosh \pi x} (x^2 + 4)^2 K_\nu(\cos \theta)K_\nu(\cos \theta_0) f(x) + \]
\[ + \frac{24i \sin^4 \frac{1}{2}\delta}{(\cos \theta + \cos \theta_0)^3} \cos 2(\phi - \phi_0) \sin^2 \theta \sin^2 \theta_0 , \]
\[ (18.80) \]
where \( f(x) \) is defined by
\[ f(x) = 4(1 - \log 2) + 2x^2 F(x) , \]
\[ F(x) = \sum_{n=1}^{\infty} (n+1)^{-1}[n(n+1)^2 + x^2]^{-1} . \]

The definite integrals appearing in eq. (18.80) have not been evaluated in terms of known functions. However, they are amenable to numerical calculation since the integrands are positive real functions of \( x \) that decay exponentially for large \( x \). In addition, upper and lower bounds may be placed on the integrals since
\[ 0 \leq f(x) - f(0) \leq 2x^2 F(0) , \]
where \( F(0) = 0.4144 \ldots \). If \( \delta \) is sufficiently small to warrant the omission of higher
order terms, eq. (18.80) reduces to the first order approximation given by Felsen [1957a, b]:

\[ S \approx \frac{2i}{\cos \theta + \cos \theta_0} \left[ 1 + \cos \theta \cos \theta_0 + 2 \cos (\phi - \phi_0) \sin \theta \sin \theta_0 \right]. \] \hspace{1cm} (18.82)

If, on the other hand, \( \theta \approx 0 \) and \( \theta_0 \approx 0 \), eq. (18.80) may be approximated by

\[ S \approx \frac{1}{\cos \theta_0} \left[ 1 + 2 \sin^2 \frac{\theta}{2} + 2 \sin^2 \frac{\theta_0}{2} + 4 \sin^2 \frac{\theta}{2} (1 - \log \sin \frac{\theta}{2}) + \right. \]

\[ + 4 \cos (\phi - \phi_0) \sin \frac{\theta}{2} \sin \frac{\theta_0}{2} - i \pi \sin^4 \frac{\theta}{2} \int_0^{\infty} \tanh \frac{\pi x}{\cosh \pi x} (x^2 + 1)^2 f(x). \] \hspace{1cm} (18.83)

For a point source on the axis of symmetry \( (\theta_0 = 0) \), eq. (18.71) reduces to (Carslaw [1914], Felsen [1955]):

\[ V^i + V^s = -\frac{1}{2} \int \frac{d\nu}{\sin \nu} \frac{2\nu + 1}{\sin \nu} j_\nu(k r_\nu) H^{(1)}_{\nu}(k r_\nu) \left[ P_{\nu}(-\cos \theta) + \frac{P_{\nu}^1(-\cos \theta_1)}{P_{\nu}^1(\cos \theta_1)} P_{\nu}(\cos \theta) \right], \] \hspace{1cm} (18.84)

while eqs. (18.73) and (18.74) simplify respectively to

\[ V^i + V^s = \frac{2i}{\sin \theta_1} \sum_{q=0}^{\infty} \left( 2q + 1 \right) j_0(k r_0) H^{(1)}_{0}(k r_0) P_{0}(\cos \theta) \] \hspace{1cm} \[ \times \left( - \cos \theta_1 \right) \frac{P_{0}^1(\cos \theta_1)}{P_{0}^1(\cos \theta_1)} \] \hspace{1cm} \[ \times \left( - \cos \theta_1 \right) \frac{P_{0}^1(\cos \theta_1)}{P_{0}^1(\cos \theta_1)} \] \hspace{1cm} (18.85)

\[ V^i + V^s = 2i \sum_{q=0}^{\infty} \int_0^{\theta_1} \left[ P_q(\cos \theta) \right]^2 \sin \theta d\theta. \] \hspace{1cm} (18.86)

where the summations extend over the non-negative zeros \( q \) of \( P_{\nu}^1(\cos \theta_1) \). The series expansion of eq. (18.85) dates back to Carslaw [1914].

For \( \theta_0 = 0 \), in the region \( \theta < 2\theta_1 - \pi \), the scattered field is:

\[ V^s = -\frac{\pi}{2k \sqrt{rr_0}} \int_0^{\theta_1} \sin x \tan x K(x) e^{-\pi x} H^{(1)}_{1}(k x) H^{(1)}_{1}(k r_0) K_1(\cos \theta), \] \hspace{1cm} (18.87)

and the quantity \( S \) appearing in eq. (18.78), which determines the diffracted field due to the cone tip, becomes

\[ S = i \int_0^{\theta_1} dx \sin x \tan x K(x) K_1(\cos \theta_1). \] \hspace{1cm} (18.88)

The approximations to \( S \) in eqs. (18.80), (18.82) and (18.83) remain valid for \( \theta_0 = 0 \). In particular, for a thin cone \( (\theta_1 \approx \pi) \), eq. (18.82) becomes

\[ S \approx \frac{1}{\cos \theta} \frac{1}{\sin \theta_0} \left( 1 - \frac{\theta_0}{\theta} \right). \] \hspace{1cm} (18.89)

Felsen [1959] has treated the two dimensional problem of a radiating ring source coaxial with the cone axis (see Fig. 18.3). The total field \( V \) due to a sinusoidal ring
source of radius \( a = r_0 \sin \theta_0 \) is given by eqs. (18.22) and (18.23) and by eq. (18.24) in which \( G_1 \) is replaced by \( G_2 \). Explicitly,

\[
\hat{V} = 2a \left[ \frac{\cos m\phi}{\sin m\phi} \right] \int_C dv(2v+1)j_v(kr)K_v^{(1)}(kr)G_2, \tag{18.90}
\]

where \( C \) is the contour shown in Fig. 18.2 and \( G_2 \) is defined as in eq. (18.72).

For \( kr \gg kr_0 \gg 1 \), a convenient decomposition of the total field is

\[
\hat{V} = \hat{V}_d + \hat{V}_{geo} + \hat{V}_{tr} \tag{18.91}
\]

where \( \hat{V}_d \) is the diffracted field due to the cone tip and \( \hat{V}_{geo} \) is the total geometrical optics field. The remaining term \( \hat{V}_{tr} \) is a transition field that provides a continuous field behavior across the various geometrical optics boundaries where the diffracted wave becomes singular and the reflected waves undergo finite jump discontinuities. A creeping wave contribution to the far field is absent as a consequence of the special ring source excitation. In the region \( \theta + \theta_0 < 2\theta_1 - \pi \) outside the domain of specular reflections, the diffracted field in the far zone is (Felsen, [1959]):

\[
\hat{V}_d \sim 2\pi \frac{a}{kr} \int_{0}^{\infty} dx \frac{\tan \pi x}{\cosh \pi x} \frac{K_v^{(0)}(\cos \theta_0)K_v^{(0)}(-\cos \theta_1)}{I(\frac{1}{2} + m + ix)I(\frac{1}{2} + m - ix)(d/d\theta_1)K_v^{(0)}(\cos \theta_1)}. \tag{18.92}
\]

Although the above integral is convergent only for \( \theta + \theta_0 < 2\theta_1 - \pi \), Felsen [1959] has shown that the angular dependence of the far-zone diffracted field must be the same for all angles in \( 0 \leq (\theta, \theta_0) \leq \theta_1 \). In principle, therefore, one may calculate the diffracted field from its integral representation (18.92) valid for the restricted range of angles and then employ the resulting closed form expression everywhere. In practice, however, the integral is difficult to evaluate (even approximately) in terms of known functions, and a closed form expression valid for all angles is not available. For \( (\sin \theta, \sin \theta_0, \sin \theta_1) \neq 0 \) the geometrical optics and transition fields are given by (Felsen, [1959]):

\[
\hat{V}_{geo} + \hat{V}_{tr} \sim -ae^{ikr_0\sin \theta} \left[ \frac{\cos m\phi}{\sin m\phi} \right] \times \left[ I(r_0, \pi - |\theta - \theta_0|) + I(r_0, \pi - 2\theta_1 + \theta + \theta_0) - I(0, \pi - |\theta - \theta_0|) + I(0, \pi - 2\theta_1 + \theta + \theta_0) + I(0, \pi - 2\theta_1 + \theta + \theta_0) \right]. \tag{18.93}
\]

where \( I(r_0, \pi) \) is defined by eqs. (18.28) through (18.31). This result is valid only if both source and observer are located away from the axis of the cone and provided the cone apex angle is not small. If any of these restrictions are relaxed, different asymptotic expansions of the field must be obtained; for example, if \( \theta \approx 0 \) the dominant geometrical optics result is (Felsen, [1959]):
\[ \dot{\nu}_{\nu \theta} \sim \frac{2\pi a}{kr} e^{i(kr - \frac{i\pi m}{2})} \left( \frac{\cos m\phi}{\sin m\phi} \right) \left( \exp \left\{ -ikr_0 \cos \theta \cos \phi_0 \right\} J_m(kr_0 \sin \theta \sin \theta_0) + \right. \\
+ \left. \sqrt{\frac{\sin(2\theta_1 - \theta_0)}{\sin \theta_0}} \exp \left\{ -ikr_0 \cos \theta \cos (2\theta_1 - \theta_0) \right\} \right) \\
\times J_m(kr_0 \sin \theta \sin (2\theta_1 - \theta_0)) \left( \pi - 2\theta_1 + \theta_0 \right) . \]  

(18.94)

18.3.2. Plane wave incidence

For a plane wave incident from the direction \( \theta_0, \phi_0 \), such that

\[ V^i = \exp \left\{ -ikr[\sin \theta \sin \phi_0 \cos (\phi - \phi_0) + \cos \theta \cos \phi_0] \right\} , \]  

(18.95)

the total field is (Felsen [1957a]):

\[ V^1 + V^s = \frac{1}{i\pi} \sum_{m=0}^{\infty} e_m \cos m(\phi - \phi_0) \int_C d\nu (2
\nu + 1)e^{-i\nu r} j_\nu (kr) G_2 . \]  

(18.96)

where

\[ G_2 = -\frac{1}{i\pi} \frac{\Gamma(v + m + 1)P_v^{-m}(\cos \theta_0)}{\Gamma(v - m + 1) \sin (\nu - m)\pi} \\
\times \left[ P_v^{-m}(-\cos \theta_0) - \frac{(d/d\theta_0)P_v^{-m}(-\cos \theta_0)}{(d/d\theta_0)P_v^{-m}(\cos \theta_0)} \right] \]  

(18.97)

and \( C \) is the contour shown in Fig. 18.2. An alternative representation of the total field as an eigenfunction expansion is (Felsen [1957a]):

\[ V^1 + V^s = \frac{2}{\sin \theta_1} \sum_{m=0}^{\infty} e_m \cos m(\phi - \phi_0) \sum_q (2q + 1) c^{-i\nu r} j_q (kr) \]

\[ \times P_q^m(\cos \theta_0) P_q^m(\cos \theta_0), \]  

(18.98)

which may be written as

\[ V^1 + V^s = \frac{2}{\sin \theta_1} \sum_{m=0}^{\infty} e_m \cos m(\phi - \phi_0) \sum_q (2q + 1) c^{-i\nu r} j_q (kr) P_q^m(\cos \theta_0) \]

\[ \times \int_0^{\pi} [P_q^m(\cos z)]^2 \sin z dz \]  

(18.99)

The summations in \( q \) extend over all non-negative roots of the equation

\[ (\hat{\nu}^2 - \nu^2) P_q^m(\cos \theta_1) = 0 . \]  

(18.100)

The root \( q = 0 \) occurs only for \( m = 0 \) and leads to a term \( j_0(kr) \csc^2 \frac{1}{2} \theta_1 \) in the eigenfunction representation of \( V^1 + V^s \); the remaining roots in \( q \) are positive.

Expressions for the total field on the surface are trivially obtainable from eqs. (18.98) and (18.99).
If \( kr \ll 1 \), the representation in eq. (18.98) is rapidly convergent and the dominant terms lead to

\[
V^1 + V^2 \approx -\sqrt{\pi e^{-i\pi}} \cos (\phi - \phi_0) (kr)^{q_1} \frac{P_{q_1}^1(\cos \theta)P_{q_1}^1(\cos \theta_0)}{P_{q_1}^1(\cos \theta_1)(\partial^2/\partial q_1 \partial \theta_1)P_{q_1}^1(\cos \theta_1)} + 1,
\]

(18.101)

where \( q_1 \) denotes the first zero of \((\partial/\partial \theta_1)P_{q_1}^n(\cos \theta_1)\) and \( 0 < q_1 < 1 \) for \( 90^\circ < \theta_1 < 180^\circ \). The above equation makes explicit the behavior of the field near the tip.

In the region \( \theta + \theta_0 < 2\theta_1 - \pi \), which excludes the domain of reflected waves, the scattered field is (Felsen [1957a]):

\[
V^s = \pi \sqrt{\frac{\sin \pi}{2k^2}} e^{-i\pi} \sum_{m=-\infty}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \int_0^\pi \tanh \frac{\pi x}{\cosh \pi x} e^{-ixn} f_k^{(0)}(kr) \frac{K_n^m(\cos \theta)K_n^m(\cos \theta_0)(d/d\theta)K_n^m(-\cos \theta_1)}{\Gamma(\frac{1}{2} + m + ix)\Gamma(\frac{1}{2} + m - ix)(d/d\theta_1)K_n^m(\cos \theta_1)} \; ;
\]

(18.102)

and for \( kr \gg 1 \) with \( \theta + \theta_0 \) not too close to \( 2\theta_1 - \pi \) (Felsen [1957b], see also Keller et al. [1956], example 8):

\[
V^s \sim \frac{e^{ikr}}{kr} \left[ 1 + \sum_{\pi=1}^{\infty} \frac{1}{(2ikr)^{n1}} \prod_{s=1}^{\pi} \{s(s-1)+B\} \right] S,
\]

(18.103)

where \( S \) is defined as in eq. (18.79), namely

\[
S = -i\pi \sum_{m=-\infty}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \int_0^\pi \tanh \frac{\pi x}{\cosh \pi x} e^{-ixn} f_k^{(0)}(kr) \frac{K_n^m(\cos \theta)K_n^m(\cos \theta_0)(d/d\theta)K_n^m(-\cos \theta_1)}{\Gamma(\frac{1}{2} + m + ix)\Gamma(\frac{1}{2} + m - ix)(d/d\theta_1)K_n^m(\cos \theta_1)} ,
\]

(18.104)

and \( B \) is the Beltrami operator

\[
R = \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \sin \theta \frac{\partial}{\partial \theta} + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2}.
\]

The field in eq. (18.103) has the appearance of a spherical wave emanating from the cone tip. For a thin cone \((\theta_1 \approx \pi)\), approximations to \( S \) are given by eqs. (18.80) through (18.83); in particular, the first order approximation is (Felsen [1957a, b]):

\[
S \approx 2i \sin^2 \frac{\pi}{\theta_0} \left[ 1 + \cos \theta \cos \theta_0 + 2 \cos(\phi - \phi_0) \sin \theta \sin \theta_0 \right].
\]

(18.105)

Equation (18.105) does not account for the singularity in \( V^s \) as \((\theta + \theta_0) \to \pi\); in this case it is necessary to include the accompanying geometrical optics and transition fields. For a thin cone \((\theta_1 \approx \pi)\) and \( kr \gg 1 \), the scattered field may be decomposed as

\[
V^s = V_0 + V_{1n},
\]

(18.106)
where $V_d$ is the diffracted field due to the cone tip, $V_{refl}$ is the field reflected from the surface of the cone according to the laws of geometrical optics, and $V_{tr}$ is a transition field that provides a continuous field behavior across the geometrical optics boundary $\theta = \pi - \theta_0$. The diffracted field to first order is obtained from eqs. (18.103) and (18.105):

$$
V_d \sim \frac{e^{ikr}}{kr} \frac{-2i \sin\frac{1}{2} \delta}{(\cos \theta + \cos \theta_0)^3} \left[ 1 + \cos \theta \cos \theta_0 + 2 \cos (\phi - \phi_1) \sin \theta \sin \theta_0 \right]; 
$$

(18.107)

and, provided $kr \sin^2 \frac{1}{2} \delta \ll 1$ and $(\sin \theta, \sin \theta_0) \neq 0$, the reflected and transition fields are given by:

$$
V_{refl} + V_{tr} \sim \frac{-e^{-i \pi} \sin^2 \frac{1}{2} \delta}{(2\pi kr \sin \theta \sin \theta_0)^4} \left[ \frac{\partial^2}{\partial \alpha^2} + \frac{i}{8}(\cot \theta + \cot \theta_0) \frac{\partial}{\partial \alpha} ight] + \frac{1}{4}(1 + \frac{1}{8} \cot^2 \theta + \frac{1}{8} \cot^2 \theta_0) + \frac{1}{8} \cot \theta \cot \theta_0 \right] I(r, x) - 
$$

$$
- \frac{2e^{-i \pi} \sin^2 \frac{1}{2} \delta \cos (\phi - \phi_1)}{(2\pi kr \sin \theta \sin \theta_0)^4} \left[ \frac{\partial^2}{\partial \alpha^2} - \frac{1}{8}(\cot \theta + \cot \theta_0) \frac{\partial}{\partial \alpha} ight] - 
$$

$$
- \frac{1}{8}(1 + \frac{1}{8} \cot^2 \theta + \frac{1}{8} \cot^2 \theta_0) + \frac{1}{8} \cot \theta \cot \theta_0 \right] I(r, x),
$$

(18.108)

where $\alpha = \theta + \theta_0 - \pi$ and $I(r, x)$ is defined by eqs. (18.47) through (18.50). Equation (18.108) is valid provided both source and observer are away from the cone axis. Such a restriction is no problem if both source and observer are located within the backward cone because in this instance only the diffraction term contributes significantly to the far field. If, on the other hand, either the source or observer is near the surface of the cone itself, eq. (18.108) is not valid. On the boundary $\theta = \pi - \theta_0$:

$$
V^+ \sim \sqrt{\frac{\pi}{2}} \frac{e^{ikr} \sin \frac{1}{2} \delta}{\sin \theta_0} \left[ 1 + \frac{i}{8kr} (3 + \cot^2 \theta_0) + 
$$

$$
+ 2 \cos (\phi - \phi_0) \left[ 1 - \frac{i}{8kr} (1 + 3 \cot^2 \theta_0) \right]\right].
$$

(18.109)

For a plane wave incident along the axis of symmetry $\theta_0 = 0$, such that

$$
V^+ = e^{-ika},
$$

(18.110)

eq (18.96) reduces to (Felsen [1955]):

$$
V^+ + V^- = \frac{1}{4} \frac{2v + 1}{\sin \pi v} \int_0^\pi \frac{dv}{\sin v} \int_0^1 e^{-i \pi v} f_i(kr) \left[ P_i(-\cos \theta) + P_i(\cos \theta) \right] P_i(\cos \theta_1) P_i(\cos \theta),
$$

(18.111)
while eqs. (18.98) and (18.99) simplify respectively to (Siegel and Alperin [1952], Felsen [1955]):

\[
V^i + V^s = \frac{2}{\sin \theta_1} \sum_{q \geq 0} (2q+1)e^{-i\pi q}e^{-i\pi q}J_q(kr) \frac{P_q'(\cos \theta)}{P_q(\cos \theta_1)\partial P_q'(\cos \theta_1)}, \tag{18.112}
\]

\[
V^i + V^s = 2 \sum_{q \geq 0} e^{-i\pi q}J_q(kr)P_q'(\cos \theta) \int_{0}^{\infty} \left( \frac{P_q(\cos \alpha)}{[P_q(\cos \alpha)]^2} \right)^2 \sin \alpha d\alpha \tag{18.113}
\]

where the summations extend over the non-negative zeros \( q \) of \( P_q'(\cos \theta_1) \).

For \( \theta_0 = 0 \), in the region \( \theta < 2\theta_1 - \pi \), the scattered field is

\[
V^s = -\sqrt{\frac{\pi}{2kr}} e^{-i\pi \theta} \int_{0}^{\infty} dx \ tanh \ \pi x \ e^{-i\pi x} H^{(1)}_0(kr)K_0(\cos \theta) \frac{K_1'(\cos \theta_1)}{K_1(\cos \theta_1)}. \tag{18.114}
\]

and the quantity \( S \) appearing in eq. (18.103), which determines the diffracted field due to the cone tip, becomes

\[
S = i \int_{0}^{\infty} dx \ tanh \ \pi x K_0(\cos \theta) \frac{K_1'(\cos \theta_1)}{K_1(\cos \theta_1)}. \tag{18.115}
\]

The approximations to \( S \) in eqs. (18.80), (18.82) and (18.83) remain valid for \( \theta_0 = 0 \).

In particular, for a thin cone \( (\theta_1 \approx \pi) \), eq. (18.82) becomes

\[
S \approx \frac{1}{2} i \sin^2 \frac{1}{2} \sec^2 \frac{1}{\theta}. \tag{18.116}
\]

For \( \theta_0 = 0 \) and \( kr \gg 1 \), the scattered field may be decomposed as in eq. (18.106) with the diffracted field given by:

\[
V_d \sim e^{ikr} \frac{S}{kr} \tag{18.117}
\]

where \( S \) is obtained from eq. (18.115). Although the integral in eq. (18.115) is convergent only for \( \theta < 2\theta_1 - \pi \), it can be shown by a proof paralleling Felsen [1959] that the angular dependence of the far zone diffracted field must be the same for all angles in \( 0 \leq \theta \leq \theta_1 \). In principle, therefore, one may calculate the diffracted field from the integral in eq. (18.115) valid for the restricted range of angles and then employ the resulting closed form expression everywhere. In practice, however, the integral is difficult to evaluate in terms of known functions, and a closed form expression valid for all angles is not available. For \( (\sin \theta, \sin \theta_1) \neq 0 \), the reflected and transition fields are given by:

\[
V_{\text{refl}} + V_{\text{tr}} \sim \frac{i}{\sqrt{\sin \theta}} \left( \frac{\hat{r}}{r_x} + \frac{i}{2} \cot \theta_1 + \frac{i}{2} \cot \theta \right) T(x, z). \tag{18.118}
\]

where \( z = \pi - 2\theta_1 + \theta \) and \( T(x, z) \) is defined by eqs. (18.60) through (18.63). The transition function properly compensates for the singularity at \( \theta = 2\theta_1 - \pi \) in the
diffracted wave term and for the jump discontinuity in the reflected wave. Away from
the geometrical optics boundary \( \theta = 2\theta - \pi \), such that \((kr \sin \alpha) > 1\), the reflected
field is

\[
V_{\text{eff}} \sim \eta(\chi) \sqrt{\frac{1}{\sin \theta}} e^{ikr \cos \theta} \left( 1 + \frac{1}{kr} \left( \frac{3 \cot \theta}{4 \sin \theta} + \frac{\cot \theta}{8 \sin \alpha} - \frac{\cot \alpha}{8 \sin \alpha} \right) + O \left( \frac{1}{(kr)^2} \right) \right).
\]

(18.119)

and for \( \theta = \theta_{1} \) (observer on the cone surface):

\[
V_{\text{eff}} = e^{ikr \cos \theta_{1}} \left( 2 + \frac{1}{kr} \cot \theta_{1} + O \left( \frac{1}{(kr)^2} \right) \right).
\]

(18.120)

It should be emphasized that the above results are valid only if the observer is located
away from the axis of the cone and provided the cone apex angle is not small.

For \( \theta_{0} = 0, \theta = 0 \), the backscattered far field is (see also, Felsen [1958]):

\[
V_{\text{bs}} = -\frac{e^{ikr}}{ikr} \int_{0}^{\pi} \frac{K_{1}(-\cos \theta_{1})}{K_{1}(\cos \theta_{1})} d\chi \tan \pi \chi - \frac{e^{-ikr}}{\sqrt{2\pi kr}} \frac{\partial}{\partial \chi} \left( \frac{\partial}{\partial \chi} + \frac{1}{2} \cot \theta_{1} \right) I(r, \chi),
\]

(18.121)

where \( \chi = \pi - 2\theta_{1} \) and \( I(r, \chi) \) is defined by eqs. (18.47) through (18.50). The term
involving \( I(r, \chi) \) is important only for a wide cone \( \theta_{1} \approx \frac{1}{2} \pi \), in which case both source
and observer lie in a transition region. For \( \theta_{1} \approx \frac{1}{2} \pi \), a first order result is given by
(Felsen [1955], see also Felsen [1953]):

\[
V_{\text{bs}} \sim e^{ikr \sin \theta_{1}} \left[ 1 - \frac{2\pi e^{-ikr}}{wG(w)} \right], \quad w < 4
\]

(18.172)

\[
V_{\text{bs}} \sim -\frac{e^{ikr}}{ikr} \frac{1}{(2\theta_{1} - \pi)^{2}}, \quad w \geq 4
\]

where \( w = -\sqrt{kr \cos \theta_{1}} \) and \( G(w) \) is as defined in eq. (18.50). A plot of the magnitude
and phase of the quantity in brackets in eq. (18.122) is provided in Section 18.5, Fig.
18.17b. It may be noted that when \( \theta_{1} = \frac{1}{2} \pi \), eq. (18.122) yields a back scattered plane
wave appropriate to reflection from an infinite plane. For a thin cone \( \theta_{1} \approx \pi \),
eqs. (18.80), (18.82) and (18.83) remain valid for \( \theta_{0} = 0, \theta = 0 \).

For \( \theta_{0} = 0 \) and for a wide cone \( \theta_{1} \approx \frac{1}{2} \pi \), the back scattering cross section is, from
eq (18.122) (Felsen [1953, 1955]):

\[
\sigma \approx \frac{\lambda^{2}}{\pi(2\theta_{1} - \pi)}, \quad (18.123)
\]

whereas, for a thin cone \( \theta_{1} \approx \pi \), eq. (18.116) leads to (Felsen [1953, 1955]):

\[
\sigma \approx \frac{\lambda^{2}(\pi - \theta_{1})^{2}}{64\pi}.
\]

(18.124)

A more general expression for the back scattering cross section is given by (Schenn.
stedt [1953], Singh et al. [1953a], Singh et al. [1955b]):
\[
\sigma = \frac{\lambda^2}{\pi} \sum_{q} \left| \int_{0}^{\infty} [P_q(\cos \alpha)]^2 \sin \alpha \, d\alpha \right|^2, \quad (18.125)
\]

where the summation is over the non-negative zeros of \( P_q(\cos \theta) \), but only a finite number of terms must be included since the infinite series diverges. Despite this drawback, special summation techniques have been employed (Schensted [1953], Siegel et al. [1953a], Siegel et al. [1955b]) to yield second order results in the wide cone and thin cone approximations: for a wide cone \( \theta_1 \approx \frac{1}{2} \pi \),

\[
\sigma \approx \frac{\lambda^2 (1 - 4 \cos^2 \theta_1)}{16 \pi \cos^4 \theta_1}, \quad (18.126)
\]

and for a thin cone (\( \theta_1 \approx \pi \)),

\[
\sigma \approx \frac{\lambda^2}{4\pi} \sin^4 \frac{1}{2} \delta \left[ 1 - 2 \sin^2 \frac{1}{2} \delta \left( 1 + 4 \log \sin \frac{1}{2} \delta \right) \right]. \quad (18.127)
\]

Fig. 18.5. Normalized move-on back scattering cross section \( \sigma \lambda^2 \) as a function of \( \theta_1 \) for a hard cone: (---) first order and (-----) second order theory for wide cone, (-----) first order and (-----) second order theory for thin cone.
In the case of a thin cone, however, eq. (18.83) leads to
\[ \sigma \approx \frac{1}{4\pi} \sin^4 \frac{\delta}{4} \left[ 1 + 8 \sin^2 \frac{\delta}{4} (1 - \log \sin \frac{\delta}{4}) - 4\pi \sin^2 \frac{\delta}{4} \int_0^\infty \frac{\tanh \pi x}{\cosh \pi x} (x^2 + \frac{1}{2}) f(x) \right], \]  
(18.128)
where \( f(x) \) is defined in eq. (18.81). Equations (18.127) and (18.128) have not been shown to be in agreement; the difficulty lies in evaluating the definite integral in eq. (18.128). The cross sections given in eqs. (18.126) and (18.127), as well as the first order approximations of eqs. (18.123) and (18.124) are plotted in Fig. 18.5 as functions of \( \theta_1 \).

18.4. Perfectly conducting cone

18.4.1. Electric dipole sources

For an arbitrarily oriented electric dipole at \((r_0, \theta_0, \phi_0)\) with moment \((4\pi \varepsilon) \varepsilon\), the total electromagnetic field is
\[ E'(r) + E(r) = 4\pi \varepsilon \mathcal{G}_e(r|r_0) \cdot \hat{\varepsilon}, \]
\[ H'(r) + H(r) = -4\pi \varepsilon^2 \mathcal{G}_e(r|r_0) \cdot \hat{\varepsilon}, \]
(18.129)
where \( \hat{\varepsilon} \) is an arbitrary unit vector and \( \mathcal{G}_e(r|r_0) \) is the electric dyadic Green function for the cone:
\[ 4\pi \mathcal{G}_e(r|r_0) = \left( \frac{\theta}{\sin \theta \partial \theta} + \frac{\phi}{\phi} \right) \left( \frac{\theta}{\partial \theta} - \frac{\phi}{\phi} \right) \left( \frac{\theta}{\partial \theta} - \frac{\phi}{\phi} \right) U_2 + \]
\[ + \left( \frac{\theta}{r \partial r \partial \theta} + \frac{\phi}{r \sin \theta \partial \theta} \right) \left( \frac{\theta}{r \partial r \partial \theta} + \frac{\phi}{r \sin \theta \partial \theta} \right) \left( \frac{\theta}{r \partial r \partial \theta} + \frac{\phi}{r \sin \theta \partial \theta} \right) \]
\[ + \frac{\theta}{r_0 \partial r_0 \partial \theta_0} + \frac{\phi}{r_0 \sin \theta_0 \partial \theta_0} - \frac{\theta_0}{r_0 \partial r_0 \partial \phi_0} \right) \frac{r_0 U_1}{k^2}, \]  
(18.130)
and where \( \nabla \mathcal{G}_e(r|r_0) \) is given by:
\[ 4\pi \nabla \mathcal{G}_e(r|r_0) = \left( \frac{\theta}{r \partial r \partial \theta} + \frac{\phi}{r \sin \theta \partial \theta} \right) \left( \frac{\theta}{r \partial r \partial \theta} + \frac{\phi}{r \sin \theta \partial \theta} \right) \left( \frac{\theta}{r \partial r \partial \theta} + \frac{\phi}{r \sin \theta \partial \theta} \right) \]
\[ - \frac{\theta}{r_0 \partial r_0 \partial \theta_0} \frac{r U_1}{k} + \left( \frac{\theta}{\sin \theta \partial \phi} - \frac{\phi}{\phi} \right) \left( \frac{\theta}{\sin \theta \partial \phi} - \frac{\phi}{\phi} \right) \left( \frac{\theta}{\sin \theta \partial \phi} - \frac{\phi}{\phi} \right) \]
\[ + \frac{\theta}{r_0 \partial r_0 \partial \phi_0} - \frac{\phi}{r_0 \sin \theta_0 \partial \phi_0} - \frac{\phi}{r_0 \sin \theta_0 \partial \phi_0} \frac{r_0 U_1}{k} \]  
(18.131)
In eqs. (18.130) and (18.131) the scalar functions \( U_1 \) and \( U_2 \) are (Felsen [1957a]):
\[ U_{1,2} = \sum_{m=0}^{\infty} e_m \cos(m(\phi - \phi_0)) \int_C d\nu \frac{2\nu + 1}{\nu} j_{\nu}(kr) h_{\nu+1}^{(1)}(kr) G_{1,2}, \]  
(18.132)
where

\[ G_1 = -\frac{1}{2\pi} \frac{\Gamma(v + m + 1)P^{-m}_v(\cos \theta_\perp)}{\Gamma(v - m + 1)\sin (v-m)\pi} \times \left[ P^{-m}_v(-\cos \theta_\perp) - \frac{P^{-m}_v(-\cos \theta_\perp)}{P^{-m}_v(\cos \theta_\perp)} P^{-m}_v(\cos \theta_\perp) \right], \quad (18.133) \]

\[ G_2 = -\frac{1}{2\pi} \frac{\Gamma(v + m + 1)P^{-m}_v(\cos \theta_\perp)}{\Gamma(v - m + 1)\sin (v-m)\pi} \times \left[ P^{-m}_v(-\cos \theta_\perp) - \frac{\frac{d}{d\theta_\perp} P^{-m}_v(-\cos \theta_\perp)}{\frac{d}{d\theta_\perp} P^{-m}_v(\cos \theta_\perp)} P^{-m}_v(\cos \theta_\perp) \right], \quad (18.134) \]

and \( C' \) is the contour shown in Fig. 18.6. Alternative representations of \( U_1 \) and \( U_2 \)

\[ U_1 = \frac{2i}{\sin \theta_1} \sum_{m=0}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \sum_{p>0}^{2p+1} \frac{2p+1}{p(p+1)} j_p(kr_\perp) h_{p+1}^{(1)}(kr_\perp) \]

\[ \times P_p^m(\cos \theta_\perp)P_{p+1}^m(\cos \theta_\perp), \quad (18.135) \]

\[ U_2 = -\frac{2i}{\sin \theta_1} \sum_{m=0}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \sum_{q>0}^{2q+1} \frac{2q+1}{q(q+1)} j_q(kr_\perp) h_{q+1}^{(1)}(kr_\perp) \]

\[ \times P_q^m(\cos \theta_\perp)P_{q+1}^m(\cos \theta_\perp), \quad (18.136) \]

as eigenfunction expansions are (Bailin and Silver [1956]):

\[ \frac{\partial}{\partial \theta_1} \left[ \frac{1}{\sin \theta_1} \sum_{m=0}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \sum_{p>0}^{2p+1} \frac{2p+1}{p(p+1)} j_p(kr_\perp) h_{p+1}^{(1)}(kr_\perp) \right] \]

\[ \times P_p^m(\cos \theta_\perp)P_{p+1}^m(\cos \theta_\perp), \quad (18.137) \]

\[ \frac{\partial}{\partial \theta_1} \left[ \frac{1}{\sin \theta_1} \sum_{m=0}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \sum_{q>0}^{2q+1} \frac{2q+1}{q(q+1)} j_q(kr_\perp) h_{q+1}^{(1)}(kr_\perp) \right] \]

\[ \times P_q^m(\cos \theta_\perp)P_{q+1}^m(\cos \theta_\perp), \quad (18.138) \]
which may also be written as (Tai [1954], Bailin and Silver [1956]):

\[ U_1 = 2i \sum_{m=0}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \sum_{p>0} j_p(kr_0)h_1^{(1)}(kr_0)P_\theta^m(\cos \theta_0)P_{\theta_1}^m(\cos \theta_0), \tag{18.137} \]

\[ U_2 = 2i \sum_{m=0}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \sum_{q>0} j_q(kr_0)h_1^{(1)}(kr_0)P_\theta^q(\cos \theta_0)P_{\theta_1}^q(\cos \theta_0). \tag{18.138} \]

The summations in \( p \) and \( q \) extend over all positive roots, respectively, of the equations

\[ P_p^- m(\cos \theta_1) = 0, \]

\[ (\theta/\theta_1)P_q^- m(\cos \theta_1) = 0. \tag{18.139} \]

If \( kr \ll 1 \) and \( kr_0 \gg 1 \), the representations in eqs. (18.135) - (18.136) are rapidly convergent and the dominant terms lead to

\[ E^i + E^r \sim \frac{ik_0 e^{ikr_0 - i\phi_0}}{r_0 \sin \theta_1} \frac{\pi(kr_0)^{-1}}{2^n-1} \left[ P_{\theta_1}^i(\cos \theta_1) \frac{\partial^2}{\partial \theta_1 \partial \phi_1} P_{\theta_1}^i(\cos \theta_1) \right]^{-1} \]

\[ \times \frac{r_0}{r} \left[ P + \frac{\frac{\partial}{q_1} \frac{\partial}{\partial \phi_1}}{q_1 \sin \theta \partial \phi} \left[ \frac{(\theta_0 \cdot \hat{\epsilon}) \frac{\partial}{\partial \theta_0} - (\phi_0 \cdot \hat{\epsilon}) \frac{\partial}{\partial \theta_0} \right] \right] \]

\[ \times P_{\theta_1}^i(\cos \theta_1) P_{\phi_1}^i(\cos \theta_1) \cos(\phi - \phi_0) \tag{18.140} \]

where \( p_1, q_1 \) denote the first zeros of \( P_p^m(\cos \theta_1) \) and \( (\partial/\partial \theta_1)P_{\phi_1}^i(\cos \theta_1) \), respectively, and \( 0 < p_1 < 1, 0 < q_1 < 1 \) for \( 90^\circ < \theta_1 < 180^\circ \). The above equations make explicit the behavior of the electromagnetic field near the tip.

For \( r \neq r_0 \), in the region \((\theta + \theta_0) < (2\theta_1 - \pi)\) which excludes the domain of reflected waves, the scattered portions of the functions \( U_1 \) and \( U_2 \) may be written as (Filsin [1957a]):

\[ U_1 = -ih_0^{(1)}(k_r)h_1^{(1)}(kr_0) \sum_{m=1}^{\infty} \left[ \frac{\cos(\phi - \phi_0)}{m} \frac{\tan \frac{\pi}{2} \tan \frac{\pi}{2} \tan^2 \frac{\pi}{2} (\pi - \theta_1) \right]^{-m} \]

\[ - \frac{\pi^2}{2kr_0} \sum_{m=1}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \int_0^{\pi} \frac{\tan \pi x}{x^2 + 1} \cos \pi x e^{-ixH^{(1)}_{11}(k_r)H^{(1)}_{11}(kr_0)} \]

\[ \times K_m(\cos \theta)K_m^*(\cos \theta_0)K_m^*(-\cos \theta_1) \]

\[ I(1 + m + ix)I(1 + m - ix)K_m(\cos \theta_1). \tag{18.142} \]
\[ U_2 = i h_0^{(1)}(kr) k_0^{(1)}(kr_0) \sum_{m=1}^{\infty} \cos m(\phi - \phi_0) \left[ \tan \frac{\theta}{2} \tan \frac{\theta_0}{2} \tan^2 \frac{1}{2} (\pi - \theta_1) \right]^m - \]
\[
\frac{\pi^2}{2k\sqrt{rr_0}} \sum_{m=0}^{\infty} c_m \cos m(\phi - \phi_0) \int_0^{\infty} dxx \frac{\tanh \pi x}{x^2 + \frac{1}{2} \cosh \pi x} e^{-2\pi H_1^{(1)}(kr) H_1^{(1)}(kr_0)} \times K_n^m(\cos \theta) K_n^m(\cos \theta_0)(d/d\theta_1) K_n^m(-\cos \theta_1) \]
\[
\frac{\Gamma\left(\frac{1}{2} + m + ix\right) \Gamma\left(\frac{1}{2} + m - ix\right)}{\Gamma\left(\frac{1}{2} + m + ix\right) \Gamma\left(\frac{1}{2} + m - ix\right)} K_n^m(\cos \theta_1), \tag{18.143}
\]
and for \( kr_0 \gg kr \gg 1 \), with \((\theta + \theta_0)\) not too close to \((\theta_1 - \pi)\) (Felsen [1957b]):
\[
U_{1,2} \sim \frac{e^{i(kr + \phi_{0})}}{k^2 rr_0} \left[ 1 + \sum_{n=1}^{\infty} \frac{1}{(2ikr_0)^n} \prod_{s=1}^{n} \{ (s-1) + B \} \right] R_{1,2}, \tag{18.144}
\]
where
\[
R_1 = i \sum_{m=1}^{\infty} \frac{\cos m(\phi - \phi_0) \left[ \tan \frac{\theta}{2} \tan \frac{\theta_0}{2} \tan^2 \frac{1}{2} (\pi - \theta_1) \right]^m +}{m} + \]
\[
+ \frac{\pi i}{2k\sqrt{rr_0}} \sum_{m=0}^{\infty} c_m \cos m(\phi - \phi_0) \int_0^{\infty} \frac{dxx}{x^2 + \frac{1}{2} \cosh \pi x} \times K_n^m(\cos \theta) K_n^m(\cos \theta_0)(d/d\theta_1) K_n^m(-\cos \theta_1) \]
\[
\frac{\Gamma\left(\frac{1}{2} + m + ix\right) \Gamma\left(\frac{1}{2} + m - ix\right)}{\Gamma\left(\frac{1}{2} + m + ix\right) \Gamma\left(\frac{1}{2} + m - ix\right)} K_n^m(\cos \theta_1), \tag{18.145}
\]
\[
R_2 = -i \sum_{m=1}^{\infty} \frac{\cos m(\phi - \phi_0) \left[ \tan \frac{\theta}{2} \tan \frac{\theta_0}{2} \tan^2 \frac{1}{2} (\pi - \theta_1) \right]^m +}{m} + \]
\[
+ \frac{\pi i}{2k\sqrt{rr_0}} \sum_{m=0}^{\infty} c_m \cos m(\phi - \phi_0) \int_0^{\infty} \frac{dxx}{x^2 + \frac{1}{2} \cosh \pi x} \times K_n^m(\cos \theta) K_n^m(\cos \theta_0)(d/d\theta_1) K_n^m(-\cos \theta_1) \]
\[
\frac{\Gamma\left(\frac{1}{2} + m + ix\right) \Gamma\left(\frac{1}{2} + m - ix\right)}{\Gamma\left(\frac{1}{2} + m + ix\right) \Gamma\left(\frac{1}{2} + m - ix\right)} K_n^m(\cos \theta_1), \tag{18.146}
\]
and \( B \) is the Beltrami operator
\[
B = \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \sin \theta \frac{\partial}{\partial \theta} + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2}.
\]
Equation (18.144) leads to an electromagnetic field that has the appearance of a spherical wave emanating from the cone tip. Since
\[
\left[ -\frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \sin \theta \frac{\partial}{\partial \theta} - \frac{m^2}{\sin^2 \theta} \right] \tan \frac{\theta}{2} = 0, \tag{18.147}
\]
the summations involving \( \tan^m \frac{\theta}{2} \) in eqs. (18.145) and (18.146) contribute only to the leading order term in eq. (18.144). In the case of a thin cone \((\theta_1 \approx \pi)\), a first order approximation to \( R_1 \) and \( R_2 \) is (Felsen [1957a, b]):
\[ R_1 \approx i \sin^2 \frac{1}{2} \delta \tan \frac{1}{2} \theta \tan \frac{1}{2} \theta_0 \left( 1 + \frac{2}{\cos \theta + \cos \theta_0} \right) \cos (\phi - \phi_0). \]  
(18.148)

\[ R_2 \approx -i \sin^2 \frac{1}{2} \delta \left( \frac{1}{\cos \theta + \cos \theta_0} + \tan \frac{1}{2} \theta \tan \frac{1}{2} \theta_0 \left( 1 + \frac{2}{\cos \theta + \cos \theta_0} \right) \cos (\phi - \phi_0) \right). \]

For a radial electric dipole at \((r_0, \theta_0, \phi_0)\) with moment \((4\pi \epsilon_0 k)\), the total field is

\[ E^i + E^a = \left( \rho \left( \frac{\partial^2}{\partial r^2} + k^2 \right) + \frac{\partial}{r \sin \theta} \frac{\partial}{\partial \theta} + \frac{\partial^2}{r \sin \theta \partial \varphi} \right) \frac{r (V^i + V^a)}{r_0}. \]

\[ H^i + H^a = -ik \gamma \left( \frac{\partial}{r \sin \theta} - \frac{\partial}{\partial \phi} \right) \frac{V^i + V^a}{r_0}, \]  
(18.149)

where \( V^i + V^a \) is the point source solution for an acoustically soft cone (see Section 18.2.1). The particular case of a radial dipole located on the axis of symmetry \((\theta_0 = 0)\) was treated by MacDonald [1902]. If the radial dipole is on the surface \((\theta_0 = \theta_1)\), the total field is zero everywhere.

For a dipole on the surface \((\theta_0 = \theta_1)\) with \( \delta = \delta_1 \), the non-zero components of the total far field are

\[ E_\theta = Z H_\phi = \frac{2ie^{ikr}}{rr_0 \sin \theta_1} \sum_{m=0}^{\infty} \epsilon_m \cos m(\phi - \phi_0) \sum_{p=0}^{\infty} \frac{2p+1}{p(p+1)} e^{-iv\pi} \frac{\partial}{r_0} \frac{1}{i} \left[ r_0 j_m(kr_0) \right] \]

\[ \times \left( \frac{\partial}{\partial \theta} P_m^0(\cos \theta_1) \right) - \frac{4k e^{ikr}}{r \sin \theta \sin^2 \theta_1} \sum_{m=1}^{\infty} m^2 \cos m(\phi - \phi_0) \]

\[ \times \sum_{q=0}^{\infty} \frac{2q+1}{q(q+1)} e^{-iv\pi} j_q(kr_0) \left( \frac{\partial}{\partial \varphi} P_m^0(\cos \theta_1) \right) \]  
(18.150)

\[ E_\phi = -Z H_\theta = \frac{-4ie^{ikr}}{rr_0 \sin \theta_1} \sum_{m=1}^{\infty} m \sin m(\phi - \phi_0) \sum_{p=0}^{\infty} \frac{2p+1}{p(p+1)} e^{-iv\pi} \]

\[ \times \frac{\partial}{r_0} \left[ r_0 j_m(kr_0) \right] \left( \frac{\partial}{\partial \varphi} P_m^0(\cos \theta_1) \right) \]

\[ \times \sum_{q=0}^{\infty} \frac{2q+1}{q(q+1)} e^{-iv\pi} j_q(kr_0) \left( \frac{\partial}{\partial \theta} P_m^0(\cos \theta) \right) \]  
(18.151)

If a circumferential dipole (that is, \( \delta = \phi_0 \)) is on the surface, the total field is zero everywhere.

For an \( x \)-directed dipole of moment \((4\pi \epsilon_0 k)\) located on the axis of symmetry at \((r_0, 0, 0)\), the incident field is

\[ E^i = \frac{e^{ikr}}{kR} \left[ \frac{r(r-r_0 \cos \theta)}{R} \left( \frac{3}{R^3} - \frac{3ik}{R^2} - k^2 \right) + \frac{ik}{R^2} \frac{1}{r^2} + k^2 \right] \sin \theta \cos \phi, \]

\[ E^\phi = \frac{e^{ikr}}{kR} \left[ \frac{r_0 \sin \theta}{R} \left( \frac{3}{R^3} - \frac{3ik}{R^2} - k^2 \right) \sin \theta + \left( \frac{ik}{R^2} - \frac{1}{R^2} + k^2 \right) \cos \phi \right] \]  
(18.152)
\[ H_1^i = ik Y \frac{e^{ikr}}{kR} \left( \frac{ik}{R} - \frac{1}{R^2} \right) r_0 \sin \theta \sin \phi, \]
\[ H_2^i = -ik Y \frac{e^{ikr}}{kR} \left( \frac{ik}{R} - \frac{1}{R^2} \right) (r \cos \theta - r_0) \sin \phi, \]
\[ H_3^i = -ik Y \frac{e^{ikr}}{kR} \left( \frac{ik}{R} - \frac{1}{R^2} \right) (r \cos \theta - r_0) \cos \phi, \]

and the total field is
\[ E^i + E^r = \left( \frac{\partial}{\partial \theta} \cos \phi - \frac{\partial}{\partial \phi} \sin \phi \cos \phi \right) k^2 A_2 + \]
\[ + \left( \frac{\hat{r}}{r} \cos \phi \left( \frac{\partial^2}{\partial r^2} + k^2 \right) + \frac{\partial}{\partial r} \sin \phi \frac{\partial}{\partial \theta} - \frac{\partial}{\partial \phi} \left( r_0 A_1, \right) \right), \]
\[ \left( H^i + H^r = -ik Y \left( \frac{\partial}{\partial \theta} \sin \phi + \frac{\partial}{\partial \phi} \cos \phi \frac{1}{r_0} \frac{\partial}{\partial r_0} \left( r_0 A_1, \right) \right) + \right) \]
\[ + ik Y \left( \frac{\partial}{\partial \theta} \sin \phi + \frac{\partial}{\partial \phi} \cos \phi \right) \frac{1}{r_0} \frac{\partial}{\partial r_0} \left( r_0 A_1, \right), \]

where
\[ A_1 = \frac{1}{2} \int_C \frac{dv}{v(v+1)} \frac{j_v(kr_0)h_v^{(1)}(kr_0)}{\sin v\pi} \left[ P_v^\prime(-\cos \theta) - \frac{P_v^\prime(-\cos \theta_1)}{P_v^\prime(\cos \theta_1)} \frac{P_v^\prime(\cos \theta)}{P_v^\prime(\cos \theta_1)} \right], \]
\[ A_2 = \frac{1}{2} \int_C \frac{dv}{v(v+1)} \frac{j_v(kr_0)h_v^{(1)}(kr_0)}{\sin v\pi} \times \left[ P_v^\prime(-\cos \theta) - \frac{(d/d\theta_1)P_v^\prime(-\cos \theta_1)}{(d/d\theta_1)P_v^\prime(\cos \theta_1)} \right], \]

and \( C \) is the contour shown in Fig. 18.6. Alternative representations of \( A_1 \) and \( A_2 \) as eigenfunction expansions are
\[ A_1 = \frac{2i}{\sin \theta_1} \sum_{p=0}^\infty (2p+1) j_p(kr_0)h_p^{(1)}(kr_0) \frac{P_p^\prime(\cos \theta)}{(\partial/\partial \theta_1)P_p^\prime(\cos \theta_1)(\partial/\partial \theta)(\partial/\partial \phi)P_p^\prime(\cos \theta_1)}, \]
\[ A_2 = -\frac{2i}{\sin \theta_1} \sum_{q=0}^\infty (2q+1) j_q(kr_0)h_q^{(1)}(kr_0) \frac{P_q^\prime(\cos \theta_1)}{(\partial/\partial \theta_1)P_q^\prime(\cos \theta_1)(\partial^2/\partial \theta \partial \phi)P_q^\prime(\cos \theta_1)}, \]

which may also be written as
\[ A_1 = 2i \sum_{p=0}^\infty j_p(kr_0)h_p^{(1)}(kr_0) P_p^\prime(\cos \theta) \]
\[ \int_0^2 \left[ P_p^\prime(\cos \theta) \right]^2 \sin x \, dx, \]
\[
A_2 = 2i \sum_{q>0} j_q(k r_+ k r_-) P^1_q(\cos \theta) \int_0^{\Phi_1} [P^1_{\Phi}(\cos x)]^2 \sin x dx
\]

(18.159)

The summations in \( p \) and \( q \) extend over the positive zeros of \( P^1_p(\cos \theta_1) \) and \( (\partial/\partial \Phi_1^1) P^1_q(\cos \theta_1) \), respectively.

For \( r \neq r_o \), in the region \( \theta < 2\theta_1 - \pi \), the scattered portions of \( A_1 \) and \( A_2 \) may be written as:

\[
A_1^s = - \frac{i h_0}{k} \frac{(kr_+) k r_0}{\tan \frac{1}{2}(\pi - \theta_1)} + \frac{\pi}{2k \sqrt{rr_+}} \int_0^\infty \frac{dx}{x^2 + \frac{1}{4}} \tan \pi x e^{-xH_1(kr_+)(kr_0)K_1(kr_+)(\cos \theta)} \frac{K_1^1(-\cos \theta_1)}{K_1^1(\cos \theta_1)}
\]

(18.160)

\[
A_2^s = \frac{i h_0}{k} \frac{(kr_+) k r_0}{\tan \frac{1}{2}(\pi - \theta_1)} + \frac{\pi}{2k \sqrt{rr_+}} \int_0^\infty \frac{dx}{x^2 + \frac{1}{4}} \tan \pi x e^{-xH_1(kr_+)(kr_0)K_1(kr_+)(\cos \theta)}
\times \frac{(\partial/\partial \Phi_1^1) K_1^1(-\cos \theta_1)}{(\partial/\partial \Phi_1^1) K_1^1(\cos \theta_1)}
\]

(18.161)

and for \( kr_+ \gg kr_- > 1 \), with \( \theta + \theta_0 \) not too close to \( 2\theta_1 - \pi \):

\[
A_{1,2}^s \sim \frac{e^{i(kr+rr_0)}}{k^2 rr_0} \left[ 1 + \sum_{n=1}^{\infty} \frac{1}{(2ikr_-) n!} \prod_{s=1}^{n} \{s(s-1) + B(1)\} \right] \Gamma_{1,2}
\]

(18.162)

where

\[
\Gamma_1 = i \tan \frac{1}{2} \pi \tan^2 \frac{1}{2}(\pi - \theta_1) - i \int_0^\infty \frac{dx}{x^2 + \frac{1}{4}} \tan \pi x K_2^1(\cos \theta) \frac{K_1^1(-\cos \theta_1)}{K_1^1(\cos \theta_1)},
\]

(18.163)

\[
\Gamma_2 = - i \tan \frac{1}{2} \pi \tan^2 \frac{1}{2}(\pi - \theta_1) - i \int_0^\infty \frac{dx}{x^2 + \frac{1}{4}} \tan \pi x K_2^1(\cos \theta) \frac{(\partial/\partial \Phi_1^1) K_1^1(-\cos \theta_1)}{(\partial/\partial \Phi_1^1) K_1^1(\cos \theta_1)}
\]

(18.164)

and \( B(1) \) is the operator

\[
B(1) = \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \sin \theta \frac{\partial}{\partial \theta} \frac{1}{\sin^2 \theta}
\]

(18.165)

Equation (18.162) again leads to an electromagnetic field that has the appearance of a spherical wave emanating from the cone tip. For a thin cone \( (\theta_1 \approx \pi) \), a first order approximation to \( \Gamma_1 \) and \( \Gamma_2 \) is

\[
\Gamma_1 \approx - \Gamma_2 \approx \frac{1}{2} \tan \frac{1}{2} \theta (2 + \tan^2 \frac{1}{2} \theta)
\]

(18.166)
18.4.2. Magnetic dipole sources

For an arbitrarily oriented magnetic dipole at \((r_0, \theta_0, \phi_0)\) with moment \((4\pi/k)c\hat{\epsilon}\), the total electromagnetic field is

\[
H'(r) + H'(r) = 4\pi k G_m(r|r_0) \cdot \hat{\epsilon},
\]

\[
E'(r) + E'(r) \equiv 4\pi Z V \wedge G_m(r|r_0) \cdot \hat{\epsilon},
\]  

(18.167)

where \(\hat{\epsilon}\) is an arbitrary unit vector and \(G_m(r|r_0)\) is the magnetic dyadic Green function for the cone:

\[
\frac{4\pi}{k^2} V \wedge G_m(r|r_0) = \left( \frac{\hat{\phi} \cdot \partial}{r \sin \theta \partial \phi} - \frac{\partial}{\partial \theta} \right) \left[ \frac{\hat{\theta}}{\sin \theta_0} \frac{\partial}{\partial \theta_0} - \hat{\phi} \frac{\partial}{\partial \phi_0} \right] U_1 +
\]

\[
+ \left( \hat{\phi} \left( \frac{\partial^2}{\partial r^2} + k^2 \right) + \frac{\partial}{r} \frac{\partial}{\partial \theta} \right) r U_1 +
\]

\[
+ \frac{\hat{\phi}}{r \sin \theta} \frac{\partial}{\partial \phi} \left( \frac{\hat{\phi}}{r \sin \theta} \frac{\partial}{\partial \phi} \right) \left( \frac{\hat{\phi}}{r \sin \theta} \frac{\partial}{\partial \phi} \right) \frac{rr_0 U_2}{k^2},
\]  

(18.168)

and where \(V \wedge G_m(r|r_0)\) is given by:

\[
\frac{4\pi}{k^2} V \wedge G_m(r|r_0) = \left( \frac{\hat{\phi} \cdot \partial}{r \sin \theta \partial \phi} - \frac{\partial}{\partial \theta} \right) \left[ \frac{\hat{\theta}}{\sin \theta_0} \frac{\partial}{\partial \theta_0} - \hat{\phi} \frac{\partial}{\partial \phi_0} \right] U_1 +
\]

\[
+ \left( \hat{\phi} \left( \frac{\partial^2}{\partial r^2} + k^2 \right) + \frac{\partial}{r} \frac{\partial}{\partial \theta} \right) r U_1 +
\]

\[
+ \frac{\hat{\phi}}{r \sin \theta} \frac{\partial}{\partial \phi} \left( \frac{\hat{\phi}}{r \sin \theta} \frac{\partial}{\partial \phi} \right) \left( \frac{\hat{\phi}}{r \sin \theta} \frac{\partial}{\partial \phi} \right) \frac{rr_0 U_2}{k^2},
\]  

(18.169)

The scalar functions \(U_1\) and \(U_2\) are defined in eqs. (18.132) through (18.138).

If \(kr \ll 1\) and \(kr_0 \ll 1\), the representations in eqs. (18.135) and (18.136) are rapidly convergent and the dominant terms lead to

\[
H^1 + H^1 \sim Z \left( \frac{\pi(kr)^{n-1}}{n \Gamma(n + 1)} \right)^{-1} \left( P_{nl}^1(\cos \theta_0) \frac{\sin \theta}{\sin \theta_0} \right) \cdot P_{nl}^1(\cos \theta) \left( \frac{\hat{\phi} \cdot \hat{\epsilon}}{\sin \theta_0} \right) \left( \hat{\phi} \cdot \hat{\epsilon} \right) \left( \hat{\phi} \cdot \hat{\epsilon} \right),
\]

(18.170)

\[
E^1 + E^1 \sim \left( \frac{\pi(kr)^{n-1}}{n \Gamma(n + 1)} \right)^{-1} \left( P_{nl}^1(\cos \theta_0) \frac{\sin \theta}{\sin \theta_0} \right) \cdot P_{nl}^1(\cos \theta) \left( \frac{\hat{\phi} \cdot \hat{\epsilon}}{\sin \theta_0} \right) \left( \hat{\phi} \cdot \hat{\epsilon} \right) \left( \hat{\phi} \cdot \hat{\epsilon} \right),
\]

(18.171)
where \( p_1 \) and \( q_1 \) denote the first zeros of \( P_\nu(\cos \theta_1) \) and \( (\partial/\partial \theta_1)P_\nu(\cos \theta_1) \), respectively, and \( 0 < p_1 < 1, 0 < q_1 < 1 \) for \( 90^\circ < \theta_0 < 180^\circ \). The above equations make explicit the behavior of the electromagnetic field near the tip.

For the region \( \theta + \theta_0 < 2\theta_1 - \pi \) which excludes the domain of reflected waves, exact and approximate expressions for the scattered portions of \( U_1 \) and \( U_2 \) are given in eqs. (18.142) through (18.148).

For a radial magnetic dipole at \((r_0, \theta_0, \phi_0)\) with moment \((4\pi/k)r_0\), the total field is

\[
H^i + H^r = \left\{ \frac{\partial^2}{\partial r^2} + k^2 \right\} \phi + \frac{\partial^2}{r \partial r \partial \theta} + \frac{\partial}{r \sin \theta \partial \phi} \left[ \frac{\partial \phi}{\partial \theta} \right] \frac{r(V^i + V^r)}{r_0},
\]

\[
E^i + E^r = \frac{ikZ}{\sin \theta \partial \theta} \left[ \frac{\partial}{\partial \phi} \left( \frac{\partial \phi}{\partial \theta} \right) \right] \frac{V^i + V^r}{r_0}, \tag{18.172}
\]

where \( V^i + V^r \) is the point source solution for an acoustically hard cone (see Section 18.3.1.).

For a radial dipole \((\hat{t} = \hat{r}_0)\) on the surface \((\theta_0 = \theta_1)\), the field components in the far zone are

\[
H_\theta = -YE_\phi = \frac{-2ie^{ikr}}{rr_0 \sin \theta_1 \sin \theta} \sum_{m=1}^{\infty} e_m \cos m(\phi - \phi_0) \sum_{q>0} (2q + 1)e^{-i\nu q}j_q(kr_0) \times \frac{(\partial/\partial \theta_1)P_\nu(\cos \theta_1)}{(\partial^2/\partial \theta_0 \partial \theta_1)P_\nu(\cos \theta_1)}, \tag{18.173}
\]

\[
H_\phi = YE_\theta = \frac{4ie^{ikr}}{rr_0 \sin \theta_1 \sin \theta} \sum_{m=1}^{\infty} m \sin m(\phi - \phi_0) \sum_{q>0} (2q + 1)e^{-i\nu q}j_q(kr_0) \times \frac{P_\nu(\cos \theta)}{(\partial^2/\partial \theta_0 \partial \theta_1)P_\nu(\cos \theta_1)}, \tag{18.174}
\]

where the summations in \( q \) extend over the positive zeros of \((\partial/\partial \theta_1)P_\nu(\cos \theta_1)\).

For a circumferential dipole \((\hat{t} = \hat{\phi}_0)\) on the surface \((\theta_0 = \theta_1)\), the field components in the far zone are

\[
H_\theta = -YE_\phi = \frac{4ke^{ikr}}{rr_0 \sin \theta_1 \sin \theta} \sum_{m=0}^{\infty} m \cos m(\phi - \phi_0) \sum_{p>0} (p+1) e^{-i\nu p}j_p(kr_0) \times \frac{P_\nu(\cos \theta)}{(\partial^2/\partial \theta_0 \partial \theta_1)P_\nu(\cos \theta_1)}, \tag{18.175}
\]

\[
H_\phi = YE_\theta = \frac{2ke^{ikr}}{rr_0 \sin \theta_1 \sin \theta} \sum_{m=0}^{\infty} e_m \cos m(\phi - \phi_0) \sum_{p>0} (p+1) e^{-i\nu p}j_p(kr_0) \times \frac{(\partial/\partial \theta_0)P_\nu(\cos \theta)}{(\partial^2/\partial \theta_0 \partial \theta_1)P_\nu(\cos \theta_1)}. \tag{18.176}
\]
PERFECTLY CONDUCTING CONE

where the summations in \( p \) and \( q \) extend over the positive zeros of \( P_p^{(m)}(\cos \theta_1) \) and \( (\partial/\partial \theta_1)P_q^{(m)}(\cos \theta_1) \), respectively.

Felsen [1959] has treated the problem of radiation from a narrow, axially symmetric, circumferential slot (see Fig. 18.7) located on the cone surface far from the tip and excited with an azimuthal electric field distribution \( E_\phi \) whose amplitude varies as \( \cos m \phi_0 \) or \( \sin m \phi_0 \). In this case the source distribution may be thought of as a ring of radially directed magnetic dipoles on the cone. Expressions for the dominant geometrical-optics field, including the transition behavior at \( \theta \approx \pi - \theta_1 \), are presented for \( kr > kr_0 > 1 \). The related problem in which the slot is excited with a radial electric aperture field distribution \( E_r \), corresponding to a ring of circumferential dipoles, is also treated. Explicit results are given only for the special case of uniform field excitation \( (E_r = 1) \), although both the diffracted field (see especially, Felsen [1957c]) and the geometrical optics contribution, including transition behavior, are considered. For this case of uniform field excitation, Bailin and Silver [1956] have computed the field patterns from the exact series representation of the normalized far field component given as (see also Van Bladel [1964]):

\[
\tilde{E}_\theta = \frac{2p+1}{A} \sum_{p>0} e^{-ip\pi} J_{p+1}(kr_0) (\partial/\partial \theta_1)P_p(\cos \theta_1),
\]

(18.176)

where the summation extends over the positive zeros of \( P_p(\cos \theta_1) \) and

\[
\alpha = ikr_0 V_0 \left( \frac{\pi}{2kr_0} \right)^{1/2} e^{ikr}.
\]

(18.177)

with \( V_0 \) denoting the constant voltage across the narrow circumferential slot. The field patterns of \( |\tilde{E}_\theta A| \) presented by Bailin and Silver [1956] for \( \theta_1 = 165^\circ \) with
$k r_0 = 50\pi, 5\pi, 3\pi$ and $\pi$ are reproduced in Fig. 18.8. For the case $\theta_1 = 165^\circ$, $k r_0 = 50\pi$ in which the series representation of eq. (18.176) is slowly convergent, the results of BAILIN and SILVER [1956] were found by GOODRICH et al. [1958] to be in good agreement with the simple geometrical optics result:

$$[E_n]_{k, o} = V_0 e^{i k r / r} \sqrt{k r_0 \sin \theta_1 / 2\pi \sin \theta} \exp \{-i k r_0 \cos (\theta_1 - \theta) - i k c_0\}, \quad \theta > \pi - \theta_0. \ (18.178)$$

Radiation patterns for other slot excitations and/or configurations located far from the tip are given in GOODRICH et al. [1958] and GOODRICH et al. [1959]. These last references contain refinements to the geometrical-optics approximation based upon an application of Fock theory to the surface of the cone (GOODRICH [1958]) and physical optics for the tip diffraction contribution. Transition phenomena are not taken into account by these methods.

For an $x$-directed dipole of moment $(4\pi/k)\mathbf{I}$ located on the axis of symmetry at $(r_0, 0, 0)$ the incident field is

$$H_0^i = \frac{e^{i k r}}{k R} \left[ r (r - r_0 \cos \theta) \left( \frac{3}{R^3} - \frac{3 i k}{R^2} - \frac{k^2}{R} \right) + \frac{i k}{R} - \frac{1}{R^2} + \frac{k^2}{R^3} \right] \sin \theta \cos \phi,$$

$$H_\theta^i = \frac{e^{i k r}}{k R} \left[ r r_0 \sin \theta \left( \frac{3}{R^3} - \frac{3 i k}{R^2} - \frac{k^2}{R} \right) \sin \theta + \left( \frac{i k}{R} - \frac{1}{R^2} + \frac{k^2}{R^3} \right) \cos \theta \right] \cos \phi,$$

$$H_\phi^i = -\frac{e^{i k r}}{k R} \left( \frac{i k}{R} - \frac{1}{R^2} + \frac{k^2}{R^3} \right) \sin \phi . \ (18.179)$$
\[ E_r = -ikZ\frac{e^{ikR}}{kR} \left( \frac{ik}{R} - \frac{1}{R^2} \right) r_0 \sin \theta \sin \phi, \]
\[ E_\theta = ikZ\frac{e^{ikR}}{kR} \left( \frac{ik}{R} - \frac{1}{R^2} \right) (r - r_0 \cos \theta) \sin \phi, \]
\[ E_\phi = ikZ\frac{e^{ikR}}{kR} \left( \frac{ik}{R} - \frac{1}{R^2} \right) (r \cos \theta - r_0) \cos \phi, \]

and the total field is
\[ H^i + H^s = \left\{ \theta \cos \phi \sin \phi \frac{\partial}{\partial \theta} - \phi \sin \phi \frac{\partial}{\partial \theta} \right\} k^2 A_1 + \left\{ \theta \cos \phi \left( \frac{\partial^2}{\partial r^2} + k^2 \right) + \phi \cos \phi \frac{\partial}{\partial r} \right\} (r A_1) - \frac{ikZ}{r} \left\{ \theta \sin \phi \cos \phi \frac{\partial}{\partial r} \right\} (r A_2), \]
\[ E^i + E^s = -ikZ \left\{ \theta \sin \phi \cos \phi \frac{\partial}{\partial \theta} \right\} (r A_2) - \frac{ikZ}{r} \left\{ \theta \sin \phi \cos \phi \frac{\partial}{\partial \theta} \right\} (r A_1), \]

where the scalar functions \( A_1 \) and \( A_2 \) are as defined in eqs. (18.154) through (18.159).

For the region \( \theta < 2\theta_0 - \pi \) which excludes the domain of reflected waves, exact and approximate expressions for the scattered portions of \( A_1 \) and \( A_2 \) are given in eqs. (18.160) through (18.166).

18.4.3. Plane wave incidence

For a plane wave of arbitrary polarization incident from the direction \( \theta_0, \phi_0 \), such that (see Fig. 18.1c)
\[ E^i = (\hat{\theta}_0 \sin \beta + \phi_0 \cos \beta) \exp \{-i k r [\sin \theta \sin \phi (\phi - \phi_0) + \cos \theta \cos \theta_0]} \right\}, \]
\[ H^i = Y(\hat{\theta}_0 \cos \beta - \phi_0 \sin \beta) \exp \{-i k r [\sin \theta \sin \phi (\phi - \phi_0) + \cos \theta \cos \theta_0]} \right\}, \]

where
\[ \hat{\theta}_0 = \theta \cos \theta_0 \cos \phi_0 + \phi \cos \theta_0 \sin \phi_0 - \hat{z} \sin \theta_0, \]
\[ \phi_0 = -\hat{z} \sin \phi_0 + \phi \cos \phi_0. \]

the total field may be written in terms of the Debye potentials \( (u, v) \) as:
\[ E^i + E^s = ikZ \left\{ \frac{\hat{\theta}}{\sin \theta} \frac{\hat{r}}{\hat{\phi}} - \phi \frac{\hat{\phi}}{\hat{\phi}} \right\} (r v) + \left\{ \frac{\hat{\theta}}{\sin \theta} \frac{\hat{r}}{\hat{r}} + \phi \frac{\hat{\phi}}{\hat{r}} \left( \frac{\hat{r}}{\hat{r}} \frac{\hat{r}^2}{\hat{r}} + k^2 \right) \right\} (r u), \]
\[ H^i + H^s = \left\{ \frac{\hat{\phi}}{\hat{r}} \left( \frac{\hat{r}}{\hat{r}} \frac{\hat{r}^2}{\hat{r}} + k^2 \right) + \phi \frac{\hat{\phi}}{\hat{r}} \left( \frac{\hat{r}}{\hat{r}} \frac{\hat{r}^2}{\hat{r}} + k^2 \right) \right\} (r v) - \frac{ikZ}{r} \left\{ \frac{\hat{\theta}}{\sin \theta} \frac{\hat{r}}{\hat{\phi}} \right\} (r u), \]
For the cone, the Debye potentials \( (u, v) \) are

\[
\begin{align*}
\frac{1}{\pi k} \sum_{m=0}^{\infty} & \varepsilon_m \int_C dv \frac{2v+1}{v(v+1)} j_n(kr)e^{-i\pi v} \left[ m \sin (\phi - \phi_0) \cos \beta \left( \frac{G_1}{\sin \theta_0} \right) + \right. \\
& \left. + \cos m(\phi - \phi_0) \sin \beta \left( \frac{\partial G_1}{\partial \theta_0} \right) \right] , \quad (18.184)
\end{align*}
\]

\[
\begin{align*}
\frac{Y}{\pi k} \sum_{m=0}^{\infty} & \varepsilon_m \int_C dv \frac{2v+1}{v(v+1)} j_n(kr)e^{-i\pi v} \left[ \cos m(\phi - \phi_0) \cos \beta \left( \frac{\partial G_2}{\partial \theta_0} \right) - \\
& - m \sin (\phi - \phi_0) \sin \beta \left( \frac{G_2}{\sin \theta_0} \right) \right] , \quad (18.185)
\end{align*}
\]

where

\[
G_1 = -\frac{1}{\pi} \frac{\Gamma(v+m+1)P^{-m}_v(\cos \theta \phi)}{\Gamma(v-m+1) \sin (v-m)\pi}
\times \left[ P^{-m}_v(-\cos \theta \phi) - \frac{P^{-m}_v(-\cos \theta_1)}{P^{-m}_v(\cos \theta_1)} P^{-m}_v(\cos \theta \phi) \right] , \quad (18.186)
\]

\[
G_2 = -\frac{1}{\pi} \frac{\Gamma(v+m+1)P^{-m}_v(\cos \theta_\phi)}{\Gamma(v-m+1) \sin (v-m)\pi}
\times \left[ P^{-m}_v(-\cos \theta_\phi) - \frac{(d/d\theta_1)P^{-m}_v(-\cos \theta_1)}{(d/d\theta_1)P^{-m}_v(\cos \theta_1)} P^{-m}_v(\cos \theta \phi) \right] , \quad (18.187)
\]

\( \Gamma \) is the contour shown in Fig. 18.6. Alternative representations of \( (u, v) \) as eigenfunction expansions are

\[
\begin{align*}
u &= \frac{2i}{k \sin \theta_1} \sum_{m=0}^{\infty} \varepsilon_m \sum_{p>0} \frac{2p+1}{p(p+1)} e^{-i\pi n j_p(kr)} \frac{P^m_p(\cos \theta)}{P^m_p(\cos \theta_1)} P^m_p(\cos \theta_0) + \cos m(\phi - \phi_0) \sin \beta \left( \frac{\partial}{\partial \theta_0} \right) P^m_p(\cos \theta_0) , \quad (18.188)
\end{align*}
\]

\[
\begin{align*}
v &= -\frac{2i Y}{k \sin \theta_1} \sum_{m=0}^{\infty} \varepsilon_m \sum_{q>0} \frac{2q+1}{q(q+1)} e^{-i\pi n j_q(kr)} \frac{P^m_q(\cos \theta)}{P^m_q(\cos \theta_1)} \frac{P^m_q(\cos \theta_0) - \sin m(\phi - \phi_0) \sin \beta \left( \frac{\partial}{\partial \theta_0} \right) P^m_q(\cos \theta_0)}{\sin \theta_0} , \quad (18.189)
\end{align*}
\]

which may be written as

\[
\begin{align*}
u &= \frac{2i}{k} \sum_{m=0}^{\infty} \varepsilon_m \sum_{p>0} \frac{e^{-i\pi n j_p(kr)} P^m_p(\cos \theta)}{p(p+1) \int_0^\theta [P^m_p(\cos \theta)]^2 \sin \theta d\theta} \times \left[ m \sin m(\phi - \phi_0) \cos \beta \left( \frac{\partial}{\partial \theta_0} \right) P^m_p(\cos \theta_0) + \cos m(\phi - \phi_0) \sin \beta \left( \frac{\partial}{\partial \theta_0} \right) P^m_p(\cos \theta_0) \right] , \quad (18.190)
\end{align*}
\]
\[ v = \frac{2iY}{k} \sum_{m=0}^{\infty} \sum_{q>0} \frac{e^{-i\alpha q} j_m(kr) P^m_q(\cos \theta)}{q(q+1) \int_0^{\theta_0} [P^m_q(\cos \alpha)]^2 \sin \alpha d\alpha} \]  

\[ \times \left[ \cos m(\phi - \phi_0) \cos \beta \frac{\partial}{\partial \theta_0} P^m_q(\cos \theta_0) - m \sin m(\phi - \phi_0) \sin \beta \frac{\partial}{\sin \theta_0} P^m_q(\cos \theta_0) \right]. \]  

(18.191)

The summations in \( \rho \) and \( q \) extend over all positive roots, respectively, of the equations

\[ P^p_m(\cos \theta_1) = 0, \quad (\partial/\partial \theta_1) P^p_m(\cos \theta_1) = 0. \]  

(18.192)

On the surface \( \theta = \theta_1 \):

\[ E_{1}^1 + E_{1}^2 = \frac{ikZ}{\sin \theta_1} \frac{\partial A'}{\partial \phi} + \frac{1}{r} \frac{\partial}{\partial r}(rA'), \]  

\[ H_{11}^1 + H_{11}^2 = \frac{1}{r \sin \theta_1} \frac{\partial^2}{\partial r \partial \phi} (rA') + ikYA', \]  

(18.193)

\[ H_{11}^1 + H_{11}^2 = \left( \frac{\partial^2}{\partial r^2} + k^2 \right) (rA'), \]  

where

\[ A = \frac{2i}{k \sin \theta_1} \sum_{m=0}^{\infty} \sum_{q>0} \frac{2p+1}{p(p+1)} \frac{e^{-i\alpha q} j_m(kr)}{q(q+1)} \left( \frac{\partial}{\partial \theta_0} P^p_m(\cos \theta_0) \right), \]  

\[ A' = \frac{2i}{k \sin \theta_1} \sum_{m=0}^{\infty} \sum_{q>0} \frac{2q+1}{q(q+1)} \frac{e^{-i\alpha q} j_m(kr)}{\partial^2 q(\partial \theta_0) \partial P^p_m(\cos \theta_0)} \]  

\[ \times \left[ \cos m(\phi - \phi_0) \cos \beta \frac{\partial}{\partial \theta_0} P^m_q(\cos \theta_0) - m \sin m(\phi - \phi_0) \sin \beta \frac{\partial}{\sin \theta_0} P^m_q(\cos \theta_0) \right]. \]  

(18.194)

If \( kr \ll 1 \), the representations in eqs. (18.188) and (18.189) are rapidly convergent and the dominant terms lead to

\[ E^1 + E^2 \sim \frac{ie^{-i\alpha q \alpha}}{\sin \theta_1} \left[ \frac{p+(\partial/\partial \theta_1) c/\partial \theta_0} {2p+1} \right] P^p_m(\cos \theta_0) \sin \beta, \]  

(18.195)

\[ H^1 + H^2 \sim \frac{iYe^{-i\alpha q \alpha}}{\sin \theta_1} \left[ \frac{p+(\partial/\partial \theta_1) c/\partial \theta_0} {2p+1} \right] P^p_m(\cos \theta_0) \]  

\[ \times \left[ \frac{\partial \phi \partial t \phi}{q_1 t_0 \phi} + \frac{\partial \phi \partial t \phi}{q_1 \sin \theta_0 \partial \phi} \right] \sin \beta \cos \beta \frac{\partial}{\sin \theta_0} P^m_q(\cos \theta_0), \]  

(18.196)
where \( p_1, q_1 \) denote the first zeros of \( P_p(\cos \theta_1) \) and \( (\partial/\partial \theta_1)P_q^1(\cos \theta_1) \), respectively, and \( 0 < p_1 < 1, 0 < q_1 < 1 \) for \( 90^\circ < \theta_1 < 180^\circ \). The above equations make explicit the behavior of the electromagnetic field near the tip.

In the region \( \theta > \theta_0 < 20_1 - \pi \), which excludes the domain of reflected waves, the scattered portions of \((u, v)\) may be written as:

\[
u' = \frac{-e^{ikr}}{k^2 r \sin \theta_0} \sum_{m=1}^{\infty} \sin \left\{ m(\phi - \phi_0) + \beta \right\} [\tan \frac{\theta}{2} \tan \frac{\theta_0}{2} \tan^2 \frac{\beta}{2}(\pi - \theta_1)] m - \\
\pi i \sqrt{\frac{\pi}{2}} \frac{e^{ikr}}{k^2 r} \sum_{m=0}^{\infty} \frac{e^{ik}}{x^2 + 1/cosh \pi x} \int_0^{\pi} \frac{dx}{2} \tan \pi x \\
\frac{e^{-ixk}H_1^0(kr)K_n^\nu(\cos \theta)K_n^\nu(-\cos \theta)}{I'(\frac{1}{2} + m + ix)I'(\frac{1}{2} + m - mx)K_n^\nu(\cos \theta_1)} \\
\times \left[ m \sin \left( \frac{\phi - \phi_0}{\sin \theta_0} \right) \cos \beta \frac{K_n^\nu(\cos \theta_0)}{\sin \theta_0} + \cos \left( \frac{\phi - \phi_0}{\sin \theta_0} \right) \sin \beta \frac{d}{d\theta_0} \frac{K_n^\nu(\cos \theta_0)}{\sin \theta_0} \right].
\]

(18.197)

\[
u' = \frac{-e^{ikr}}{k^2 r \sin \theta_0} \sum_{m=1}^{\infty} \cos \left\{ m(\phi - \phi_0) + \beta \right\} [\tan \frac{\theta}{2} \tan \frac{\theta_0}{2} \tan^2 \frac{\beta}{2}(\pi - \theta_1)] m - \\
\pi i \sqrt{\frac{\pi}{2}} \frac{e^{ikr}}{k^2 r} \sum_{m=0}^{\infty} \frac{e^{ik}}{x^2 + 1/cosh \pi x} \int_0^{\pi} \frac{dx}{2} \tan \pi x \\
\frac{e^{-ixk}H_1^0(kr)K_n^\nu(\cos \theta)(d/\cos \theta_0)K_n^\nu(-\cos \theta)}{I'(\frac{1}{2} + m + ix)I'(\frac{1}{2} + m - mx)K_n^\nu(\cos \theta_1)} \\
\times \left[ \cos \left( \frac{\phi - \phi_0}{\sin \theta_0} \right) \cos \beta \frac{d}{d\theta_0} \frac{K_n^\nu(\cos \theta_0)}{\sin \theta_0} - m \sin \left( \frac{\phi - \phi_0}{\sin \theta_0} \right) \sin \beta \frac{K_n^\nu(\cos \theta_0)}{\sin \theta_0} \right].
\]

(18.198)

and for \( kr > 1 \) with \( \theta + \theta_0 \) not too close to \( 2\theta_1 - \pi \):

\[
(n', v') \sim \frac{e^{ikr}}{k^2 r} \left[ 1 + \sum_{n=1}^{\infty} \frac{1}{(2kr)^n} \prod_{s=1}^{n} \left\{ s(s - 1) + B \right\} \right] (1, \mathcal{R}),
\]

(18.199)

where

\[
\mathcal{R} = \frac{-1}{\sin \theta_0} \sum_{m=1}^{\infty} \sin \left\{ m(\phi - \phi_0) + \beta \right\} [\tan \frac{\theta}{2} \tan \frac{\theta_0}{2} \tan^2 \frac{\beta}{2}(\pi - \theta_1)] m - \\
\pi i \sqrt{\frac{\pi}{2}} \frac{e^{ikr}}{k^2 r} \sum_{m=0}^{\infty} \frac{e^{ik}}{x^2 + 1/cosh \pi x} \int_0^{\pi} \frac{dx}{2} \tan \pi x \\
\frac{e^{-ixk}H_1^0(kr)K_n^\nu(\cos \theta)(d/\cos \theta_0)K_n^\nu(-\cos \theta)}{I'(\frac{1}{2} + m + ix)I'(\frac{1}{2} + m - mx)K_n^\nu(\cos \theta_1)} \\
\times \left[ m \sin \left( \frac{\phi - \phi_0}{\sin \theta_0} \right) \cos \beta \frac{K_n^\nu(\cos \theta_0)}{\sin \theta_0} + \cos \left( \frac{\phi - \phi_0}{\sin \theta_0} \right) \sin \beta \frac{d}{d\theta_0} \frac{K_n^\nu(\cos \theta_0)}{\sin \theta_0} \right].
\]

(18.200)
\[ S_3 = -iy \int_0^\infty \frac{e^{ix}}{x^2 + \frac{1}{4}} \frac{dxxx \sin x}{\sin^2 x} \sin (\theta + \phi) \cos \theta \cos \phi \]

and \( B \) is the Beltrami operator

\[ B = \frac{1}{\sin \theta} \frac{\partial}{\partial \phi} - \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2}. \]

Equation (18.199) leads to an electromagnetic field that has the appearance of a spherical wave emanating from the cone tip. Since

\[ \left[ \frac{1}{\sin \theta} \frac{\partial}{\partial \phi} - \frac{1}{\sin^2 \theta} \frac{m^2}{\tan^m \frac{1}{2} \theta} \right] \tan^m \frac{1}{2} \theta = 0, \] (18.202)

the summations involving \( \tan^m \frac{1}{2} \theta \) in eqs. (18.200) and (18.201) contribute only to the leading order term in eq. (18.199).

For \( \theta + \phi < 2 \theta_1 - \pi \), the non-zero components of the scattered field in the far zone are

\[ E_\phi = \frac{ZH_\phi}{kr} = e^{ikr} S_3, \] (18.203)

\[ E_\theta = -\frac{ZH_\theta}{kr} = e^{ikr} S_2, \]

where

\[ S_3 = \frac{i}{\sin \theta} \frac{\partial}{\partial \phi} | -iz \frac{\partial}{\partial \phi} | \Psi, \] (18.204)

with \(| -z \frac{\partial}{\partial \phi} | \Psi \) defined as in eqs. (18.200) and (18.201). For \( \theta = \frac{1}{2} \pi \) (incident magnetic field perpendicular to the cone axis) and \( \theta_1 \approx \pi \) (thin cone):

\[ S_1 \approx -\int_0^\infty \frac{\pi i}{\sin \frac{1}{2} \delta} \left| \frac{x}{x^2 + \frac{1}{4}} \right| \frac{dxxx \sin x}{\sin^2 x} \sin (\phi - \phi_0) \cos (\theta + \phi_0) \cos \theta \cos \phi \] (18.205)
where \( g(x) \) is
\[
g(x) = f(x) - (x^2 + \frac{1}{2})^{-1}
\] (18.296)

with \( f(x) \) defined as in eq (18.81). The definite integral in eq. (18.205) has not been evaluated in terms of known functions. However, if \( \delta \) is sufficiently small to warrant the omission of higher order terms, eq. (18.205) reduces to the first order approximation (compare with eq. (18.43)):
\[
S_1 \approx \frac{i}{\log (\sin^2 \frac{1}{2} \delta)} \tan \frac{1}{2} \theta \tan \frac{1}{2} \theta_0
\] (18.207)

\[
S_2 \approx 0.
\]

On the other hand, for \( \beta = 0 \) (incident electric field perpendicular to the cone axis) and \( \theta_1 \approx \pi \) (thin cone):
\[
S_1 \approx -i \sin^2 \frac{1}{2} \delta \sin (\phi - \phi_0) \left\{ \frac{4}{(\cos \theta + \cos \theta_0)^3} + \frac{24 \sin^2 \frac{1}{2} \delta}{(\cos \theta + \cos \theta_0)^3} \right\}
\]

\[
\times \left( 1 + \cos \theta \cos \theta_0 + \sin^2 \theta_0 \right) + \frac{8 \sin^2 \frac{1}{2} \delta [1 - \log (\sin^2 \frac{1}{2} \delta)] (\sin^2 \theta - \sin^2 \theta_0) + \right.
\]

\[
+ 2\pi \sin^2 \frac{1}{2} \delta \left( \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} - \frac{1}{\sin \theta_0} \frac{\partial}{\partial \theta_0} \right) \int_0^\infty \frac{\pi x}{\cosh \pi x} K_2^1(\cos \theta) K_2^1(\cos \theta_0) f(x) \right)
\]

\[
- i \sin^2 \frac{1}{2} \delta \cos (\phi - \phi_0) \left\{ \frac{4 (1 + \cos \theta \cos \theta_0)}{(\cos \theta + \cos \theta_0)^3} + \frac{24 \sin^2 \frac{1}{2} \delta}{(\cos \theta + \cos \theta_0)^3} \right\}
\]

\[
\times \left[ 2 (1 + \cos \theta \cos \theta_0) + (\sin^2 \theta + \sin^2 \theta_0) \right] \cos \theta \cos \theta_0 + 5 \sin^2 \theta \sin^2 \theta_0 \right) - 8 \sin^2 \frac{1}{2} \delta [1 - \log (\sin^2 \frac{1}{2} \delta)] (\sin^2 \theta + \sin^2 \theta_0) (1 + \cos \theta \cos \theta_0) + 4 \sin^2 \theta \sin^2 \theta_0 \right] +
\]

\[
+ 2\pi \sin^2 \frac{1}{2} \delta \left( \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} - \frac{1}{\sin \theta_0} \frac{\partial}{\partial \theta_0} \right) \int_0^\infty \frac{\pi x}{\cosh \pi x} K_2^1(\cos \theta) K_2^1(\cos \theta_0) f(x) \right)
\]

\[
- i \sin^2 \frac{1}{2} \delta \cos (\phi - \phi_0) \left\{ \frac{4 (1 + \cos \theta \cos \theta_0)}{(\cos \theta + \cos \theta_0)^3} + \frac{24 \sin^2 \frac{1}{2} \delta}{(\cos \theta + \cos \theta_0)^3} \right\}
\]

\[
\times \left[ 2 (1 + \cos \theta \cos \theta_0) + (\sin^2 \theta + \sin^2 \theta_0) \right] \cos \theta \cos \theta_0 + 5 \sin^2 \theta \sin^2 \theta_0 \right) - 8 \sin^2 \frac{1}{2} \delta [1 - \log (\sin^2 \frac{1}{2} \delta)] (\sin^2 \theta + \sin^2 \theta_0) (1 + \cos \theta \cos \theta_0) + 4 \sin^2 \theta \sin^2 \theta_0 \right] +
\]

\[
+ 2\pi \sin^2 \frac{1}{2} \delta \left( \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} - \frac{1}{\sin \theta_0} \frac{\partial}{\partial \theta_0} \right) \int_0^\infty \frac{\pi x}{\cosh \pi x} K_2^1(\cos \theta) K_2^1(\cos \theta_0) f(x) \right)
\]

\[
- i \sin^2 \frac{1}{2} \delta \cos (\phi - \phi_0) \left\{ \frac{4 (1 + \cos \theta \cos \theta_0)}{(\cos \theta + \cos \theta_0)^3} + \frac{24 \sin^2 \frac{1}{2} \delta}{(\cos \theta + \cos \theta_0)^3} \right\}
\]

\[
\times \left[ 2 (1 + \cos \theta \cos \theta_0) + (\sin^2 \theta + \sin^2 \theta_0) \right] \cos \theta \cos \theta_0 + 5 \sin^2 \theta \sin^2 \theta_0 \right) - 8 \sin^2 \frac{1}{2} \delta [1 - \log (\sin^2 \frac{1}{2} \delta)] (\sin^2 \theta + \sin^2 \theta_0) (1 + \cos \theta \cos \theta_0) + 4 \sin^2 \theta \sin^2 \theta_0 \right] +
\]

\[
+ 2\pi \sin^2 \frac{1}{2} \delta \left( \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} - \frac{1}{\sin \theta_0} \frac{\partial}{\partial \theta_0} \right) \int_0^\infty \frac{\pi x}{\cosh \pi x} K_2^1(\cos \theta) K_2^1(\cos \theta_0) f(x) \right)
\]

\[
- i \sin^2 \frac{1}{2} \delta \cos (\phi - \phi_0) \left\{ \frac{4 (1 + \cos \theta \cos \theta_0)}{(\cos \theta + \cos \theta_0)^3} + \frac{24 \sin^2 \frac{1}{2} \delta}{(\cos \theta + \cos \theta_0)^3} \right\}
\]

\[
\times \left[ 2 (1 + \cos \theta \cos \theta_0) + (\sin^2 \theta + \sin^2 \theta_0) \right] \cos \theta \cos \theta_0 + 5 \sin^2 \theta \sin^2 \theta_0 \right) - 8 \sin^2 \frac{1}{2} \delta [1 - \log (\sin^2 \frac{1}{2} \delta)] (\sin^2 \theta + \sin^2 \theta_0) (1 + \cos \theta \cos \theta_0) + 4 \sin^2 \theta \sin^2 \theta_0 \right] +
\]

\[
+ 2\pi \sin^2 \frac{1}{2} \delta \left( \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} - \frac{1}{\sin \theta_0} \frac{\partial}{\partial \theta_0} \right) \int_0^\infty \frac{\pi x}{\cosh \pi x} K_2^1(\cos \theta) K_2^1(\cos \theta_0) f(x) \right)
\]
where \( f(x) \) is as defined in eq. (18.81). Again, the definite integrals appearing in eqs. (18.208) and (18.209) have not been evaluated in terms of known functions. If, however, \( \delta \) is sufficiently small to ignore higher order terms, eqs. (18.208) and (18.209) reduce to the first order approximation

\[
S_1 \approx -\frac{4i\sin^2 \frac{1}{2} \delta \sin (\phi - \phi_0)}{(\cos \theta + \cos \theta_0)^3},
\]

\[
S_2 \approx -\frac{2i\sin^2 \frac{1}{2} \delta}{(\cos \theta + \cos \theta_0)^3} \left[ \sin \theta \sin \theta_0 + 2 \cos (\phi - \phi_0)(1 + \cos \theta \cos \theta_0) \right].
\]  

Felsen's [1957a] first order approximation, after some trigonometric reduction, is identical to that in eq. (18.210). For \( \theta \approx 0, \phi \approx 0 \), eqs. (18.208) and (18.209) may be approximated by

\[
S_1 \approx -i \sin^2 \frac{1}{2} \delta \sin (\phi - \phi_0)[1 + 3 \sin^2 \frac{1}{2} \delta + 2 \sin \frac{1}{2} \theta + 2 \sin^2 \frac{1}{2} \theta_0],
\]

\[
S_2 \approx -i \sin^2 \frac{1}{2} \delta \sin \frac{1}{2} \theta_0 + \cos (\phi - \phi_0)[1 + 3 \sin^2 \frac{1}{2} \delta + 2 \sin^2 \frac{1}{2} \theta + 2 \sin^2 \frac{1}{2} \theta_0].
\]  

Equations (18.207) and (18.210) do not account for the singularity in \( E' \) as \( (\theta + \theta_0) \to \pi \); in this case it is necessary to include the accompanying geometrical optics and transition fields. For a thin cone \( (\theta_1 \approx \pi) \) and \( kr \gg 1 \), the scattered field may be decomposed as

\[
E' = E_d + E_{\text{refl}} + E_{\text{tr}}. \tag{18.212}
\]

where \( E_d \) is the diffracted field due to the cone tip, \( E_{\text{refl}} \) is the field reflected from the surface of the cone according to the laws of geometrical optics, and \( E_{\text{tr}} \) is a transition field that provides a continuous behavior across the geometrical optics boundary \( \theta = \pi - \theta_0 \). For \( \beta = \frac{1}{2} \pi \), the diffracted field to first order is obtained from eqs. (18.203) and (18.207):

\[
E_d = \delta \frac{e^{ikr}}{kr} \frac{1}{\log^2 \left( \sin^2 \frac{1}{2} \delta \right)} \sin \frac{1}{2} \theta \tan \frac{1}{2} \theta_0 \cot \theta_0 \tan \frac{1}{2} \theta_0 \tag{18.213}
\]

and, provided \( kr \sin^2 \frac{1}{2} \delta \ll 1 \) and \( (\sin \theta, \sin \theta_0) \neq 0 \), the reflected and transition fields are given by:

\[
E_{\text{refl}} + E_{\text{tr}} = -\rho \frac{e^{ikr}}{k r \left( \sin \theta \sin \theta_0 \right) \log \left( \sin^2 \frac{1}{2} \delta \right)} \left( \frac{\delta}{\sqrt{2}} + \frac{1}{\sqrt{2}} \cot \theta - \frac{1}{\sqrt{2}} \cot \theta_0 \right)
\]

\[
\times \sqrt{2 \pi} \frac{i}{2 \pi} \frac{1}{k r \left( \sin \theta \sin \theta_0 \right) \log \left( \sin^2 \frac{1}{2} \delta \right)} \frac{1}{\sqrt{2}} \left( \frac{1}{\sqrt{2}} \right) \int_{2\pi}^{kr} \int_{x}^{l(r, x)} \tag{18.214}
\]

where \( x = \theta + \theta_0 - \pi \) and \( I(r, x) \) is defined by eqs. (18.47) through (18.50). On the boundary \( \theta = \pi - \theta_0 \):
The diffracted field to first order is obtained from eqs. (18.203) and (18.210):

\[
E_d \sim \Omega e^{ikr} \frac{4 \sin^2 \frac{1}{2} \delta \sin (\phi - \phi_0)}{ikr \sin \theta_0} \left( \sin \theta \sin \theta_0 + 2 \cos (\phi - \phi_0)(1 + \cos \theta \cos \theta_0) \right); 
\]

and, provided \( kr \sin^2 \frac{1}{2} \delta < 1 \) and \((\sin \theta, \sin \theta_0) \neq 0\), the reflected and transition fields are given by:

\[
E_{\text{refl}} + E_{\text{tr}} \sim \Omega e^{ikr} \frac{2e^{i \sin^2 \frac{1}{2} \delta}}{(kr)^2 \sqrt{\sin \theta \sin \theta_0}} \left\{ \sin \theta \sin \theta_0 + 2 \cos (\phi - \phi_0)(1 + \cos \theta \cos \theta_0) \right\} \left( \frac{2 \pi}{kr} \right); 
\]

where \( z = \theta + \theta_0 - \pi, I(r, z) \) is defined by eqs. (18.47) through (18.50), and

\[
\alpha = \frac{1}{\sin \theta_0} \left( \frac{\partial^2}{\partial \theta^2} - \frac{1}{\cot \theta} \frac{\partial}{\partial \theta} \right), 
\]

\[
\beta = \frac{1}{ik \sin \theta_0} \left( \frac{\partial^2}{\partial \theta^2} - \frac{1}{\cot \theta} \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin \theta} \left( \frac{\partial^2}{\partial \alpha^2} - \frac{1}{\cot \theta_0} \frac{\partial}{\partial \theta_0} \right) \frac{1}{\cot \theta_0} + 1, 
\]

\[
\tilde{C}_r = \frac{1}{i \alpha} \left( \frac{\partial^2}{\partial \theta^2} + \frac{1}{\sin \theta \sin \theta_0} \frac{1}{ik \partial r} \right), 
\]

\[
\tilde{C}_t = \frac{1}{i \alpha} \left( \frac{\partial^2}{\partial \theta^2} + \frac{1}{\sin \theta \sin \theta_0} \frac{1}{ik \partial r} \right) \frac{1}{\sin \theta \sin \theta_0} + \frac{1}{\sin \theta \sin \theta_0} \frac{1}{ik \partial r} \frac{1}{\sin \theta \sin \theta_0} + 1, 
\]

On the boundary \( \theta = \pi - \theta_0 \):

\[
E \sim \Omega e^{ikr} \frac{2 \pi}{kr} e^{-i \sin^2 \frac{1}{2} \delta} \left( \sin (\phi - \phi_0) - \frac{4kr \sin^2 \frac{1}{2} \delta}{\sin^2 \theta_0} \sin (\phi - \phi_0) \right). 
\]
The above expressions for the reflected and transition fields are valid provided both source and observer are away from the cone axis. Such a restriction is no problem if both source and observer are located within the backward cone because in this instance only the diffraction term contributes significantly to the far field. If, on the other hand, either the source or observer is near the surface of the cone itself, the above results are not valid.

For \( \theta_0 < \pi - \theta_1 \), so that the entire cone is illuminated, and \( \beta = 0 \) (incident electric field perpendicular to the cone axis), the physical optics bistatic scattering cross section is

\[
\sigma_{\text{p.o.}}(\theta, \phi; \theta_0, \phi_0) = \\
\frac{\lambda^2}{\pi} \tan^2 \delta \left[ 1 + \cos \theta \cos \theta_0 + \cos (\phi - \phi_0) \sin \theta \sin \theta_0 \right]^2 \\
\left\{ \cos \theta + \cos \theta_0 \right\} - \tan^2 \delta \left[ \sin^2 \theta + \sin^2 \theta_0 + 2 \cos (\phi - \phi_0) \sin \theta \sin \theta_0 \right]^3.
\]

(18.220)

provided \( \theta + \theta_0 < 2\theta_1 - \pi \), which excludes the region of specular reflections. It is interesting to compare the physical optics cross section with the cross section obtained from the exact theory, i.e.

\[
\sigma(\theta, \phi; \theta_0, \phi_0) = \frac{\lambda^2}{\pi} \left( |S_1|^2 + |S_2|^2 \right),
\]

(18.221)

where \( S_{1,2} \) are defined in eq. (18.204). For a thin cone (\( \theta_1 \approx \pi \)) and \( \beta = 0 \), the approximation in eq. (28.211) with \( \theta \approx 0, \theta_0 \approx 0 \) leads to

\[
\sigma(\theta, \phi; \theta_0, \phi_0) \approx \\
\frac{\lambda^2}{\pi} \sin^4 \delta \left[ 1 + 6 \sin^2 \delta \sin^2 \theta_0 + 2 \cos (\phi - \phi_0) \sin \theta \sin \theta_0 \right],
\]

(18.222)

whereas, for \( \theta_1 \approx \pi, \theta \approx 0 \) and \( \theta_0 \approx 0 \), eq. (18.220) becomes

\[
\sigma_{\text{p.o.}}(\theta, \phi; \theta_0, \phi_0) \approx \\
\frac{\lambda^2}{\pi} \sin^4 \delta \left[ 1 + 6 \sin^2 \delta \sin^2 \theta_0 + 4 \cos (\phi - \phi_0) \sin \theta \sin \theta_0 \right].
\]

(18.223)

These two approximations differ only in the term involving \( \cos (\phi - \phi_0) \), and for axial incidence (\( \theta_0 = 0 \)) the two results are in complete agreement to this order of ap-
proximation. For back scattering \( \theta = \theta_0, \phi = \phi_0, \) eq. (18.220) reduces to (Spencer [1951])

\[
\sigma_{\text{p.o.}} = \frac{\lambda^2}{16\pi} \tan^4 \delta \left(1 - \frac{\sin^2 \theta}{\cos^2 \delta}\right)^{-3}.
\] (18.224)

The back scattering cross section given in eq. (18.224) is plotted in Fig. 18.9 as a function of \( \theta \) for various cone angles.

Fig. 18.9. Normalized physical optics back scattering cross section \( \sigma_{\text{p.o.}} / \lambda^4 \) as a function of \( \theta \) for various cone angles \( \delta_i \) (Spencer [1951]).

For \( \beta = \frac{1}{2}\pi \) (incident magnetic field perpendicular to the cone axis), and \( \theta_i \approx \pi \) (thin cone), with \( \theta + \theta_0 \) not too close to \( \pi \), eq. (18.207) leads to

\[
\sigma(\theta, \phi; \theta_0, \phi_0) \approx \frac{\lambda^2}{4\pi} \frac{\tan^2 \frac{1}{2}\theta \tan^2 \frac{1}{2}\theta_0}{\log \left[\frac{1}{2}(\pi - \theta_1)\right]^2 (\cos \theta + \cos \theta_0)^2}.
\] (18.225)

which becomes, for back scattering [compare with eq. (18.69)]:

\[
\sigma \approx \frac{\lambda^2}{16\pi} \frac{\tan^4 \frac{1}{2}\theta}{\log \left[\frac{1}{2}(\pi - \theta_1)\right]^2 \cos^2 \theta}.
\] (18.226)
It is interesting to note that for this polarization \( \beta = \frac{1}{2} \pi \), a result analogous to eq. (18.225) is also rigorously obtained in the case of scattering by a semi-infinite cylinder whose circumference \( 2\pi a \) is small compared to the wavelength; indeed, the corresponding half-cylinder result is obtained upon replacing \( i(\pi - \theta_1) \) in eq. (18.225) with \( ka \), where \( ka \ll 1 \). An attempt to regard the thin cone as an approximation to a thin semi-infinite wire dates back to MacDonald [1902], who treated the case of a radial electric dipole located on the axis of symmetry (see eq. (18.149)).

For a plane wave incident along the axis of symmetry \( \theta_0 = 0 \), such that

\[
E^i = 2e^{-ikr\cos\theta},
\]

eqs. (18.184) and (18.185) for the Debye potentials reduce to (Goryanov [1961])

\[
u = \frac{\cos\phi}{2k} \int_C \frac{dv}{v(v+1)} \frac{e^{-i\nu y_j(kr)}}{\sin v} \left[ P^i_r(-\cos\theta) - \frac{P^i_r(-\cos \theta_0)}{P^i_r(\cos \theta_1)} \right],
\]

\[
u = -Y \sin \phi \int_C \frac{dv}{v(v+1)} \frac{e^{-i\nu y_j(kr)}}{\sin v} \times \left[ P^i_r(-\cos\theta) - \frac{(d/d\theta_1)P^i_r(-\cos \theta_0)P^i_r(\cos \theta)}{(d/d\theta_1)P^i_r(\cos \theta_1)} \right],
\]

while eqs. (18.188) through (18.191) simplify to

\[
u = \frac{2i \cos \phi}{k \sin \theta_1} \sum_{q=0}^{p>0} (2q+1)e^{-i\nu y_j(kr)} \frac{P^i_p(\cos \theta)}{(\partial/\partial \theta_1)(\partial/\partial p)P^i_p(\cos \theta_1)},
\]

\[
u = \frac{2iY \sin \phi}{k \sin \theta_1} \sum_{q=0}^{r>0} (2q+1)e^{-i\nu y_j(kr)} \frac{P^i_q(\cos \theta)}{(\partial^2/\partial q \partial \theta_1)P^i_q(\cos \theta_1)},
\]

and

\[
u = \frac{2i \cos \phi}{k} \sum_{q=0}^{p>0} e^{-i\nu y_j(kr)} P^i_p(\cos \theta),
\]

\[
u = -\frac{2iY \sin \phi}{k} \sum_{q=0}^{r>0} e^{-i\nu y_j(kr)} P^i_q(\cos \theta),
\]

where the summations in \( p \) and \( q \) extend over the positive roots, respectively, of \( P^i_p(\cos \theta_1) \) and \( (\partial/\partial \theta_1)P^i_p(\cos \theta_1) \).

On the surface \( \theta = \pi/2 \) (Senior and Wilcox [1967]):

\[
E^i_F^i + E^i_F^r = \cos \phi \left[ i \frac{\partial}{kr} \frac{\partial}{\partial r} r A' \right],
\]

\[
H^i_F^i + H^i_F^r = -Y \cos \phi \left[ i \frac{\partial}{kr \sin \theta_1} \frac{\partial}{\partial r} r A' + A \right],
\]

\[
H^i_F^i + H^i_F^r = -\frac{iY}{k} \sin \phi \left( \frac{\partial^2}{\partial r^2} + k^2 \right) (r A'),
\]

(18.231)
Fig. 18.10. Amplitudes (a) and phases (b) of surface field components $\mathcal{E}_\theta$ (---), $\hat{\mathcal{E}}_\phi$ (----) and $\hat{S}_r$ (---) for $\theta_i = 150^\circ$ (STEVOR and WILCOX [1967]).
where

\[
A = \frac{2}{\sin \theta_1} \sum_{p>0} \frac{(2p+1)e^{-ip\theta_1}j_p(kr)}{(\partial^2 \partial p)P^1_p(\cos \theta_1)},
\]

\[
A' = \frac{-2}{\sin \theta_1} \sum_{q>0} \frac{(2q+1)e^{-iq\theta_1}j_q(kr)}{(\partial^2 \partial q \partial \theta_1)P^1_q(\cos \theta_1)}.
\]

(SENIOR and WILCOX [1967] have computed the surface field components \( E_\theta, \, \Sigma_\phi, \, \tilde{\Sigma}_r \), defined by

\[
E_\theta^i + E_\theta^o = \cos \phi \, E_\theta,
\]

\[
H_\phi^i + H_\phi^o = Y \cos \phi \, \Sigma_\phi,
\]

\[
H_r^i + H_r^o = \sin \phi \, \tilde{\Sigma}_r,
\]

where the actual formulae for \( E_\theta, \, \Sigma_\phi, \, \tilde{\Sigma}_r \), are evident from eq. (18.231). The components were computed in real and imaginary parts, amplitude and phase, as functions of \( kr \), \( 0 < kr \leq 30 \), for a sequence of values of \( \theta_1 \) spanning the range \( 150^\circ \leq \theta_1 \leq 172^\circ \). Their results for the amplitudes and phases, with the phases relative to those of the physical optics approximation,

\[
[\Sigma_\theta]_{p.o.} = 2 \cos \theta_1 e^{-ikr \cos \theta_1},
\]

\[
[\Sigma_\phi]_{p.o.} = -2e^{-ikr \cos \theta_1},
\]

\[
[\Sigma_r]_{p.o.} = -2 \sin \theta_1 e^{-ikr \cos \theta_1},
\]

are plotted in Figs. 18.10 through 18.12 for \( \theta_1 = 150^\circ, 165^\circ \) and \( 172^\circ \), corresponding to cones of half-angle \( \delta = 30^\circ, 15^\circ \) and \( 7^\circ \), respectively.

For \( \theta_0 = 0 \), in the region \( \theta < 2 \theta_1 - \pi \), the scattered portions of \( (u, v) \) are

\[
u^* = - \frac{\cos \phi e^{ikr}}{2k^2r} \tan \frac{\theta}{2} \tan^2 \frac{\pi}{2} (\pi - \theta_1) + \frac{\cos \phi}{k} \sqrt{\frac{\pi}{2kr}} e^{i \pi/k}
\]

\[
\times \int_0^\infty \frac{d \pi x}{x^2 + 1} \tanh \pi x \, e^{-i\pi x}H_\pi^{(1)}(kr)K_\pi^1(\cos \theta_1),
\]

\[
(18.235)
\]

\[
u^* = - \frac{\sin \phi e^{ikr}}{2k^2r} \tan \frac{\theta}{2} \tan^2 \frac{\pi}{2} (\pi - \theta_1) - \frac{\sin \phi}{k} \sqrt{\frac{\pi}{2kr}} e^{i \pi/k}
\]

\[
\times \int_0^\infty \frac{d \pi x}{x^2 + 1} \tanh \pi x \, e^{-i\pi x}H_\pi^{(1)}(kr)K_\pi^1(\cos \theta_1)
\]

\[
(18.236)
\]

and the scattered field in the far zone is (GORYANOV [1961]):

\[
E_\theta = ZH_\phi^o = \cos \phi e^{ikr} L_1(\theta),
\]

\[
E_\phi = -ZH_\phi^i = -\sin \phi e^{ikr} L_2(\theta),
\]

\[
(18.237)
\]
Fig. 18.11. Amplitudes (a) and phases (b) of surface field components $E_p$, $E_q$, and $E_s$ for $\theta_i = 165^\circ$ (Senior and Wilcox [1967]).

where

$$L_i(\theta) = \frac{\Gamma'}{\sin \theta} - \frac{\partial \Gamma}{\partial \theta} + \frac{1}{2} \sec^2 \frac{1}{2} \theta \tan^2 \frac{1}{2}(\pi - \theta_i),$$

$$L_3(\theta) = \frac{\partial \Gamma'}{\partial \theta} - \frac{\Gamma}{\sin \theta} + \frac{1}{2} \sec^2 \frac{1}{2} \theta \tan^2 \frac{1}{2}(\pi - \theta_i),$$

(18.238)

in which

$$\Gamma = \int_0^\infty \frac{dx x}{x^2 + 1} \tanh \pi x \frac{K_1'(-\cos \theta)}{K_1'(\cos \theta_i)},$$

$$\Gamma' = \int_0^\infty \frac{dx x}{x^2 + 1} \tanh \pi x \frac{(d/d\theta_i)K_1'(-\cos \theta)}{(d/d\theta_i)K_1'(\cos \theta_i)}.$$

(18.239)
Fig. 18.12. Amplitudes (a) and phases (b) of surface field components $\xi_{\phi}$ (---), $\xi_{r}$ (-----) and $\psi_{r}$ (-- --) for $\theta_{i} = 172^\circ$ (Senior and Wilcox [1967]).

The functions $L_{1,2}(\theta)$ are real, positive, and increase monotonically with increasing $\theta$ in the interval $0 \leq \theta < 2\theta_{1} - \pi$. Goryanov [1961] reports of extensive numerical calculations of $L_{1,2}(\theta)$ for $0 \leq \theta \leq 2\theta_{1} - \pi - 2^\circ$, $96^\circ \leq \theta_{1} \leq 178^\circ$, $\Delta \theta = 2^\circ$, $\Delta \theta_{1} = 2^\circ$, and a reproduction of his data appears in Fig. 18.13. The far fields according to physical optics are also presented in the form

$$[E_{\phi}]_{p.o.} = Z[H_{\phi}]_{p.o.} = \cos \phi_{ikr}^{\epsilon} L_{p.o.}(\theta),$$

$$[E_{r}]_{p.o.} = -Z[H_{r}]_{p.o.} = -\sin \phi_{ikr}^{\epsilon} L_{p.o.}(\theta),$$

(18.240)
Fig. 18.13. Angular distributions (a) $\log_{10} L_1(\theta)$ and (b) $\log_{10} L_2(\theta)$ as functions of $\theta_1$ for various angles $\theta$ (Goryanov [1961]).
where

\[ L_{p.o.}(\theta) = \frac{-\sin^2 \theta \cos \theta}{4 \cos \frac{\theta}{2} \cos (\theta - \frac{\pi}{2}) \cos (\theta + \frac{\pi}{2})} \]  \hspace{1cm} (18.241)

and graphs of the quantities \((L_{1,2}/L_{p.o.}) - 1\) plotted as functions of \(\theta_1\) are reproduced in Fig. 18.14. Goryanov [1961] concludes that the difference between the true far field and that predicted by physical optics increases uniformly with angle away from the back scattered direction and that the difference never exceeds 10 percent of the value computed with eq. (18.237) for \(\theta \leq 2\theta_1 - \pi - \pi/90\).
For \( \theta_0 = 0 \) and \( kr \gg 1 \), the scattered field may be decomposed as in eq. (18.212) with the diffracted field given by:

\[
E_d \sim \frac{e^{ikr}}{ikr} [\hat{\Theta} \cos \phi L_1(\theta) - \hat{\Phi} \sin \phi L_2(\theta)]
\]  

(18.242)

where \( L_1(\theta) \) and \( L_2(\theta) \) are obtained from eq. (18.238). Although the integrals in eq. (18.239) are convergent only for \( \theta < 2\theta_1 - \pi \), it can be shown by a proof paralleling Felsen [1959] that the angular dependence of the far-zone diffracted field must be the same for all angles in \( 0 \leq \theta \leq \theta_1 \). In principle, therefore, one may calculate the diffracted field by means of the integrals in eq. (18.239) valid for the restricted range of angles and then employ the resulting closed form expressions everywhere. In practice, however, the integrals are difficult to evaluate in terms of known functions, and closed form expressions valid for all angles are not available. For \( (\sin \theta, \sin \theta_1) \neq 0 \), the reflected and transition fields are given by:

\[
E_{\text{refl.}} + E_{\text{tr.}} \sim \frac{\cos \phi}{kr \sqrt{\sin \theta}} \left( \frac{\partial^2}{\partial \alpha^2} - \frac{8}{\alpha} \cot \theta \frac{\partial}{\partial \alpha} + \frac{3}{2} \cot \theta_1 \frac{\partial}{\partial \alpha} \right) T(r, \alpha) -
\]

\[
- \hat{\Theta} \frac{\cos \phi}{kr \sqrt{\sin \theta}} \left[ \left( \frac{\partial}{\partial \alpha} - \frac{7}{8} \cot \theta + \frac{3}{4} \cot \theta_1 \right) \frac{\partial}{\partial r} + \frac{i k}{\sin \theta} \right] rT(r, \alpha) -
\]

\[
- \hat{\Phi} \frac{\sin \phi}{kr \sqrt{\sin \theta}} \left[ \left( \frac{\partial}{\partial \alpha} - \frac{7}{8} \cot \theta + \frac{3}{4} \cot \theta_1 \right) \frac{\partial}{\partial r} - \frac{i k}{\sin \theta} \right] rT(r, \alpha),
\]

(18.243)

where \( x = \pi - 2\theta_1 + \theta \) and \( T(r, \alpha) \) is defined by eqs. (18.60) through (18.63). The transition function properly compensates for the singularities at \( \theta = 2\theta_1 - \pi \) in the diffracted wave and for the jump discontinuities in the reflected wave. Away from the geometrical optics boundary \( \theta = 2\theta_1 - \pi \), such that \( kr \sin \alpha \gg 1 \), the reflected field is

\[
E_{\text{refl.}} \sim \eta(\alpha) \sqrt{\frac{\sin \alpha}{\sin \theta}} e^{ikr \cos \alpha} \frac{1}{kr} \left\{ \left[ 1 + \frac{i}{k r} \left( \frac{3 \cot \theta_1}{4 \sin \alpha} - \frac{3 \cot \theta}{8 \sin \alpha} + \frac{3 \cot z}{8 \sin \alpha} \right) \right] -
\]

\[
- \hat{\Theta} \cos \alpha \cos \phi \frac{1}{kr} \left[ 1 + \frac{i}{k r} \left( \frac{3 \cot \theta_1}{4 \sin \alpha} - \frac{7 \cot \theta}{8 \sin \alpha} + \frac{1 \cot z}{8 \sin \alpha} + \frac{1}{\sin \theta} \right) \right] +
\]

\[
+ \hat{\Phi} \sin \phi \frac{1}{kr} \left[ 1 + \frac{i}{k r} \left( \frac{7 \cot \theta_1}{4 \sin \alpha} - \frac{7 \cot \theta}{8 \sin \alpha} + \frac{1 \cot z}{8 \sin \alpha} + \frac{1}{\sin \theta} \right) \right] + O \left( \frac{1}{(kr)^2} \right)
\]

(18.244)

and for \( \theta = \theta_1 \) (observer on the cone surface):

\[
E + E_{\text{refl.}} \sim \hat{\Theta} e^{-ikr \cos \theta_1} \cos \theta_1 \cos \phi \frac{2 - \frac{i}{k r} \cot \theta_1}{\sin \theta_1} + O \left( \frac{1}{(kr)^2} \right),
\]

(18.245)
with the tangential components equal to zero as required. It should be emphasized
that the above results are valid only if the observer is located away from the axis of
the cone and provided the cone apex angle is not small.

For \( \theta_0 = 0 \), the total field along the axis \( \theta = 0 \) is (Felsen [1955]):

\[
E^t + E^s = \frac{\pi i}{kr} \frac{\partial}{\partial r} \left[ \sum_{p=0}^{\infty} (p+\frac{1}{2})e^{-\frac{i\pi p}{2}} \frac{rj_p(kr)P^1_p(-\cos \theta_1)}{\sin \pi (\partial/\partial \theta)(P^1_p(\cos \theta_1))} \right] + \nonumber
\]

\[
+ \frac{\pi i}{kr} \frac{\partial}{\partial r} \left[ \sum_{q>0} (q+\frac{1}{2})e^{-\frac{i\pi q}{2}} \frac{j_q(kr)(\partial/\partial \theta)(P^1_q(-\cos \theta_1))}{\sin q\pi (\partial^2/\partial \theta^2)(P^1_q(\cos \theta_1))} \right],
\]

(18.246)

which may also be written as

\[
E^t + E^s = \frac{\pi i}{kr} \frac{\partial}{\partial r} \left[ \sum_{p=0}^{\infty} \frac{\rho(p+1)e^{-\frac{i\pi p}{2}}r_j(kr)}{[P^1_p(\cos \theta_1)]^2 \sin \pi d\theta} \right] + \nonumber
\]

\[
+ \frac{\pi i}{kr} \frac{\partial}{\partial r} \left[ \sum_{q>0} \frac{\rho(q+1)e^{-\frac{i\pi q}{2}}j_q(kr)}{[P^1_q(\cos \theta_1)]^2 \sin \pi d\theta} \right],
\]

(18.247)

and the summations in \( p \) and \( q \) extend over the positive zeros, respectively, of
\( P^1_p(\cos \theta_1) \) and \( (\partial/\partial \theta)(P^1_q(\cos \theta_1)) \). The back scattered far field is (see also, Felsen [1958]):

\[
E^{BS} = \frac{\pi i}{kr} \left[ \cot \frac{\pi}{2} \theta_1 - 4 \int_{-\infty}^{\infty} dx x (x^2 + \frac{1}{2}) \sin \pi x \right] - \nonumber
\]

\[
- \frac{\pi i}{kr} \left[ \cot \frac{\pi}{2} \theta_1 + \frac{1}{4} \cot \theta_1 \right] \frac{\partial}{\partial r} \sqrt{kr} I(r, z) + \nonumber
\]

\[
+ \frac{\pi i}{kr} \left[ \cot \frac{\pi}{2} \theta_1 + \frac{1}{4} \cot \theta_1 \right] \sqrt{kr} I(r, z),
\]

(18.248)

where \( z = \pi - 2\theta_1 \) and \( I(r, z) \) is defined by eqs. (18.47) through (18.50). The terms
involving \( I(r, z) \) are important only for a wide cone \( \theta_1 \approx \frac{\pi}{2} \), in which case both
source and observer lie in a transition region. For \( \theta_1 \approx \frac{\pi}{2} \), a first order result is given
by (Felsen [1955], see also Felsen [1953]):

\[
E^{BS} \approx - \frac{\pi i}{kr} \sin \theta_1 \left[ 1 - \sqrt{2\pi e^{-\frac{i\pi}{2}} G(w)} \right], \quad w < 4
\]

(18.249)

\[
E^{BS} \approx - \frac{\pi i}{kr} \left( 2\theta_1 - \pi \right)^2, \quad w \geq 4
\]

where \( w = \sqrt{\pi} kr \cos \theta_1 \) and \( G(w) \) is as defined in eq. (18.50). A plot of the magni-
\[\text{tude and phase of the quantity in brackets in eq. (18.249) is provided in Section 18.5,}
\]

Fig. 18.17b. It may be noted that when \( \theta_1 = \frac{\pi}{2} \), eq. (18.249) yields a back scattered
plane wave appropriate to reflection from an infinite flat plane. For a thin cone
(\( \theta_1 \approx \pi \)), eqs. (18.208) through (18.211) remain valid for \( \theta_0 = 0, \theta = 0 \).
For $\theta_0 = 0$, the physical optics bistatic scattering cross section in eq. (18.220) reduces to

$$\sigma_{p.o.}(\theta, \phi) = \frac{\lambda^2}{\pi} \frac{\tan^4 \delta (1 + \cos \theta)^2}{[(1 + \cos \theta)^2 - \tan^2 \delta \sin^2 \theta]^2},$$

and by some trigonometric transformation, eq. (18.250) can be shown to be in agreement with Siegel et al. [1955a] and with the result of Goryanov [1961] (see eq. (18.240)). For $\theta = 0$, eq. (18.250) reduces to the widely quoted nose-on back scattering cross section (Spencer [1951]):

$$\sigma_{p.o.} = \frac{\lambda^2}{16 \pi} \tan^4 \delta.$$

For a wide cone $\theta_1 \approx \frac{1}{2} \pi$, the back scattering cross section is, from eq. (18.249):

$$\sigma \approx \frac{\lambda^2}{\pi (2\theta_1 - \pi)^4},$$

whereas, for a thin cone $\theta_1 \approx \pi$, eq. (18.210) yields the first order expression:

$$\sigma \approx \frac{\lambda^2 (\pi - \theta_1)^4}{16 \pi}.$$

A more general expression for the back scattering cross section is given by (Hansen and Schiff [1948], Schubert [1953], Siegel et al. [1953a, 1955b], Mentzer [1955]):

$$\sigma = \frac{\lambda^2}{4 \pi} \left| \sum_{\rho > 0} \frac{\rho (\rho + 1)e^{-i\rho \pi}}{[P_{\rho}(\cos \theta_1)]^2 \sin \alpha d\alpha} - \sum_{q > 0} \frac{q (q + 1) e^{-i\pi q}}{[P_q(\cos \pi)]^2 \sin \alpha d\alpha} \right|^2,$$

where the summations are over the positive zeros of $P_{\rho}(\cos \theta_1)$ and $(\delta / \cos \theta_1)P_{\phi}(\cos \theta_1)$, but only a finite number of terms must be included since the infinite series diverges. Despite this drawback, special summation techniques have been employed (Schubert [1953], Siegel et al. [1953a, 1955b]) to yield second order results in the wide cone and thin cone approximations: For a wide cone $\theta_1 \approx \frac{1}{2} \pi$,

$$\sigma \approx \frac{\lambda^2 (1 - 2 \cos^2 \theta_1)}{16 \pi \cos^4 \theta_1},$$

and for a thin cone ($\theta_1 \approx \pi$),

$$\sigma \approx \frac{\lambda^2}{\pi} \sin^2 \delta [1 + 6 \sin^2 \delta].$$

in agreement with eq. (18.222). It should be noted that the physical optics result in eq. (18.251) is in agreement with the exact theory for both wide cones:

$$\sigma_{p.o.} \approx \frac{\lambda^2}{16 \pi \cos^2 \theta_1} \left[ 1 - 2 \cos^2 \theta_1 + \cos^4 \theta_1 + \ldots \right]$$

(18.257)
and for thin cones:

\[
\sigma_{p.o.} \approx \frac{\lambda^2}{\pi} \sin^2 \frac{1}{2} \delta [1 + 6 \sin^2 \frac{1}{2} \delta + 25 \sin^4 \frac{1}{2} \delta + \ldots]. \quad (18.258)
\]

The cross sections given by eqs. (18.251), (18.252), (18.253), (18.255) and (18.256) are plotted in Fig. 18.15 as functions of \( \theta_1 \).

![Graph showing normalized nose-on back scattering cross section as a function of \( \theta_1 \) for a perfectly conducting cone: (---) physical optics, (---) first order and (---) second order theory for wide cone, (---) first order and (---) second order theory for thin cone.]

18.5. Special functions

The Legendre function \( P^n_m(\cos \theta_1) \) is an entire function of \( v \). For \( \mu \) real and \( \mu < 1 \), or for \( \mu \) an integer, the zeros of \( P^n_m(\cos \theta_1) \) in the \( v \)-plane are all real and simple (Roux [1959], see also MacDonald [1900] and Honson [1931] who take \( \mu \) real and \( \mu = 0 \). The positive zeros \( \rho \) and \( \eta \) defined, respectively, as roots of the equations

\[
P^n_m(\cos \theta_1) = 0, \quad (18.259)
\]

\[
(\nabla_1 \cdot \nabla_1) P^n_m(\cos \theta_1) = 0. \quad (18.260)
\]
with \( m = 0, 1, 2, \ldots \), are fundamental to eigenfunction expansions involving conical boundaries. Because of the relation

\[
P_v^m(\cos \theta_1) = (-1)^m \frac{\Gamma(v+m+1)}{\Gamma(v-m+1)} P_v^{-m}(\cos \theta_1),
\]  

(18.261)

the functions \( P_v^m(\cos \theta_1) \) and \( (\partial/\partial \theta_1)P_v^m(\cos \theta_1) \) possess the same zeros as \( P_v^{-m}(\cos \theta_1) \) and \( (\partial/\partial \theta_1)P_v^{-m}(\cos \theta_1) \), respectively, along with the \( 2m \) zeros \( v = -m, -m+1, \ldots, m-1 \) of \( \Gamma(v+m+1)/\Gamma(v-m+1) \). Since

\[
P_v^m(\cos \theta_1) = P_{v-m}^m(\cos \theta_1),
\]  

(18.262)

the positive and negative zeros are related: For each zero \( v \) we also have \( -v_0 - 1 \) as a zero. Various analytical approximations to \( p \) and \( q \) for arbitrary \( m \) may be found scattered in the references, but for a general review, see ROBIN [1959].

From the Wronskian relation

\[
P_v^m(\cos \theta_1) \frac{d}{d\theta_1} P_v^m(\cos \theta_1) - P_v^{m+1}(\cos \theta_1) \frac{d}{d\theta_1} P_v^{m+1}(\cos \theta_1) = 2 \sin (v-m)\pi \frac{\Gamma(v+m+1)}{\pi \sin \theta_1 \Gamma(v-m+1)}.
\]  

(18.263)

it follows that

\[
P_v^m(-\cos \theta_1) = \frac{2 \sin (p-m)\pi}{\pi \sin \theta_1} \frac{\Gamma(p+m+1)}{\Gamma(p-m+1)} \left[ \frac{\partial}{\partial \theta_1} P_v^p(\cos \theta_1) \right]^{-1},
\]  

(18.264)

\[
\frac{\partial}{\partial \theta_1} P_v^p(-\cos \theta_1) = \frac{2 \sin (q-m)\pi}{\pi \sin \theta_1} \frac{\Gamma(q+m+1)}{\Gamma(q-m+1)} \left[ P_v^q(\cos \theta_1) \right]^{-1}.
\]  

(18.265)

It may also be demonstrated that (see, e.g., BAILIN and SILVER [1956])

\[
\int_0^{\pi_1} [P_v^p(\cos \theta)]^2 \sin \theta d\theta = \frac{\sin \theta_1}{2p+1} \frac{\partial P_v^p(\cos \theta_1)}{\partial \theta_1} \frac{\partial P_v^p(\cos \theta_1)}{\partial p},
\]  

(18.266)

\[
\int_0^{\pi_1} [P_v^q(\cos \theta)]^2 \sin \theta d\theta = -\frac{\sin \theta_1}{2q+1} \frac{\partial^2 P_v^q(\cos \theta_1)}{\partial \theta_1 \partial \theta_1} P_v^q(\cos \theta_1).
\]  

(18.267)

Equations (18.263) through (18.267) have been employed in deriving alternative expressions for the eigenfunctions expansions for the cone.

Some numerical tables for the roots \( p \) or \( q \) are available and are based upon different computational methods, including asymptotic analysis (PAL [1918, 1919], HORTON [1947], CARRUS and TREULINFEI [1950]), power series in the argument \( \theta_1 \) (HALL [1949]), power series in the index \( v \) (SIEGEL et al. [1951, 1952, 1953b]), numerical integration of the Mehler-Dirichlet integral representation (WATERMAN [1963]), and trigonometric series expansion for the Legendre function (WILCOX [1968]). PAL [1918, 1919] calculated the first five values of \( p \) and \( q \) for \( \theta_1 = 15^\circ, 30^\circ, 45^\circ \), and
For $m = 0, 1, 2$; his tables were later corrected by HORTON [1947]. For $m = 0$, HALL [1949] presents the first three roots $p$ for $1 + \cos \theta_0 = 10^{-2}$ and the five first roots $p$ for $1 + \cos \theta_0 = 10^{-3}, 10^{-4}, 10^{-5}$; in addition, the corresponding values of the normalization integral in eq. (18.266) are given. For $m = 1$, CARRUS and TREUENFELS [1950] tabulated the first fifty zeros $p$ every $5^\circ$ for $90^\circ \leq \theta_0 \leq 175^\circ$ and the first fifty zeros $q$ every $5^\circ$ for $90^\circ \leq \theta_0 \leq 130^\circ$. Also tabulated were the normalization integrals in eqs. (18.266) and (18.267). Errors in the Carrus-Treuensels tables were noted by SIEGEL et al. [1951]. For the special value $\theta_0 = 165^\circ$ with $m = 1$, the first nineteen zeros $p$ and the first fifteen zeros $q$, along with the normalization integrals, were recomputed by SIEGEL et al. [1952, 1953b]. These were again recomputed with even more accuracy by the Institute of Numerical Analysis, University of California, Los Angeles (see SIEGEL et al. [1953a]). For this same value of $\theta_0 = 165^\circ$ and $m = 1$, the first thirty zeros $p$ and $q$ were later presented with a stated accuracy of seven significant figures by WATERMAN [1963], and to the same accuracy, the first fifty zeros were provided by WILCOX [1968]. Comparison of the results in these last two references shows agreement in the values of $p$ to six and usually seven significant figures. However, for $q$ the values in WATERMAN [1963] are consistently lower than those in WILCOX [1968], with the difference showing up in the fifth decimal place for the higher order zeros. No explanation for the discrepancy has been found, although on the basis of re-evaluating the Legendre function at each of the two proposed values for the zero, WILCOX [1968] concludes that his values are more accurate. The first five zeros of $P_m'(\cos \theta_0), P_m''(\cos \theta_0)$ and $(\partial/\partial \theta_0)P_m(\cos \theta_0)$ are plotted in Fig. 18.16 as functions of $\theta_0$ for $90^\circ \leq \theta_0 \leq 180^\circ$.

The MEHLER [1881] conical functions $K_m^\pi(\cos \theta)$ are defined in terms of Legendre functions by the equation

$$K_m^\pi(\cos \theta) = \mathcal{I}_{m-1}^\pi(\cos \theta), \quad (18.268)$$

where $x$ is a real parameter and $m = 0, 1, 2, \ldots$. The principal properties of these functions can be deduced from the general results concerning the Legendre functions (see e.g. ROBIN [1957-1959]); in particular, from eq. (18.262) we observe

$$K_m^\pi(\cos \theta) = K_m^\pi(\cos \theta), \quad (18.269)$$

implying that $K_m^\pi(\cos \theta)$ is an even function of $x$, and from eq. (18.261) we obtain

$$K_m^{-\pi}(\cos \theta) = \frac{K_m^\pi(\cos \theta)}{(x^2 + 1)(x^2 + 1) \cdots [x^2 + 1(2m - 1)^2], \quad (18.270)}$$

For $0 \leq \theta < \pi$:

$$K_m^{-\pi}(\cos \theta) = \frac{(-1)^m}{m!} \tan^m \frac{1}{4} \theta F_2(\frac{1}{4} + ix, \frac{1}{4} - ix; m + 1; \sin^2 \frac{1}{4} \theta) =$$

$$\frac{(-1)^m}{m!} \tan^m \frac{1}{4} \theta \left[ 1 + \frac{4x^2 + 1^2}{1!2^2(m + 1)} \sin^2 \frac{1}{4} \theta + \frac{(4x^2 + 1^2)(4x^2 + 3^2)}{2!2^4(m + 1)(m + 2)} \sin^4 \frac{1}{4} \theta + \ldots \right], \quad (18.271)$$
Fig. 18.16. First five zeros of (a) $P_d(\cos \theta_1)$ (HALL [1949]), (b) $P_u'(\cos \theta_1)$ and (c) $(\partial/\partial \theta_1)P_u'(\cos \theta_1)$ as functions of $\theta_1$ for $90^\circ \leq \theta_1 \leq 180^\circ$. The results in (b) and (c) were provided by P. H. WILCOX (private communication).
where $\text{\_}_2F_1$ is the Gauss hypergeometric function; in particular, for $m = 0$:

$$K_x(\cos \theta) = 1 + \sum_{n=1}^{\infty} \frac{(4x^2+1^2)(4x^3+3^2)\ldots [4x^2+(2n-1)^2]}{2^{2n}(n!)^2} \sin^2 \frac{\pi}{2}.$$

(18.272)

It is clear from eqs. (18.270) through (18.272) that $K_x^m(\cos \theta)$ is real and that $K_x(\cos \theta) > 0$. For $\theta = \pi$, $K_x(\cos \theta)$ displays a logarithmic singularity, and an expansion suitable for $\theta \approx \pi$ is

$$K_x(\cos \theta) = \frac{1}{\pi} \cosh \pi x \left\{ \log \tan \theta + g(x) + \sum_{n=1}^{\infty} \frac{4x^2-2n+1}{n(n+1)} \cos^2 \frac{\pi}{2} \right\}.$$

(18.273)

where

$$g(x) = 2 \sum_{n=1}^{\infty} \frac{4x^2-2n+1}{n(n+1)}$$

(18.274)

is the quantity that appears in eqs. (18.205) and (18.206). For $x \sin \theta > 1$:

$$K_x^m(\cos \theta) \sim \left( \frac{-x^n}{(2\pi x \sin \theta)} \right)^{1/2} \left[ 1 - \frac{4m^2-1}{8x} \cot \theta + O \left( \frac{1}{x^2} \right) \right].$$

(18.275)

For $0 < \theta < \pi$, an integral of particular importance for diffraction by thin cones is

$$\int_0^\infty d\chi \frac{\tan \pi \chi}{\cosh \pi \chi} K_x^n(\cos \theta) K_y^n(\cos \theta_0) = \frac{(2m)!}{\pi} \frac{\sin^m \theta \sin^n \theta_0}{\cos \theta + \cos \theta_0} K_x^n(\cos \theta) K_y^n(\cos \theta_0).$$

(18.276)

which is a generalization of the result given by MEHLER [1881] for $m = 0$. Other pertinent integrals are given by FELSEN [1956]; in particular, for $0 < \theta < \pi$:

$$\int_0^\infty d\chi \frac{\tan \pi \chi}{\cosh \pi \chi} (x^2 + \frac{1}{2}) K_x^n(\cos \theta) K_x^n(\cos \theta_0) = \frac{2}{\pi} \frac{1+\cos \theta \cos \theta_0}{(\cos \theta + \cos \theta_0)^3},$$

(18.277)

$$\int_0^\infty d\chi \frac{\tan \pi \chi}{\cosh \pi \chi} (x^2 + \frac{1}{2}) K_x^n(\cos \theta) K_y^n(\cos \theta_0) =$$

$$\frac{4}{\pi} \frac{\sin \theta \sin \theta_0}{\cos \theta + \cos \theta_0} \left[ 4(1+\cos \theta \cos \theta_0) + \sin^2 \theta + \sin^2 \theta_0 \right].$$

(18.278)

$$\int_0^\infty d\chi \frac{\tan \pi \chi}{\cosh \pi \chi} K_x^n(\cos \theta) K_y^n(\cos \theta_0) = \frac{1}{\pi} \frac{\tan \frac{\theta}{2} \tan \frac{\theta}{2}}{\cos \theta + \cos \theta_0}.$$

(18.279)

to which may be added

$$\int_0^\infty d\chi \frac{\tan \pi \chi}{\cosh \pi \chi} K_x^n(\cos \theta) K_x^n(\cos \theta_0) =$$

$$\frac{2}{\pi} \frac{\tan \frac{\theta}{2} \tan \frac{\theta}{2}}{\cos \theta + \cos \theta_0} \left[ 1 + \frac{2}{(\cos \theta + \cos \theta_0)^2} \right].$$

(18.280)
\[ \int_0^w \frac{\tanh \pi x}{\cosh \pi x} (x^2 + 1)^2 K_x(\cos \theta)K_x(\cos \theta_0) = \]
\[ = \frac{24}{\pi} \frac{\sin^2 \theta \sin^2 \theta_0}{(\cos \theta + \cos \theta_0)^2} \cdot 3 - \cos \theta \cos \theta_0. \] \quad (18.281)

Still further similar integrals can be obtained by employing the recurrence formulas
\[ \left( \frac{d}{d\theta} \right) \cot \theta \right) K_x^n = -K_x^{n+1}. \] \quad (18.282)

The function \( I(r, x) \) governing certain geometrical optics and transition phenomena is defined by the following equations:
\[ I(r, x) = I_{g.o}(r, x) + I_{t.c}(r, x), \] \quad (18.284)
\[ I_{g.o}(r, x) = -2\pi \eta(x)e^{ikr \cos x}, \] \quad (18.285)
\[ I_{t.c}(r, x) = \pi i \text{sgn}(x) \left[ G(w) - \frac{e^{i\varepsilon}}{w\sqrt{2\pi}} \right] e^{ikr}, \] \quad (18.286)
\[ w = \sqrt{kr \sin \frac{1}{2}x}, \quad G(w) = \frac{2}{\sqrt{\pi}} e^{-2iw^2} w \int_{(1+i)w}^{\infty} e^{-\nu^2} d\nu. \] \quad (18.287)

Physically, the angle \( x \) determines some geometric optics boundary at \( x = 0 \). The function \( G(w) \) is related to the Fresnel integral discussed in the Introduction by
\[ G(w) = \frac{2}{\sqrt{\pi}} e^{-2iw^2} w F(w\sqrt{2}) \] \quad (18.288)
so that its principal properties may be deduced from the general results concerning the Fresnel integral. In particular, for \( w \gg 1 \) (away from the geometrical optics boundary):
\[ G(w) \sim \frac{e^{i\varepsilon}}{w\sqrt{2\pi}} \left[ 1 + \sum_{n=1}^{\infty} \frac{1 \cdot 3 \cdots (2n-1)}{(4iw^2)^n} \right], \] \quad (18.289)
and the transition function \( I_{t.c}(r, x) \) in eq. (18.286) is therefore very small for points well away from the geometrical optics boundary; i.e. for \( kr \sin \frac{1}{2}x \gg 1 \):
\[ I_{t.c}(r, x) \sim -\frac{\pi e^{ikr \sin \frac{1}{2}x} e^{i\varepsilon}}{\sqrt{2kr \sin \frac{1}{2}x}} \sum_{n=1}^{\infty} \frac{1 \cdot 3 \cdots (2n-1)}{[4ikr \sin \frac{1}{2}x]^n}. \] \quad (18.290)
On the other hand, an expansion suitable for \( w \approx 0 \) is

\[
G(w) = e^{-2iw^2} - 2 \sqrt{\frac{2}{\pi}} e^{-\frac{i\pi}{2}w^2} \sum_{n=0}^{\infty} \frac{(-4iw^2)^n}{1 \cdot 3 \cdot \cdots (2n+1)} ;
\]

thus, for points close to the geometrical optics boundary, i.e. for \( kr \sin^2 \frac{\alpha}{2} \ll 1 \) the total function \( I(r, \alpha) \) behaves as

\[
I(r, \alpha) = \frac{\sqrt{\pi} e^{(ikr - \frac{1}{2})r}}{\sqrt{2kr \sin \frac{\alpha}{2}}} - \pi e^{ikr \cos \alpha} \sum_{\alpha=0}^{\infty} \frac{(-4ikr \sin^2 \frac{\alpha}{2})^n}{1 \cdot 3 \cdot \cdots (2n+1)} .
\]

The singular part in \( I(r, \alpha) \), represented by the first term in eq. (18.292), yields a field contribution that is exactly cancelled by a corresponding singularity in the diffracted field due to the cone tip. The remaining terms in eq. (18.292) are regular and free of jump discontinuities on the geometrical optics boundary \( \alpha = 0 \). The phase and amplitude of both \( G(w) \) and

\[
-\frac{1}{\sqrt{\pi} e^{i\alpha}} \frac{dG(w)}{dw} = [1 - \sqrt{2\pi} e^{-\frac{i\alpha}{2}w} G(w)]
\]

have been plotted by FELESE [1955, 1957c, 1958, 1959] and his results are reproduced in Fig. 18.17. Also shown in Fig. 18.17 are the amplitudes of the leading asymptotic approximations to \( G(w) \) and \([1 - \sqrt{2\pi} e^{-\frac{i\alpha}{2}w} G(w)]\) for \( w \gg 1 \) as determined from eq. (18.289). On the basis of these plots Felsen concludes that transition effects are appreciable only for \( w < 4 \).

The function \( T(r, \alpha) \) governing geometrical optics and transition phenomena for axial incidence (except when \( \theta_1 \to \frac{1}{2} \pi \)) is defined by the following equations:

\[
T(r, \alpha) = T_{eff}(r, \alpha) + T_e(r, \alpha),
\]

\[
T_{eff}(r, \alpha) = \eta(\alpha) \sqrt{\frac{\tan \alpha}{2\pi kr}} \exp \{ikr \cos \alpha + \frac{1}{2} \pi \}
\times \exp \left\{ \frac{4ikr \sin^2 \alpha}{\cos \alpha} \right\} K_1 \left( \frac{4ikr \sin^2 \alpha}{\cos \alpha} \right),
\]

\[
T_e(r, \alpha) = -[\eta(\alpha) + i\eta(-\alpha)] \sqrt{\frac{\tan \frac{1}{2} |\alpha|}{2\pi kr}} \left[ e^{i\alpha/2} K_1(-iw^2) - \sqrt{\pi} \frac{e^{i\alpha}}{2w} \right].
\]

with

\[
w = \sqrt{kr \sin \frac{1}{2} |\alpha|}.
\]
Fig. 18.17. Amplitude (--) and phase (--) of (a) $G(w)$ and (b) $[1 - \sqrt{2\pi} \exp (-1/2\pi w) G(w)]$; also, amplitude (---) of the corresponding asymptotic approximations (a) $[w^{-1/2} \exp (|z|)]$ and (b) $[i/(4w^5)]$. 
In this same region, \( k r \sin^2 \frac{i}{2} \gg 1 \), we have

\[
T(r, \alpha) \sim -[\eta(\alpha) + i\eta(-\alpha)] \frac{3e^{ikr}}{2^2(2k)^r (\sin |\alpha|)^r \sin \frac{i}{2} \alpha} + O \left(\frac{1}{(kr)^r}\right). \tag{18.298}
\]

On the other hand, for points close to the optics boundary, i.e. for \( k r \sin^2 \frac{i}{2} \ll 1 \) and \( kr > 1 \), the total function \( T(r, \alpha) \) behaves as

\[
T(r, \alpha) \sim \frac{\eta(\alpha)e^{ikr \cos \alpha}}{kr(\sin |\alpha|)^r} \left[ 1 + \frac{3i}{8kr} \cot \alpha + O \left(\frac{1}{(kr)^r}\right) \right]. \tag{18.299}
\]

The singular part in \( T(r, \alpha) \) represented by the first term in eq. (18.300), leads to a field contribution that is cancelled by a corresponding singularity in the diffraction field due to the cone tip. The remaining terms, to this order of approximation, are regular and free of jump discontinuities on the geometrical optics boundary \( \alpha = 0 \); however, the higher order terms do contain jump discontinuities at \( \alpha = 0 \), so that for smaller \( kr \) the function \( T(r, \alpha) \) would have to be modified in order to obtain an appropriate uniform asymptotic expansion for the field.
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B. VECTOR RELATIONS

\(A, B, C, D\) are arbitrary vector fields; \(f\) and \(g\) are arbitrary scalar fields.

General formulas:

1. \(A \cdot B \land C = B \cdot C \land A = C \cdot A \land B\)
2. \(A \land (B \land C) = (A \cdot C)B - (A \cdot B)C\)
3. \(A \land (B \land C) + B \land (C \land A) + C \land (A \land B) = 0\)
4. \((A \land B) \cdot (C \land D) = A \cdot [B \land (C \land D)] = (A \cdot C)(B \cdot D) - (A \cdot D)(B \cdot C)\)
5. \((A \land B) \land (C \land D) = (A \land B \cdot D)C - (A \land B \cdot C)D\)
6. \(\nabla(fg) = f\nabla g + g\nabla f\)
7. \(\nabla \cdot (fA) = A \cdot \nabla f + f\nabla A\)
8. \(\nabla \land (fA) = \nabla f \land A + f\nabla \land A\)
9. \(\nabla(A \cdot B) = (A \cdot \nabla)B + (B \cdot \nabla)A + A \land (\nabla \land B) + B \land (\nabla \land A)\)
10. \(\nabla \cdot (A \land B) = B \cdot \nabla \land A - A \cdot \nabla \land B\)
11. \(\nabla \land (A \land B) = A \nabla \cdot B - B \nabla \cdot A + (B \cdot \nabla)A - (A \cdot \nabla)B\)
12. \(\nabla \land \nabla f = 0\)
13. \(\nabla \cdot \nabla \land A = 0\)
14. \(\nabla \land \nabla \land A = \nabla \nabla \cdot A - \nabla^2 A\)
15. \(\nabla^2 f = \nabla \cdot \nabla f\)
16. \(\nabla f(\mathbf{y}) = i_y \nabla f\)
17. \(\nabla^2 (f \mathbf{y}) = f \nabla^2 g + g \nabla^2 f + \nabla f \cdot \nabla g\)
18. \(\nabla^2 (fA) = f \nabla^2 A + A \nabla^2 f + 2(\nabla f \cdot \nabla)A\)
19. \(\nabla \cdot (fA) = (\nabla f) \nabla \cdot A + f \nabla \nabla \cdot A + (\nabla f \cdot \nabla)A + (A \cdot \nabla)\nabla f + \nabla f \land (\nabla \land A)\)
20. \(\nabla \land \nabla \land (fA) = f \nabla \land \nabla \land A - A \nabla^2 f + (\nabla f) \nabla \cdot A + \nabla f \land (\nabla \land A) + (A \cdot \nabla)\nabla f - (\nabla f \cdot \nabla)A\)
Special formulas:

If \( r = r \hat{r} \) is the radius vector from a fixed origin and \( F \) is any constant vector, then

\[
\begin{align*}
(21) & \quad \nabla r = \hat{r} \\
(22) & \quad \nabla \cdot r = 3 \\
(23) & \quad \nabla \wedge r = 0 \\
(24) & \quad \nabla (1/r) = -\hat{r}/r^2 \\
(25) & \quad \nabla \cdot (F/r^2) = -\nabla^2 (1/r) = -4\pi \delta(r), \\
& \quad \text{where } \delta(r) = 0 \text{ if } r \neq 0, \text{ and } \int_{\text{all space}} \delta(r) \, dr = 1 \\
(26) & \quad \nabla \cdot (F/r) = -F \cdot \hat{r}/r^2 \\
(27) & \quad \nabla \wedge [F \wedge (F/r^2)] = -\nabla [F \cdot (F/r^2)], \quad \text{if } r \neq 0 \\
(28) & \quad \nabla^2 (F/r) = 0, \quad \text{if } r \neq 0 \\
(29) & \quad \nabla \wedge (F \wedge A) = F (\nabla \cdot A) + F \wedge (\nabla \wedge A) - \nabla (F \cdot A)
\end{align*}
\]

Integral relations: Gauss’ theorems:

\[
\begin{align*}
(30) & \quad \int_v \nabla f \, dv = \int_S f \hat{n} \, dS \\
(31) & \quad \int_v \nabla \cdot A \, dr = \int_S A \cdot \hat{n} \, dS \\
(32) & \quad \int_v \nabla \wedge A \, dr = \int_S \hat{n} \wedge A \, dS,
\end{align*}
\]

where the volume \( v \) is bounded by the closed regular surface \( S \) with unit normal \( \hat{n} \) pointing outward from \( v \), and the partial derivatives which appear in the integrands are continuous in the interiors of a finite number of regular regions of which \( v \) is the sum.

Substitution of special vectors in Gauss’ theorems yields various Green’s theorems, such as

\[
\begin{align*}
(33) & \quad \int_v (f \nabla^2 g + \nabla f \cdot \nabla g) \, dv = \int_S \left( \frac{\partial g}{\partial n} - \frac{\partial f}{\partial n} \right) \, dS, \\
(34) & \quad \int_v (f \nabla^2 g - g \nabla^2 f) \, dv = \int_S \left( \frac{\partial g}{\partial n} - \frac{\partial f}{\partial n} \right) \, dS;
\end{align*}
\]

for other Green’s theorems, see Appendix 1 in Van Bladel. (reference [10] of Appendix A).
Stokes' theorems:

\(\int_S \mathbf{\hat{n}} \wedge \nabla f \, dS = \oint_C f \, dl\)  
\(\int_S \nabla \cdot \mathbf{A} \, dS = \oint_C A \cdot dl\)  
\(\int_S \left(\left[(\mathbf{\hat{n}} \wedge \nabla) \wedge \mathbf{A}\right] dS = -\oint_C \mathbf{A} \wedge dl\right)\)  
\(\int_S \left(\nabla f \wedge \nabla g\right) \cdot \mathbf{\hat{n}} dS = \oint_C f \nabla g \cdot dl\)

where the open regular surface \(S\) is bounded by the contour \(C\) whose line element \(dl\) is oriented in the positive sense with respect to the normal \(\mathbf{\hat{n}}\) to \(S\), and where the various partial derivatives in the integrands are continuous in a region containing \(S\) in its interior.

**Dyadics:**

The formal multiplication \(AB\) of two vectors \(A\) and \(B\) is called a dyad; by definition:

\[AB = C = A(B \cdot C)\quad C = (C \cdot A)B\]

If \(B = B_x \mathbf{\hat{x}} + B_y \mathbf{\hat{y}} + B_z \mathbf{\hat{z}}\) is a linear vector function of \(A = A_x \mathbf{\hat{x}} + A_y \mathbf{\hat{y}} + A_z \mathbf{\hat{z}}\), then the relation

\[\mathbf{B} = \mathbf{A} \cdot \mathbf{\hat{G}}\]

may be written as

\[\mathbf{B} = \mathbf{A} \cdot \mathbf{\hat{G}}\]

with the dyadic operator \(\mathbf{\hat{G}}\) given by

\[\mathbf{\hat{G}} = \left(\begin{array}{ccc} g_{xx} & g_{xy} & g_{xz} \\ g_{yx} & g_{yy} & g_{yz} \\ g_{zx} & g_{zy} & g_{zz} \end{array}\right) \left(\begin{array}{c} A_x \\ A_y \\ A_z \end{array}\right)\]

Thus, \(\mathbf{\hat{G}}\) represents a tensor of rank two.

We may also write (42) in the forms:

\[\mathbf{\hat{G}} = \mathbf{G}_x \mathbf{\hat{x}} + \mathbf{G}_y \mathbf{\hat{y}} + \mathbf{G}_z \mathbf{\hat{z}}\]

where the \(\mathbf{G}\) are the row vectors and the \(\mathbf{G}'\) the column vectors of the matrix \(\{g_{ij}\}\) of (40). In particular, the identity dyadic is given by

\[\mathbf{\hat{I}} = \mathbf{\hat{x}} \mathbf{\hat{x}} + \mathbf{\hat{y}} \mathbf{\hat{y}} + \mathbf{\hat{z}} \mathbf{\hat{z}}\]

A list of useful relationships for dyadics may be found, for example, in reference [10] of Appendix A; here we only give a few differential operators.

In rectangular Cartesian coordinates \((x, y, z)\):

\[
\nabla A = \left( \frac{\partial}{\partial x} \hat{x} + \frac{\partial}{\partial y} \hat{y} + \frac{\partial}{\partial z} \hat{z} \right) A
\]

\[
= \nabla(A_x \hat{x}) + \nabla(A_y \hat{y}) + \nabla(A_z \hat{z})
\]

(46) \[ A \nabla = \frac{\partial A}{\partial x} \hat{x} + \frac{\partial A}{\partial y} \hat{y} + \frac{\partial A}{\partial z} \hat{z} \]

(47) \[ \nabla \cdot A = \frac{\partial}{\partial x} G_x + \frac{\partial}{\partial y} G_y + \frac{\partial}{\partial z} G_z
\]

\[ = (\nabla \cdot G'_x) \hat{x} + (\nabla \cdot G'_y) \hat{y} + (\nabla \cdot G'_z) \hat{z}
\]

(48) \[ G \cdot \nabla = \hat{x} \nabla \cdot G_x + \hat{y} \nabla \cdot G_y + \hat{z} \nabla \cdot G_z \]

(49) \[ \nabla \wedge A = \hat{x} \left( \frac{\partial G_z}{\partial y} - \frac{\partial G_y}{\partial z} \right) + \hat{y} \left( \frac{\partial G_z}{\partial x} - \frac{\partial G_x}{\partial z} \right) + \hat{z} \left( \frac{\partial G_y}{\partial x} - \frac{\partial G_x}{\partial y} \right)
\]

\[ = (\nabla \wedge G'_x) \hat{x} + (\nabla \wedge G'_y) \hat{y} + (\nabla \wedge G'_z) \hat{z}.
\]

In circular cylindrical coordinates \((\rho, \phi, z)\) we may write, in analogy to (43):

(50) \[ B = \hat{\rho} G_\rho + \hat{\phi} G_\phi + \hat{z} G_z
\]

\[ = G'_\rho \hat{\rho} + G'_\phi \hat{\phi} + G'_z \hat{z} ;
\]

then:

(51) \[ \nabla A = \left( \frac{\partial}{\partial \rho} \hat{\rho} + \frac{\partial}{\partial \phi} \hat{\phi} + \frac{\partial}{\partial z} \hat{z} \right) A
\]

\[ = \left( \nabla A_\rho - \frac{A_\phi}{\rho} \hat{\phi} \right) \hat{\rho} + \left( \nabla A_\phi + \frac{A_\rho}{\rho} \hat{\rho} \right) \hat{\phi} + \nabla A_z \hat{z}
\]

(52) \[ \nabla \cdot A = \left( \frac{1}{\rho} \frac{\partial}{\partial \rho} \right) G_\rho + \frac{1}{\rho} \frac{\partial G_\phi}{\partial \phi} + \frac{\partial G_z}{\partial z}
\]

\[ = \left( \nabla \cdot G'_\rho - \frac{G'_\phi}{\rho} \right) \hat{\rho} + \left( \nabla \cdot G'_\phi + \frac{G'_\rho}{\rho} \right) \hat{\phi} + (\nabla \cdot G'_z) \hat{z}
\]

(53) \[ \nabla \wedge A = \hat{\rho} \left( \frac{1}{\rho} \frac{\partial G_z}{\partial \phi} - \frac{\partial G_\phi}{\partial z} \right) + \hat{\phi} \left( \frac{\partial G_\rho}{\partial z} - \frac{\partial G_z}{\partial \rho} \right) + \hat{z} \left( \frac{\partial G_\rho}{\partial \phi} - \frac{\partial G_\phi}{\partial \rho} \right)
\]

\[ = \left( \nabla \wedge G'_\rho + \frac{1}{\rho} G'_\phi \wedge \hat{\phi} \right) \hat{\rho} + \left( \nabla \wedge G'_\phi - \frac{1}{\rho} G'_\rho \wedge \hat{\rho} \right) \hat{\phi} + (\nabla \wedge G'_z) \hat{z}
\]

and in particular

(54) \[ \nabla \hat{\rho} = \frac{1}{\rho} \hat{\phi} \cdot \nabla \phi \]

\[ \nabla \hat{\phi} = \frac{1}{\rho} \hat{\phi} \cdot \nabla \phi \]

\[ \nabla \hat{z} = 0.
\]
In spherical polar coordinates \((r, \theta, \phi)\) we may write, in analogy to (43):

\[
\mathcal{G} = r \nabla r + \theta \nabla \theta + \phi \nabla \phi
\]

\[
= G_r \dot{r} + G_\theta \dot{\theta} + G_\phi \dot{\phi}.
\]

then:

\[
\nabla A = \left( \frac{\partial}{\partial r} + \frac{\theta}{r} \frac{\partial}{\partial \theta} + \frac{\phi}{r \sin \theta} \frac{\partial}{\partial \phi} \right) A
\]

\[
= \left[ \nabla A_r - \frac{1}{r} \left( A_\theta \dot{\theta} + A_\phi \dot{\phi} \right) \right] \dot{r} + \left[ \nabla A_\theta + \frac{1}{r} \left( A_r \dot{r} - A_\theta \cot \theta \dot{\phi} \right) \right] \dot{\theta} +
\]

\[
+ \left[ \nabla A_\phi + \frac{1}{r \sin \theta} \left( A_r \dot{r} - A_\phi \cot \theta \dot{\phi} \right) \right] \dot{\phi}
\]

(56)

\[
\nabla \cdot \mathcal{G} = \left( \frac{2}{r} + \frac{\partial}{\partial r} \right) G_r + \frac{1}{r} \left( \frac{\partial}{\partial \theta} + \cot \theta \right) G_\theta + \frac{1}{r \sin \theta} \frac{\partial G_\phi}{\partial \phi}
\]

\[
= \left( \nabla \cdot G_r - \frac{\partial}{\partial r} \frac{\theta}{r} G_\theta + \frac{1}{r} \frac{\partial G_\phi}{\partial \phi} \right) \dot{r} + \left[ \nabla \cdot G_\theta + \frac{1}{r} \left( \theta \dot{\theta} - \phi \dot{\phi} \cot \theta \right) \right] \dot{\theta} +
\]

\[
+ \left[ \nabla \cdot G_\phi + \frac{1}{r \sin \theta} \left( \theta \dot{\theta} - \phi \dot{\phi} \cot \theta \right) \right] \dot{\phi}
\]

(57)

\[
\nabla \times \mathcal{G} = \frac{1}{r} \left[ r \left( \frac{\partial}{\partial \theta} + \cot \theta \right) G_\theta - \frac{1}{r \sin \theta} \frac{\partial G_\phi}{\partial \phi} \right]
\]

\[
+ \dot{\theta} \left[ \frac{1}{r \sin \theta} \frac{\partial}{\partial \phi} - \left( \frac{\partial}{\partial r} + \frac{1}{r} \right) G_\theta \right] +
\]

\[
+ \dot{\phi} \left[ \frac{\partial}{\partial r} + \frac{1}{r} \right] G_\theta - \frac{1}{r} \frac{\partial G_r}{\partial \theta}
\]

\[
= \left[ \nabla \times G_r + \frac{1}{r} \left( G_\theta \times \dot{\theta} + G_\phi \times \dot{\phi} \right) \right] \dot{r} +
\]

\[
+ \left[ \nabla \times G_\theta + \frac{1}{r} \left( G_\phi \times \dot{\phi} \cot \theta - G_r \times \dot{\theta} \right) \right] \dot{\theta} +
\]

\[
+ \left[ \nabla \times G_\phi - \frac{1}{r} \left( G_r \times G_\theta \right) \right] \dot{\phi}
\]

and in particular

(59)

\[
\nabla \dot{r} = \frac{\partial}{\partial t} \dot{r} + \dot{\theta} \frac{\partial}{\partial \theta} \dot{r} + \dot{\phi} \frac{\partial}{\partial \phi} \dot{r}.
\]

\[
\nabla \dot{\theta} = \frac{1}{r} \left( \phi \dot{\phi} \cot \theta - \dot{r} \right), \quad \nabla \dot{\phi} = -\frac{1}{r} \left( \phi \dot{\phi} + \dot{r} \dot{\phi} \cot \theta \right).
C. ORTHOGONAL CURVILINEAR COORDINATES

Let \( u_1(x, y, z), u_2(x, y, z), u_3(x, y, z) \) be a right-handed system of orthogonal curvilinear coordinates, and let \( \hat{u}_i \) be a unit vector tangent to the coordinate line \( u_i \), oriented toward increasing \( u_i \), and such that \( \hat{u}_1 \wedge \hat{u}_2 = \hat{u}_3 \). The metric coefficients \( h_1, h_2, h_3 \) are given by

\[
(1) \quad h_i^2 = \left( \frac{\partial x}{\partial u_i} \right)^2 + \left( \frac{\partial y}{\partial u_i} \right)^2 + \left( \frac{\partial z}{\partial u_i} \right)^2, \quad i = 1, 2, 3,
\]

the line element \( ds \) by

\[
(2) \quad (ds)^2 = \sum_{i=1}^{3} h_i^2 (du_i)^2
\]

and the volume element \( d\nu \) by

\[
(3) \quad d\nu = h_1 h_2 h_3 \, du_1 \, du_2 \, du_3.
\]

If \( f \) is a scalar field and \( A \) is a vector field with components \( A_i = A \cdot \hat{u}_i \):

\[
(4) \quad \nabla f = \sum_{i=1}^{3} \frac{\partial f}{\partial u_i} \, \hat{u}_i.
\]

\[
(5) \quad \nabla \cdot A = \frac{1}{h_1 h_2 h_3} \left[ \frac{\partial}{\partial u_1} \left( h_2 h_3 A_1 \right) + \frac{\partial}{\partial u_2} \left( h_3 h_1 A_2 \right) + \frac{\partial}{\partial u_3} \left( h_1 h_2 A_3 \right) \right],
\]

\[
(6) \quad \nabla \wedge A = \frac{1}{h_1 h_2 h_3} \left[ \frac{\partial}{\partial u_2} \left( h_3 A_3 \right) - \frac{\partial}{\partial u_3} \left( h_2 A_2 \right) \right] \hat{u}_1 +
\]

\[
+ \frac{1}{h_1 h_2} \left[ \frac{\partial}{\partial u_3} \left( h_1 A_1 \right) - \frac{\partial}{\partial u_1} \left( h_3 A_3 \right) \right] \hat{u}_2 +
\]

\[
+ \frac{1}{h_1 h_2} \left[ \frac{\partial}{\partial u_1} \left( h_2 A_2 \right) - \frac{\partial}{\partial u_2} \left( h_1 A_1 \right) \right] \hat{u}_3,
\]

\[
(7) \quad \nabla^2 f = \frac{1}{h_1 h_2 h_3} \left[ \frac{\partial}{\partial u_1} \left( h_2 h_3 \frac{\partial f}{\partial u_1} \right) + \frac{\partial}{\partial u_2} \left( h_3 h_1 \frac{\partial f}{\partial u_2} \right) + \frac{\partial}{\partial u_3} \left( h_1 h_2 \frac{\partial f}{\partial u_3} \right) \right].
\]

Formula (6) is valid only if the coordinate systems \((x, y, z)\) and \((u_1, u_2, u_3)\) are either both right-handed or both left-handed. Otherwise, the right-hand side of eq. (6) must be multiplied by minus one.

Particular formulas for the eight coordinate systems adopted in this book are given in the following; for other coordinate systems see, for example, Moish and Spencer (1961). Field Theory Handbook (Springer); Moish and Feshbach (1953). Methods
1. Rectangular Cartesian coordinates:

(8) \( u_1 = x, \ u_2 = y, \ u_3 = z; \ -\infty < x, y, z < \infty \)

(9) \( h_x = h_y = h_z = 1 \)

(10) \( \nabla f = \frac{\partial f}{\partial x} \hat{x} + \frac{\partial f}{\partial y} \hat{y} + \frac{\partial f}{\partial z} \hat{z} \)

(11) \( \nabla \cdot \mathbf{A} = \frac{\partial A_x}{\partial x} + \frac{\partial A_y}{\partial y} + \frac{\partial A_z}{\partial z} \)

(12) \( \nabla \wedge \mathbf{A} = \left( \frac{\partial A_z}{\partial y} - \frac{\partial A_y}{\partial z} \right) \hat{x} - \left( \frac{\partial A_z}{\partial x} - \frac{\partial A_x}{\partial z} \right) \hat{y} + \left( \frac{\partial A_y}{\partial x} - \frac{\partial A_x}{\partial y} \right) \hat{z} \)

(13) \( \nabla^2 f = \frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial y^2} + \frac{\partial^2 f}{\partial z^2} \)

(14) \( \nabla^2 \mathbf{A} = (\nabla^2 A_x) \hat{x} + (\nabla^2 A_y) \hat{y} + (\nabla^2 A_z) \hat{z} \).

2. Circular cylinder coordinates:

(15) \( u_1 = \rho, \ u_2 = \phi, \ u_3 = z; \ 0 \leq \rho < \infty, \ 0 \leq \phi < 2\pi, \ -\infty < z < \infty \)

\( x = \rho \cos \phi, \ y = \rho \sin \phi, \ z = z; \ \rho = \sqrt{x^2 + y^2} \)

(16) \( h_\rho = h_\phi = \rho, \ h_z = 1 \)

(17) \( A_\rho = A_x \cos \phi + A_y \sin \phi, \ A_\phi = A_y \cos \phi - A_x \sin \phi, \ A_z = A_z \)

\( A_x = A_\rho \cos \phi - A_\phi \sin \phi, \ A_y = A_\rho \sin \phi + A_\phi \cos \phi \)

(18) \( \hat{\rho} = \frac{\partial}{\partial \rho} + \frac{1}{\rho} \frac{\partial}{\partial \phi} \hat{\phi} + \frac{\partial}{\partial z} \hat{z} \)

(19) \( \nabla f = \frac{\partial f}{\partial \rho} \hat{\rho} + \frac{1}{\rho} \frac{\partial f}{\partial \phi} \hat{\phi} + \frac{\partial f}{\partial z} \hat{z} \)

(20) \( \nabla \cdot \mathbf{A} = \frac{\partial}{\partial \rho} (\rho A_\rho) + \frac{1}{\rho} \frac{\partial}{\partial \phi} A_\phi + \frac{\partial A_z}{\partial z} \)

(21) \( \nabla \wedge \mathbf{A} = \left[ \frac{\partial A_z}{\partial \phi} - \frac{\partial A_\phi}{\partial z} \right] \hat{\rho} + \left[ \frac{\partial A_\rho}{\partial z} - \frac{\partial A_z}{\partial \rho} \right] \hat{\phi} + \left[ \frac{1}{\rho} \frac{\partial}{\partial \rho} (\rho A_\rho) - \frac{1}{\rho} \frac{\partial A_\phi}{\partial \phi} \right] \hat{z} \)

(22) \( \nabla^2 f = \frac{1}{\rho} \frac{\partial}{\partial \rho} (\rho \frac{\partial f}{\partial \rho}) + \frac{1}{\rho^2} \frac{\partial^2 f}{\partial \phi^2} + \frac{\partial^2 f}{\partial z^2} \)
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(23) \( \nabla^2 A = \left( \nabla^2 A_\rho - \frac{A_\rho}{\rho^2} - \frac{2}{\rho^2} \frac{\partial A_\phi}{\partial \phi} \right) \hat{\rho} + \left( \nabla^2 A_\phi - \frac{A_\phi}{\rho^2} + \frac{2}{\rho^2} \frac{\partial A_\phi}{\partial \phi} \right) \hat{\phi} + \left( \nabla^2 A_\zeta \right) \hat{\zeta} \)

(24) \( \nabla \cdot \hat{\rho} = \frac{1}{\rho}, \quad \nabla \cdot \hat{\phi} = \nabla \cdot \hat{\zeta} = 0 \)

\( \nabla \wedge \hat{\phi} = \frac{\hat{\rho}}{\rho}, \quad \nabla \wedge \hat{\rho} = \nabla \wedge \hat{\zeta} = 0. \)

3. Elliptic cylinder coordinates:

(25) \( u_1 = u, \ u_2 = v, \ u_3 = z; \quad 0 \leq u < \infty, \quad 0 \leq v < 2\pi, \quad -\infty < z < \infty \)

\( x = \frac{1}{d} \cosh u \cos v, \quad y = \frac{1}{d} \sinh u \sin v, \quad z = z \)

\( d = \) interfocal distance

also: \( \xi = \cosh u, \quad \eta = \cos v; \quad 1 \leq \xi < \infty, \quad -1 \leq \eta \leq 1 \)

(26) \( h_u = h_v = \frac{1}{d}(\cosh^2 u - \cos^2 v)^{\frac{1}{2}}, \quad h_z = 1 \)

(27) \( \nabla^2 A = \frac{2}{d} (\cosh^2 u - \cos^2 v)^{-1} \left( \frac{\partial}{\partial u} [((\cosh^2 u - \cos^2 v)^{\frac{1}{2}} A_u] + \frac{\partial A_u}{\partial z} + \frac{\partial A_z}{\partial u} \right) \)

(28) \( \nabla \cdot A = \frac{2}{d} (\cosh^2 u - \cos^2 v)^{-1} \left( \frac{\partial}{\partial u} [((\cosh^2 u - \cos^2 v)^{\frac{1}{2}} A_u] + \frac{\partial A_u}{\partial z} + \frac{\partial A_z}{\partial u} \right) \)

(29) \( \nabla \wedge A = \left[ \frac{2}{d} (\cosh^2 u - \cos^2 v)^{-1} \frac{\partial A_z}{\partial u} - \frac{\partial A_u}{\partial z} \right] \hat{u} + \left[ \frac{\partial A_u}{\partial z} - \frac{2}{d} (\cosh^2 u - \cos^2 v)^{-1} \frac{\partial A_z}{\partial u} \right] \hat{v} + \left[ \frac{\partial A_z}{\partial v} - \frac{A_z}{d} (\cosh^2 u - \cos^2 v)^{-1} \right] \hat{w} + \left[ \frac{\partial A_x}{\partial v} - \frac{A_x}{d} (\cosh^2 u - \cos^2 v)^{-1} \right] \hat{w} + \left[ \frac{\partial A_y}{\partial v} - \frac{A_y}{d} (\cosh^2 u - \cos^2 v)^{-1} \right] \hat{w} \)

(30) \( \nabla^2 f = \frac{4}{d} (\cosh^2 u - \cos^2 v)^{-1} \left( \frac{\partial^2 f}{\partial u^2} + \frac{\partial^2 f}{\partial v^2} \right) + \frac{\partial^2 f}{\partial z^2} \)

4. Parabolic cylinder coordinates:

(31) \( u_1 = \xi, \quad u_2 = \eta, \quad u_3 = z; \quad -\infty < \xi < \infty, \quad -\infty < z < \infty \)

\( x = \frac{1}{(\xi^2 - \eta^2)^{\frac{1}{2}}}, \quad y = \xi \eta, \quad z = z \)

(32) \( h_\eta = h_\xi = (\xi^2 + \eta^2)^{\frac{1}{2}}, \quad h_z = 1 \)
\begin{align*}
(33) \quad \nabla f &= \left(\xi^2 + \eta^2\right)^{-\frac{1}{2}} \left(\frac{\partial f}{\partial \xi} \xi + \frac{\partial f}{\partial \eta} \eta\right) + \frac{\partial f}{\partial z} z \\
(34) \quad \nabla \cdot \mathbf{A} &= \left(\xi^2 + \eta^2\right)^{-1} \left[\frac{\partial}{\partial \xi} \left[\left(\xi^2 + \eta^2\right)^{\frac{1}{2}} A_x\right] + \frac{\partial}{\partial \eta} \left[\left(\xi^2 + \eta^2\right)^{\frac{1}{2}} A_\eta\right]\right] + \frac{\partial A_z}{\partial z} \\
(35) \quad \nabla \wedge \mathbf{A} &= \left[\left(\xi^2 + \eta^2\right)^{-1} \frac{\partial A_x}{\partial \eta} - \frac{\partial A_\eta}{\partial \xi}\right] \xi + \left[\frac{\partial A_x}{\partial z} - \left(\xi^2 + \eta^2\right)^{-1/2} \frac{\partial A_z}{\partial \xi}\right] \eta + \left(\xi^2 + \eta^2\right)^{-1} \left[\frac{\partial A_\eta}{\partial \xi} - \frac{\partial A_x}{\partial \eta} + \frac{\xi A_x - \eta A_\eta}{\xi^2 + \eta^2}\right] z \\
(36) \quad \nabla^2 f &= \left(\xi^2 + \eta^2\right)^{-1} \left(\frac{\partial^2 f}{\partial \xi^2} + \frac{\partial^2 f}{\partial \eta^2}\right) + \frac{\partial^2 f}{\partial z^2}.
\end{align*}

5. Spherical coordinates:

(37) \quad u_1 = r, \quad u_2 = \theta, \quad u_3 = \phi; \quad 0 \leq r < \infty, \quad 0 \leq \theta \leq \pi, \quad 0 \leq \phi < 2\pi \\
x = r \sin \theta \cos \phi, \quad y = r \sin \theta \sin \phi, \quad z = r \cos \theta; \quad r = \sqrt{x^2 + y^2 + z^2} \\
(38) \quad h_\xi = 1, \quad h_\eta = r, \quad h_\phi = r \sin \theta \\
(39) \quad A_x = A_x \sin \theta \cos \phi \cdot r A_y \sin \theta \sin \phi + A_z \cos \theta \cos \phi \sin \theta \\
A_\theta = A_x \cos \theta \cos \phi + A_y \sin \theta \sin \phi - A_z \sin \theta \cos \phi \\
A_\phi = A_x \sin \phi + A_y \sin \phi \cos \theta - A_z \sin \phi \sin \theta \\
(40) \quad \frac{\partial}{\partial r} = \frac{x}{r} \frac{\partial}{\partial x} + \frac{y}{r} \frac{\partial}{\partial y} + \frac{z}{r} \frac{\partial}{\partial z} \\
\frac{\partial}{\partial \theta} = \frac{x}{\rho} \frac{\partial}{\partial x} + \frac{y}{\rho} \frac{\partial}{\partial y} - \rho \frac{\partial}{\partial z}; \quad \rho = \sqrt{x^2 + y^2} \\
\frac{\partial}{\partial \phi} = -\frac{z}{\rho} \frac{\partial}{\partial x} - \frac{x}{\rho} \frac{\partial}{\partial y} \\
\frac{\partial}{\partial x} = \sin \theta \cos \phi \frac{\partial}{\partial r} + \frac{1}{r} \cos \theta \cos \phi \frac{\partial}{\partial \theta} - \frac{\sin \phi}{r \sin \theta} \frac{\partial}{\partial \phi} \\
\frac{\partial}{\partial y} = \sin \theta \sin \phi \frac{\partial}{\partial r} + \frac{1}{r} \cos \theta \sin \phi \frac{\partial}{\partial \theta} + \frac{\cos \phi}{r \sin \theta} \frac{\partial}{\partial \phi} \\
\frac{\partial}{\partial z} = \cos \theta \frac{\partial}{\partial r} - \frac{\sin \theta}{r \sin \theta} \frac{\partial}{\partial \theta} \\
\n\frac{\partial f}{\partial \xi} = \frac{\partial f}{\partial r} + \frac{1}{r} \frac{\partial f}{\partial \theta} + \frac{1}{r \sin \theta} \frac{\partial f}{\partial \phi} \\
\frac{\partial f}{\partial \eta} = \frac{\partial f}{\partial r} + \frac{1}{r} \frac{\partial f}{\partial \theta} - \frac{1}{r \sin \theta} \frac{\partial f}{\partial \phi} \\
\frac{\partial f}{\partial z} = \frac{\partial f}{\partial r} - \frac{1}{r} \frac{\partial f}{\partial \theta} - \frac{1}{r \sin \theta} \frac{\partial f}{\partial \phi} \\
\n\frac{\partial f}{\partial x} = \frac{\partial f}{\partial r} + \frac{1}{r} \frac{\partial f}{\partial \theta} + \frac{1}{r \sin \theta} \frac{\partial f}{\partial \phi} \\
\frac{\partial f}{\partial y} = \frac{\partial f}{\partial r} - \frac{1}{r} \frac{\partial f}{\partial \theta} - \frac{1}{r \sin \theta} \frac{\partial f}{\partial \phi} \\
\frac{\partial f}{\partial z} = \frac{\partial f}{\partial r} - \frac{1}{r} \frac{\partial f}{\partial \theta} + \frac{1}{r \sin \theta} \frac{\partial f}{\partial \phi} \\
\n(41) \quad \nabla f = \frac{\partial f}{\partial r} \frac{\partial}{\partial r} r \frac{\partial}{\partial r} + \frac{1}{r \sin \theta} \frac{\partial f}{\partial \phi} \frac{\partial}{\partial \phi} + \frac{1}{r \sin \theta} \frac{\partial f}{\partial \theta} \frac{\partial}{\partial \theta} \frac{\partial f}{\partial \theta}.
\[(42) \nabla \cdot \mathbf{A} = \frac{1}{r^2} \frac{\partial}{\partial r} (r^2 A_r) + \frac{1}{r \sin \theta} \frac{\partial}{\partial \theta} (\sin \theta A_\theta) + \frac{1}{r} \frac{\partial A_\phi}{\partial \phi} \]

\[(43) \nabla \times \mathbf{A} = \frac{1}{r \sin \theta} \left[ \frac{\partial}{\partial \theta} (\sin \theta A_\phi) - \frac{\partial A_\theta}{\partial \phi} \right] \hat{r} + \frac{1}{r} \left[ \frac{1}{\sin \theta} \frac{\partial A_r}{\partial \phi} - \frac{\partial}{\partial r} (r A_\phi) \right] \hat{\theta} + \frac{1}{r} \left[ \frac{\partial}{\partial r} (r A_\theta) - \frac{\partial A_r}{\partial \phi} \right] \hat{\phi} \]

\[(44) \nabla^2 f = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial f}{\partial r} \right) + \frac{1}{r \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial f}{\partial \theta} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2 f}{\partial \phi^2} \]

\[(45) \nabla^2 \mathbf{A} = \left( \nabla^2 A_r - \frac{2}{r^2} A_r - \frac{2 \cot \theta}{r^2} A_\theta - \frac{2}{r^2} \frac{\partial A_\theta}{\partial \theta} - \frac{2}{r^2 \sin^2 \theta} \frac{\partial A_\phi}{\partial \phi} \right) \hat{r} + \left( \nabla^2 A_\theta + \frac{2}{r^2} A_r - \frac{1}{r^2 \sin^2 \theta} A_\theta - \frac{2 \cot \theta}{r^2 \sin \theta \sin \phi} \frac{\partial A_\phi}{\partial \phi} \right) \hat{\theta} + \left( \nabla^2 A_\phi + \frac{2}{r^2 \sin \theta} \frac{\partial A_r}{\partial \phi} - \frac{1}{r^2 \sin^2 \theta} A_\theta + \frac{2 \cot \theta}{r^2 \sin \theta \cos \phi} \frac{\partial A_\phi}{\partial \phi} \right) \hat{\phi} \]

\[(46) \nabla \cdot \mathbf{P} = \frac{2}{r} \nabla \cdot \hat{\theta} = \frac{\cot \theta}{r}, \quad \nabla \cdot \hat{\phi} = 0 \]

\[\nabla \times \mathbf{P} = 0, \quad \nabla \times \hat{\theta} = \frac{\phi}{r}, \quad \nabla \times \hat{\phi} = \frac{\cot \theta}{r} \hat{\theta} \]

6. Prolate spheroidal coordinates:

\[(47) \quad u_1 = u, \quad u_2 = v, \quad u_3 = \phi; \quad 0 \leq u < \infty, \quad 0 \leq v \leq \pi, \quad 0 \leq \phi < 2\pi \]

\[x = \frac{1}{d} \sinh u \sin v \cos \phi, \quad y = \frac{1}{d} \sinh u \sin v \sin \phi, \quad z = \frac{1}{d} \cosh u \cos v \]

\[d = \text{inter focal distance} \]

also: \( \xi = \cosh u, \quad \eta = \cos v, \quad 1 \leq \xi < \infty, \quad -1 \leq \eta \leq 1 \]

\[(48) \quad h_\xi = \frac{1}{d} \left( \zeta^2 - \eta^2 \right)^{\frac{1}{4}} \quad h_\eta = \frac{1}{d} \left( \zeta^2 - \eta^2 \right)^{\frac{3}{4}} \quad h_\phi = \frac{1}{d} \left[ (\zeta^2 - 1)(1 - \eta^2) \right]^{\frac{1}{4}} \]

\[(49) \quad \nabla f = \frac{2}{d} \left( \zeta^2 - \eta^2 \right)^{-\frac{1}{2}} \left[ (\zeta^2 - 1) \frac{\partial f}{\partial \zeta} + (1 - \eta^2) \frac{\partial f}{\partial \eta} \right] + \frac{\partial}{\partial \phi} \left( \frac{\partial f}{\partial \phi} \right) \]

\[= \frac{2}{d} \left[ (\zeta^2 - 1)(1 - \eta^2) \right]^{-\frac{1}{2}} \frac{\partial f}{\partial \phi} \]

\[(50) \quad \nabla \cdot \mathbf{A} = \frac{2}{d} \left( \zeta^2 - \eta^2 \right)^{-\frac{1}{4}} \left[ \frac{\partial A_\xi}{\partial \zeta} + \frac{\xi}{\zeta^2 - \eta^2} + \frac{\xi}{\zeta^2 - 1} \right] A_\xi + \frac{2}{d} \left( \zeta^2 - \eta^2 \right)^{-\frac{3}{4}} \left[ \frac{\partial A_\eta}{\partial \eta} - \frac{\eta}{\zeta^2 - \eta^2} - \frac{\eta}{1 - \eta^2} \right] A_\eta + \frac{2}{d} \left[ (\zeta^2 - 1)(1 - \eta^2) \right]^{\frac{1}{4}} \frac{\partial A_\phi}{\partial \phi} \]
(51) \( - \nabla \wedge \mathbf{A} = \frac{2}{d} \left( \left( \frac{1 - \eta^2}{\xi^2 - \eta^2} \right)^{\frac{1}{2}} \frac{\partial}{\partial \eta} - \frac{\eta}{1 - \eta^2} \right) A_\phi - \left[ (\xi^2 - 1)(1 - \eta^2) \right]^{\frac{1}{2}} \frac{\partial A_\eta}{\partial \phi} \right] \xi + \frac{2}{d} \left( \left( \frac{1 - \eta^2}{\xi^2 - \eta^2} \right)^{\frac{1}{2}} \frac{\partial A_\xi}{\partial \eta} - \left( \frac{\xi^2 - 1}{\xi^2 - \eta^2} \right)^{\frac{1}{2}} \left( \frac{\partial}{\partial \xi} + \frac{\xi}{\xi^2 - \eta^2} \right) A_\phi \right] \eta + \frac{2}{d} (\xi^2 - \eta^2)^{\frac{1}{2}} \left[ (\xi^2 - 1) \xi \left( \frac{\partial}{\partial \xi} + \frac{\xi}{\xi^2 - \eta^2} \right) A_\eta - \left( 1 - \eta^2 \right) \eta \left( \frac{\partial}{\partial \eta} - \frac{\eta}{\xi^2 - \eta^2} \right) A_\xi \right] \phi.

(52) \( \nabla^2 f = \frac{4}{d^2} (\xi^2 - \eta^2)^{-1} \left[ \left( \frac{\partial}{\partial \xi} \right) \xi^2 f + \left( 1 - \eta^2 \right) \frac{\partial f}{\partial \eta} \right] + \right] + \frac{4}{d^2} \left[ (\xi^2 - 1)(1 - \eta^2) \right]^{-1} \frac{\partial^2 f}{\partial \phi^2}.

7. Oblate spheroidal coordinates:

(53) \( u_1 = u, \quad u_2 = v, \quad u_3 = \phi; \quad 0 \leq u < \infty, \quad 0 \leq v \leq \pi, \quad 0 \leq \phi < 2\pi \)

\( x = \frac{1}{2} d \cosh u \sin v \cos \phi, \quad y = \frac{1}{2} d \cosh u \sin v \sin \phi, \quad z = \frac{1}{2} d \sinh u \cos v \)

\( d = \text{interfocal distance} \)

also: \( \xi = \sinh u, \quad \eta = \cos v; \quad 0 \leq \xi < \infty, \quad -1 \leq \eta \leq 1 \)

(54) \( h_\xi = \frac{1}{2} d \left( \frac{\xi^2 + \eta^2}{\xi^2 + 1} \right), \quad h_\eta = \frac{1}{2} d \left( \frac{\xi^2 + \eta^2}{1 - \eta^2} \right), \quad h_\phi = \frac{1}{2} d \left[ (\xi^2 + 1)(1 - \eta^2) \right]^{\frac{1}{2}} \)

(55) \( \nabla f = \frac{2}{d} (\xi^2 + \eta^2)^{-\frac{1}{2}} \left[ \left( \xi^2 + 1 \right) \xi \frac{\partial f}{\partial \xi} + \left( 1 - \eta^2 \right) \frac{\partial f}{\partial \eta} \right] + \right] + \frac{2}{d} \left[ (\xi^2 + 1)(1 - \eta^2) \right]^{-\frac{1}{2}} \frac{\partial f}{\partial \phi} \)

(56) \( \nabla \cdot \mathbf{A} = \frac{2}{d} \left( \frac{\xi^2 + 1}{\xi^2 + \eta^2} \right)^{\frac{1}{2}} \frac{\partial}{\partial \xi} + \frac{\xi}{\xi^2 + \eta^2} + \frac{\xi}{\xi^2 + 1} A_\xi + \frac{2}{d} \left( \frac{1 - \eta^2}{\xi^2 + \eta^2} \right)^{\frac{1}{2}} \left( \frac{\partial}{\partial \eta} + \frac{\eta}{\xi^2 + \eta^2} \right) A_\eta + \frac{2}{d} \left[ (\xi^2 + 1)(1 - \eta^2) \right]^{-\frac{1}{2}} \frac{\partial A_\phi}{\partial \phi} \)

(57) \( -\nabla \wedge \mathbf{A} = \frac{2}{d} \left( \left( \frac{1 - \eta^2}{\xi^2 + \eta^2} \right)^{\frac{1}{2}} \left( \frac{\partial}{\partial \eta} - \frac{\eta}{1 - \eta^2} \right) A_\phi - \left[ (\xi^2 + 1)(1 - \eta^2) \right]^{\frac{1}{2}} \frac{\partial A_\eta}{\partial \phi} \right] \xi + \frac{2}{d} \left[ (\xi^2 + 1)(1 - \eta^2) \right]^{-\frac{1}{2}} \frac{\partial A_\xi}{\partial \eta} - \left( \frac{\xi^2 + 1}{\xi^2 + \eta^2} \right)^{\frac{1}{2}} \left( \frac{\partial}{\partial \xi} + \frac{\xi}{\xi^2 + \eta^2} \right) A_\phi \right] \eta + \frac{2}{d} (\xi^2 + \eta^2)^{-\frac{1}{2}} \left[ (\xi^2 + 1) \xi \left( \frac{\partial}{\partial \xi} + \frac{\xi}{\xi^2 + \eta^2} \right) A_\eta - \left( 1 - \eta^2 \right) \eta \left( \frac{\partial}{\partial \eta} - \frac{\eta}{\xi^2 + \eta^2} \right) A_\xi \right] \phi.

\( \left( \frac{\partial}{\partial \xi} + \frac{\eta}{\xi^2 + \eta^2} \right) A_\eta = \left( \frac{\partial}{\partial \xi} + \frac{\eta}{\xi^2 + \eta^2} \right) A_\eta \)
(58) \[ \nabla^2 f = \frac{4}{d^2} \left( \xi^2 + \eta^2 \right)^{-1} \left[ \frac{\partial}{\partial \xi} \left( \xi^2 + 1 \right) \frac{\partial f}{\partial \xi} + \frac{\partial}{\partial \eta} \left( (1-\eta^2) \frac{\partial f}{\partial \eta} \right) \right] + \frac{4}{d^2} \left[(\xi^2 + 1)(1-\eta^2) \right]^{-1} \frac{\partial^2 f}{\partial \phi^2}. \]

8. Parabolic coordinates:

(59) \( u_1 = \xi, \ u_2 = \eta, \ u_3 = \phi; \ 0 \leq \xi < \infty, \ 0 \leq \eta < \infty, \ 0 \leq \phi < 2\pi \)

\( x = 2\sqrt{\xi} \cos \phi, \ y = 2\sqrt{\xi} \sin \phi, \ z = \xi - \eta \)

also: \( \xi_1 = \sqrt{2} \xi, \ \xi_2 = \sqrt{2} \eta; \ 0 \leq \xi_1 < \infty, \ 0 \leq \xi_2 < \infty \)

(60) \[ h_\xi = \left( \frac{\xi + \eta}{\xi} \right), \ h_\eta = \left( \frac{\xi + \eta}{\eta} \right), \ h_\phi = 2(\xi \eta)^{\frac{1}{2}} \]

(61) \[ \nabla f = (\xi + \eta)^{-1} \left( \xi \frac{\partial f}{\partial \xi} + \eta \frac{\partial f}{\partial \eta} \right) + \frac{1}{2}(\xi \eta)^{-1} \frac{\partial f}{\partial \phi} \phi \]

(62) \[ \nabla \cdot A = \left( \frac{\xi}{\xi + \eta} \right) \left( \frac{\partial}{\partial \xi} + \frac{2\xi + \eta}{2\xi(\xi + \eta)} \right) A_\xi + \left( \frac{\eta}{\xi + \eta} \right) \left( \frac{\partial}{\partial \eta} + \frac{2\eta + \xi}{2\eta(\xi + \eta)} \right) A_\eta + \frac{1}{2\xi \eta} \frac{\partial A_\phi}{\partial \phi} \]

(63) \[ \nabla \wedge A = \left( \frac{\eta}{\xi + \eta} \right) \left( \frac{\partial}{\partial \eta} + \frac{1}{2\eta} \right) A_\phi - \frac{1}{2}(\xi \eta)^{-1} \frac{\partial A_\eta}{\partial \phi} \phi + \left( \frac{\xi}{\xi + \eta} \right) \frac{\partial A_\phi}{\partial \phi} - \left( \frac{\xi}{\xi + \eta} \right) \left( \frac{\partial}{\partial \xi} + \frac{1}{2\xi} \right) A_\eta + \frac{1}{2\xi \eta} \frac{\partial A_\phi}{\partial \phi} \]

(64) \[ \nabla^2 f = (\xi + \eta)^{-1} \left[ \frac{\partial}{\partial \xi} \left( \xi \frac{\partial f}{\partial \xi} \right) + \frac{\partial}{\partial \eta} \left( \eta \frac{\partial f}{\partial \eta} \right) \right] + \frac{1}{2(\xi \eta)^{\frac{1}{2}}} \frac{\partial^2 f}{\partial \phi^2}. \]
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ELECTROMAGNETIC AND ACOUSTIC SCATTERING BY SIMPLE SHAPES

This book represents an exhaustive study of the scattering properties of acoustically soft and hard bodies and of perfect conductors, presented for 15 geometrically-simple shapes. Such shapes are important in their own right and as a basis for synthesizing the radiation and scattering properties of more complex configurations. Each shape is treated in a separate chapter whose contents are presented in a stylized format for easy reference. Emphasis is placed on results in the form of formulae and diagrams. Although no detailed derivation are included, an outline of methods in scattering theory is given in the Introduction.
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